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Abstract

Medical studies demonstrated that diabetes pathology is increasing in last decades and the trend do not tends to stop. In order to
help and to accelerate the diagnosis of diabetes in this paper we propose a method able to classify patients affected by diabetes
using a set of characteristic selected in according to World Health Organization criteria. Evaluating real-world data using state of
the art machine learning algorithms, we obtain a precision value equal to 0.770 and a recall equal to 0.775 using the HoeffdingTree
algorithm.
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1. Introduction

The number of people with diabetes is steadily increasing, as a study by the International Diabetes Federation
demonstrated. In 2013 the total number of diabetes patients was 382 million and in 2035 that number will be expected
to be 595 million.

By restricting the field to Type 2 diabetes (i.e., the one on which it can be done by preventing risk factors), in 2010
this disease already afflicted 285 million people, and could be 438 million in 2030, with a progression of 21,000 new
cases per day.

Type 2 diabetes accounts for about 90% of cases of diabetes, with the remaining 10% mainly due to Type 1
diabetes mellitus and gestational diabetes. Obesity is considered the main cause of Type 2 diabetes in subjects who
are genetically predisposed to the disease.

Type 2 diabetes is initially treated with increased exercise and dietary changes. If, through these measures, blood
glucose levels are not adequately controlled, it may be necessary to administer drugs such as metformin or insulin. In
patients requiring insulin, usually, there is an obligation to regularly check the levels of blood sugar.
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Since 1965, Pima Indians living in the Gila River Indian Community in southern Arizona, USA have participated
in a longitudinal study of diabetes and its complications. This tribe has the world’s highest reported prevalence of
diabetes (50% at 35 years of age)9. Pima Indians have diabetes which is not associated with insulin dependency,
ketoacidosis, or islet-cell antibodies, and is, therefore, Type 2 diabetes8, even when it occurs in the young17. Diabetic
nephropathy is the predominant form of kidney disease in this population and is similar in its clinical characteristics
and classical pathologic features to that described in other populations12. It frequently results in end-stage renal
disease, which develops in nearly 15 per cent of diabetic Pima Indians by 20 years duration of diabetes7.

Starting from these considerations in this paper we propose a method, based on machine learning techniques,
able to discriminate between diabetes affected patients and not affected ones. Using a feature vector from both the
distributions patients diabetes affected and not affected ones, we perform in addition a best selection step in order
to involve the minor number of features to make our solution adoptable in real time using, for instance, embedded
devices.

The diagnostic, binary-valued features investigate are relative whether the patient shows signs of diabetes according
to World Health Organization criteria (i.e., if the 2 hour post-load plasma glucose was at least 200 mg/dl at any survey
examination or if found during routine medical care).

The paper poses the following research question:

• RQ: is it possible to discriminate between diabetes affected patients and not affected using a set of characteristic
selected in according to World Health Organization criteria as a feature vector?

The rest of the paper is organized as follows: the next section provides an overview of related work; the following
section illustrates the proposed features and the detection technique; the fourth section presents the results of the
evaluation, and, finally, conclusion and future works are given in the last section.

2. Related Work

In this section we review the current literature related to the diabetes affected patients classification issue.
Researches in13 proposed an integration approach between the SVM technique and K-means clustering algorithms

to diagnose diabetes disease. The focus of the method was adjusted so that only the most important features received
attention. They performed the T-Test order to quantify the improvements achieved by their approach before and after
combination process between K-means and SVM algorithms.

Authors in11 develop a model for the prediction of gestational diabetes mellitus (GDM) from maternal character-
istics and biochemical markers at 11 to 13 weeks’ gestation. They demonstrate that in the screening study, maternal
age, body mass index, racial origin, previous history of GDM and macrosomic neonate were significant independent
predictors of future. The detection rate was 61.6% at a false-positive rate of 20% and the detection increased to 74.1%
by the addition of adiponectin and sex hormone-binding globulin.

Alseema et al. 1 adopt the Finnish diabetes risk questionnaire for identification of those at risk for drug-treated Type
2 diabetes. They updated the risk questionnaire by using clinically diagnosed and screen-detected Type 2 diabetes
instead of drug-treated diabetes as an endpoint and by considering additional predictors. Of the 18,301 participants,
844 developed Type 2 diabetes in a period of 5 years (4.6%), the conclusion of the study is that the predictive value of
the original Finnish risk questionnaire could be improved by adding information on sex, smoking and family history
of diabetes.

The goal of the study performed by Bennetts et al. 4 was to utilize k-means clustering analysis to identify typical
regional peak plantar pressure distributions in a group of 819 diabetic feet. The number of clusters was varied from
2 to 10 to examine the effect on the differentiation and classification of regional peak plantar pressure distributions.
The main of of their analysis is to provide an understanding of the variability of the regional peak plantar pressure
distributions seen within the diabetic population and serves as a guide for the preemptive assessment and prevention
of diabetic foot ulcers.

Tao Zheng et al. 20 propose a data informed framework for identifying subjects with and without Type 2 Diabetes
Mellitus (T2DM) from Electronic Health Records via feature engineering and machine learning. We evaluate and
contrast the identification performance of widely-used machine learning models within our framework, including k-
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Nearest-Neighbors, Nave Bayes, Decision Tree, Random Forest, Support Vector Machine and Logistic Regression.
Our framework was conducted on 300 patient samples (161 cases, 60 controls and 79 unconfirmed subjects), randomly
selected from 23,281 diabetes related cohort retrieved from a regional distributed Electronic Health Records repository
ranging from 2012 to 2014.

Rohlfing et al. 16 analyzed the Third National Health and Nutrition Examination Survey (NHANES III) for the
sensitivity and specificity of HbA1c in the diagnosis of diabetes based on FPG. They concluded that Hemoglobin
A1c (HbA1c) provided a specific and convenient approach to screening for diabetes and suggested a value of 6.1% or
greater, 2 sd above the mean in the normal NHANES III population.

Buell et al. 5 recently completed a similar analysis based on the 1999-2004 NHANES data. The diagnosis of
diabetes was considered established if FPG was 126 mg/dl or greater. Using a ROC analysis, they found that HbA1c
of 5.8% or greater is the point that yielded the highest sum of sensitivity (86%) and specificity (92%).

Nakagami et al. 10 also recently assessed HbA1c vs. FPG in the diagnosis of diabetes. In a cross-sectional study of
1904 Japanese people in one town, aged 3589 yr, they found that the area of the ROC for HbA1c was almost the same
as that for FPG (0.856 vs. 0.902, respectively), suggesting that each is a good diagnostic test.

Perry et al. 14, doing OGTTs on people with FPG 100125 mg/dl, found that FPG was insensitive in the detection
of OGTT-defined diabetes. The addition of HbA1c greater than 6.1% to FPG greater than 100 mg/dl improved the
sensitivity of screening substantially, from 45% to 61%.

At the best of authors’ knowledge, this is the first paper with the aim to classify diabetes patients using the minimum
feature number in order to make the proposed solution usable in real-world environment.

3. The Method

In this section we describe the approach we adopted in order to discriminate between patients affected from diabetes
and not affected ones.

Diabetes was diagnosed according to World Health Organization Criteria6,8,19,2; that is, if the 2 hour post-load
plasma glucose was at least 200 mg/dl (11.1 mmol/l) at any survey examination or if the Indian Health Service
Hospital serving the community found a glucose concentration of at least 200 mg/dl during the course of routine
medical care9. In addition to being a familiar database to the investigators, this data set provided a well validated data
resource in which to explore prediction of the date of onset of diabetes in a longitudinal manner.

Indeed, in order to discriminate between diabetes affected and not affected patients, we consider a vector composed
by following features:

• Number of times pregnant (F1 feature);
• Plasma glucose concentration a 2 hours in an oral glucose tolerance test (F2 feature);
• Diastolic blood pressure, expressed in mm Hg (F3 feature);
• Triceps skin fold thickness, expressed in mm (F4 feature);
• 2-Hour serum insulin, expressed in mu U/ml(F5 feature);
• Body mass index, expressed in weight in kg/(height in m)2̂ (F6 feature);
• Diabetes pedigree function (F7 feature);
• Age, expressed in years (F8 feature).

The eight features were chosen in order to form the basis for forecasting the onset of diabetes within five years
in Pima Indian women. Those variables were chosen because they have been found to be significant risk factors for
diabetes among Pimas or other populations.

We extracted the feature vector from a freely available dataset from UCI machine repository standard dataset1 for
research purpose that include diabetes affected and not affected patients18.

1 https://archive.ics.uci.edu/ml/datasets/pima+indians+diabetes
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The considered dataset contains 768 different instances and all patients in the dataset are females at least 21 years
old. The binary target variable takes (0 or 1) values, while 0 implies a negative test for diabetes, and 1 indicates a
positive test. There are 500 cases in class 0 and 268 cases in class 1.

The population for this study was the Pima Indian population near Phoenix, Arizona. That population has been
under continuous study since 1965 by the National Institute of Diabetes and Digestive and Kidney Diseases because
of its high incidence rate of diabetes9,3,15. Each community resident over 5 years of age was asked to undergo a
standardized examination every two years, including an oral glucose tolerance test.

The dataset was collected by the National Institute of Diabetes and Digestive and Kidney Diseases 2, that is part
of the United States National Institutes of Health3, which in turn is part of the Department of Health and Human
Services4. The mission of the institute is represented by to support research, training, and communication with
the public in the topic areas of ”diabetes and other endocrine and metabolic diseases; digestive diseases, nutritional
disorders, and obesity; and kidney, urologic, and hematologic diseases” in order to improve people’s health and quality
of life.

We designed an experiment in order to evaluate the effectiveness of the feature vector we propose, expressed
through the research question RQ stated in the introduction.

More specifically, our aim is to verify if the eight features are able to discriminate between patients affected from
diabetes and not affected ones.

We learn several state of the art classifiers with the eight features.
The evaluation consists of three different stages: (i) we provide a comparison of descriptive statistics of the diabetes

affected and not affected populations; (ii) hypotheses testing, to verify whether the features vector exhibit different
distributions for diabetes affected and not affected populations; and (iii) classification analysis in order to assess if the
eight features are able to discriminate between diabetes affected and not affected patients.

With regards to the descriptive statistics, we report the box plot of the distribution of diabetes affected and not
affected patients in order to demonstrate that the distribution are different and the features we consider are good
candidate for the discrimination between diabetes affected and not affected patients.

Relating to the hypotheses testing, the null hypothesis to be tested is:
H0 : ‘diabetes affected and not affected patients have similar values of the considered features’.
The null hypothesis was tested with Mann-Whitney (with the p-level fixed to 0.05) and with Kolmogorov-Smirnov

Test (with the p-level fixed to 0.05). We run two tests in order to enforce the conclusion validity.
The goal of the tests is to determine the level of significance, i.e., the probability that erroneous conclusions be

drawn: in this case, we consider the significance level equal to .05 i.e., we accept to make mistakes 5 times out of 100.
The classification analysis goal is to verify if the considered features are able to correctly classify between diabetes

affected and not affected patients. Six machine learning classification algorithms were used: J48, MultilayerPercep-
tron (a deep learning algorithm), HoeffdingTree, JRip, BayesNet and RandomForest. These algorithms were applied
to the eight features (i.e., to the feature vector).

The classification analysis is performed using the Weka5 tool, a suite of machine learning software, employed in
data mining for scientific research.

4. The Evaluation

The results of the evaluation will be discussed reflecting the data analysis’ division in three phases explained in
previous section: descriptive statistics, hypotheses testing and classification.

2 https://www.niddk.nih.gov/
3 https://www.nih.gov/
4 https://www.hhs.gov/
5 http://www.cs.waikato.ac.nz/ml/weka/
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4.1. Descriptive statistics

Figures 1, 2, 3, 4, 5, 6, 7 and 8 show the box plots related to Number of times pregnant (F1 feature), Plasma glucose
concentration a 2 hours in an oral glucose tolerance test (F2 feature), Diastolic blood pressure (F3 feature), Triceps
skin fold thickness (F4 feature), 2-Hour serum insulin (F5 feature), Body mass index (F6 feature), Diabetes pedigree
function (F7 feature) and Age (F8 feature) features with the two different distributions i.e., patients diabetes affected
and not affected ones.

Relating to Figure 1, the negative and positive distributions seem to be different, even if a series of points in the
two distributions assume similar values.

Fig. 1. Box plots related to the Number of times pregnant (F1 feature) for diabetes affected patients (positive distribution) and not affected ones
(negative distribution).

The distributions related to Figure 2 appear more different from each other when compared with the box plots
represented in Figure 2.

Fig. 2. Box plots related to the Plasma glucose concentration a 2 hours in an oral glucose tolerance test (F2 feature) for diabetes affected patients
(positive distribution) and not affected ones (negative distribution).

The box plots in Figure 3 exhibit that the distributions related to negative and positive patients to diabetes are very
closed, this is symptomatic that the feature is probably not able to discriminate the instance of the two populations.

Fig. 3. Box plots related to the Diastolic blood pressure (F3 feature) for diabetes affected patients (positive distribution) and not affected ones
(negative distribution).

Relating to Figure 4, we highlight that the positive patients distribution show higher or equal instances values if
compared with the negative one.
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Fig. 4. Box plots related to the Triceps skin fold thickness (F4 feature) for diabetes affected patients (positive distribution) and not affected ones
(negative distribution).

Figure 5 shows that the positive distribution instances are comparable or less higher that the negative ones.

Fig. 5. Box plots related to the 2-Hour serum insulin (F5 feature) for diabetes affected patients (positive distribution) and not affected ones (negative
distribution).

Figure 6 shows that the positive distribution instances are comparable or higher that the negative ones. This is
symptomatic that the feature can be a good candidate to discriminate between diabetes positive patients and negative
ones.

Fig. 6. Box plots related to the Body mass index (F6 feature) for diabetes affected patients (positive distribution) and not affected ones (negative
distribution).

Figure 7 shows that the positive distribution instances exhibit very closed value. From the boxplot analysis it seems
that the feature is not a good candidate to identify positive and negative patients.

Figure 5 shows that the positive distribution instances are comparable or higher that the negative ones. As a matter
of fact the positive box plot exhibit higher value than the negative one: for this reason this feature can be a good
candidate to discriminate between positive patients and negative ones.

4.2. Hypothesis testing

The hypothesis testing aims at evaluating if the features present different distributions for the populations of dia-
betes affected patients and not affected ones with statistical evidence.

We assume valid the results when the null hypothesis is rejected by both the tests performed.
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Fig. 7. Box plots related to the Diabetes pedigree function (F7 feature) for diabetes affected patients (positive distribution) and not affected ones
(negative distribution).

Fig. 8. Box plots related to the Age (F8 feature) for diabetes affected patients (positive distribution) and not affected ones (negative distribution).

Table 1 shows the results of hypothesis testing: the null hypothesis H0 can be rejected for all the eight features.
This means that there is statistical evidence that the feature vector is a potential candidate for correctly classifying
between diabetes affected patients and not affected ones.

Variable Mann-Whitney Kolmogorov-Smirnov
F1 0,00000 p < .001
F2 0,00000 p < .001
F3 0,00000 p < .001
F4 0,00000 p < .001
F5 0,00000 p < .001
F6 0,00000 p < .001
F7 0,00000 p < .001
F8 0,00000 p < .001

Table 1. Results of the null hypothesis H0 test.

This result will provide an evaluation of the risk to generalize the fact that the selected features produce values
which belong to two different distributions (i.e., the one related of the diabetes affected patients and not affected
one): the null hypothesis H0 test confirms that the features can distinguish those observations. With the classification
analysis we will be able to establish the accuracy of the features in associating any feature vector to the diabetes
affected patients or to the not affected patients distribution.

4.3. Classification analysis

We used five metrics in order to evaluate the results of the classification: Precision, Recall, F-Measure and ROC
Area.

The precision has been computed as the proportion of the examples that truly belong to class X among all those
which were assigned to the class. It is the ratio of the number of relevant records retrieved to the total number of
irrelevant and relevant records retrieved:
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Algorithm Precision Recall F-Measure Roc Area
A1 0.735 0.738 0.736 0.751
A2 0.750 0.754 0.751 0.793
A3 0.757 0.762 0.759 0.816
A4 0.755 0.760 0.755 0.739
A5 0.741 0.743 0.742 0.806
A6 0.754 0.758 0.755 0.820

Table 2. Classification results: Precision, Recall, F-Measure and RocArea for classifying the evaluated feature vector, computed with six different
classification algorithms i.e. J48 (A1), MultilayerPerceptron (A2), HoeffdingTree (A3), JRip (A4), BayesNet (A5) and RandomForest (A6).

Precision = tp
tp+ f p

where tp indicates the number of true positives and fp indicates the number of false positives.
The recall has been computed as the proportion of examples that were assigned to class X, among all the examples

that truly belong to the class, i.e., how much part of the class was captured. It is the ratio of the number of relevant
records retrieved to the total number of relevant records:

Recall = tp
tp+ f n

where tp indicates the number of true positives and fn indicates the number of false negatives.
The F-Measure is a measure of a test’s accuracy. This score can be interpreted as a weighted average of the preci-

sion and recall:

F-Measure = 2 ∗ Precision∗Recall
Precision+Recall

The Roc Area is defined as the probability that a positive instance randomly chosen is classified above a negative
randomly chosen.

The classification analysis consisted of building classifiers in order to evaluate the feature vector accuracy to dis-
tinguish between diabetes affected patients and not affected ones.

For training the classifier, we defined T as a set of labeled messages (M, l), where each M is associated to a label l
∈ {IM, NM}. For each M we built a feature vector F ∈ Ry, where y is the number of the features used in training phase
(y = 8).

For the learning phase, we use a k-fold cross-validation: the dataset is randomly partitioned into k subsets. A single
subset is retained as the validation dataset for testing the model, while the remaining k−1 subsets of the original dataset
are used as training data. We repeated the process for k = 10 times; each one of the k subsets has been used once as
the validation dataset. To obtain a single estimate, we computed the average of the k results from the folds.

We evaluated the effectiveness of the classification method with the following procedure:

1. build a training set T⊂D;
2. build a testing set T ′ = D÷T;
3. run the training phase on T;
4. apply the learned classifier to each element of T ′.

Each classification was performed using 20% of the dataset as training dataset and 80% as testing dataset employing
the full feature set.

The results that we obtained with this procedure are shown in table 2.
We obtain the best precision (0.757) and the best recall (0.762) using the HoeffdingTree algorithm, the remaining

algorithms obtain a precision ranging between 0.735 and 0.755 and a recall ranging between 0.738 and 0.760.
In addition we perform a principal components analysis (PCA) in order to identify, from the 8 features involved,

the best features discriminating the positive and negative patients. We employ two different algorithms: BestFirst and
GreedyStepwise. The PCA results are shown in Table 3.
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Table 3. Feature Selection Results.
F2 Plasma glucose concentration
F6 Body mass index
F7 Diabetes pedigree function
F8 Age

Algorithm Precision Recall F-Measure Roc Area
A1 0.742 0.749 0.743 0.7914
A2 0.752 0.755 0.753 0.809
A3 0.770 0.775 0.769 0.824
A4 0.755 0.749 0.755 0.709
A5 0.749 0.755 0.742 0.802
A6 0.743 0.747 0.744 0.813

Table 4. Classification results with best the features: Precision, Recall, F-Measure and RocArea for classifying the evaluated feature vector,
computed with six different classification algorithms i.e. J48 (A1), MultilayerPerceptron (A2), HoeffdingTree (A3), JRip (A4), BayesNet (A5) and
RandomForest (A6).

Both the feature selection algorithms employed, the BestFirst and the GreedyStepwise confirm that 4 features on
the 8 considered in the full vector dataset are the most discriminatory in positive and negative patients identification.

As expected all the 4 features resulting from the feature selection step successfully passed the null hypothesis H0
test, as shown in Table 1.

Table 4 shows the classification analysis considering the features retrieved from the feature selection step. The
obtained results in terms of the analyzed metrics are closed to the previous ones, confirming that the excluded feature
were not useful in the classification task.

The best features classification obtains following results: we reach a best precision value equal to 0.770 and a recall
equal to 0.775 using the HoeffdingTree algorithm, increasing the precision of 0.757 and the recall of 0.762 obtained
in the full feature vector classification.

5. Conclusions and Future Work

In this paper we propose a method able to discriminate between diabetes affected patients and not affected ones
using machine learning algorithm. We evaluate our method on a real-world data extracted by the Pima Indian popu-
lation near Phoenix in Arizona. Training the model using six different classification algorithms, we obtain a precision
equal to 0.757 and the recall of 0.762 after the best features selection step.

We plan to improve our work in several ways: the first one, is represented by the application of model checking
techniques in order to formulate diabetes patients specific properties to investigate whether the generated properties
are able to discriminate between negative and positive patients with better precision and recall values. The second
future work consists in the application of our method in order to identify others common diseases.
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