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ABSTRACT

In recent decades, technological innovations have prompted the development of pioneering materials that attempt
to satisfy new and forthcoming needs. The innovation in these materials is usually from their peculiar properties,
which in many cases make them uniquely appropriate for a specific application. In this context, the development
of innovative measurement techniques can provide more comprehensive understanding and knowledge of these
materials' properties, often non-conventional and not easily retrieved by standard procedures. In order to obtain a
full-field 3D displacement vector of a surface under investigation, the author proposes the combination of two
well-known measurement techniques: the Confocal Microscopy (CM) and the two-dimensional Digital Image Cor-
relation (2D-DIC). Specifically, CM has demonstrated its ability to successfully attain microscopic topography on a
highly finished surface with sub-micrometric roughness, and such a technique could be used as a carrier to success-
fully apply the 2D-DIC algorithm. By this approach, it is not difficult to reach an accuracy of a few nanometers on the
displacement measurement. The feasibility of the procedure proposed herein was demonstrated by two case stud-
ies: a tensile test of a Ni-alloy edge crack specimen, and a hardness test carried out on a thick AISI 1040 disk.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

new materials [1-3]. This process of innovation is not an end in itself,
but is being driven and accelerated by different needs, coming from sev-

The wide-reaching technological advances made over the last de- eral fields.
cades have allowed for the development and diffusion of a number of Engineers are perpetually trying to improve the performance of the
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mechanical properties with the aim of using them in increasingly critical
and extreme applications - e.g. sports competitions, aerospace, energy,
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defense and military [4]. Applications in electronics, computer science,
and tailored sensors demand materials that accomplish specific tasks
that are nonetheless contained to the greatest extent in weight and di-
mension [5]. Biomedical and biomechanical studies and research show
the advantages of new materials used for their biocompatibility [6], ca-
pability to act as cure carriers [7], or capacities for inspecting [8]. In this
framework, mechanical properties often represent a crucial aspect of
design and development of these innovations, even if the primary aim
has not been to satisfy specific stiffness and/or strength constraints.

Nowadays, the tools available to carry out experimental stress anal-
ysis are applied in several fields of mechanics of materials, covering a
wide spectrum of analyses and serving numerous ends. It would be, as
such, a daunting task to undertake a thorough classification of them
all. It would result difficult, in fact, to merely list those that are most
used or most popular. This lies beyond the scope of the present paper,
in which, instead, the author intends to limit the focus on those tech-
niques that are most typically used for measuring displacement field
(i.e. mechanical strain) or material structure (i.e. microscopic imaging
and profile). Among the methods suitable for studying the mechanical
behavior of innovative materials, the most popular are those capable
of performing full-field measurements, i.e. to extract a large amount of
information on a significant portion of the material under investigation.
This distinctive feature can play a key role when a material behaves in a
non-conventional way, due to its heterogeneity and/or its complex
structure.

Speckle interferometry [9] and digital holography [10] are two inter-
ferometric methods able to measure, in their basic configurations, a sin-
gle displacement component with interferometric accuracy. The
strengths of these techniques reside in their high sensitivity (few nano-
meters) and the ease of use of their recording media (CCD/CMOS cam-
eras). On the other hand, the experimental setups are complex to
assemble and manage, and their sensitivity to external disturbances is
significantly high. On the contrary, digital image correlation (DIC)
methods [11], sharing some of the strengths of the interferometric tech-
niques (full-field capability, information recorded by cameras), allow
for the acquisition of two (by the conventional 2D-DIC) or even all
three (by the 3D-DIC arrangement) displacement components through
much simpler experimental configuration and with a much smaller dis-
turbance sensitivity. In contrast, the displacement sensitivity of DIC is
much smaller (typically a few micrometers) and depends on displace-
ment gradients and on the quality of the imaging process.

Instead of cameras, which are extremely useful for the aforemen-
tioned methods for measuring deformation, it is possible to use alterna-
tive imaging techniques that are capable of capturing the structure of
the materials at a smaller scale, such as: Scanning Electron Microscopy
(SEM) for reflection imaging of any opaque material, Transmission Elec-
tron Microscopy (TEM) for transmission imaging of thin film or trans-
parent materials, Optical Coherence Tomography (OCT) for retrieving
the structure of transparent tissues, and Electron BackScatter Diffraction
(EBSD) for identification of crystal orientation, phases and defect.

Today, different types of profilometers are used to characterize the
outer surface structure of a material, thanks to the wide applicability
of this specific machine to characterize thickness, texture, roughness,
thin films, coatings, semiconductor, wear, corrosion, and perform bio-
medical and biological analyses. The profilometers can be classified in
two categories: stylus-based and light-based. The devices based on the
stylus require a probe that follows the profile of the surface under test,
according to different operating principles. In its most basic configura-
tion, the interaction is purely mechanical. According to this concept,
the first profilometers were built to measure roughness along a line,
and even today they are profitably used in different applications to
this end. Nevertheless, at present, significantly higher accuracy is
attained by applying the scanning probe microscopy (SPM) method,
which obtains the outer surface geometry by exploiting the interaction
between the stylus and the surface under investigation at atomic level.
Among the possible methods of implementation, the two most popular

are the Scanning Tunneling Microscopy (STM) [12] and the Atomic
Force Microscopy (AFM) [13]. On the other hand, the light-based de-
vices have the advantage of preventing any contact between the mea-
surement system and the surface under investigation. Among the
several light-based implementation methods, the most successful are
those based on White Light Interferometry (WLI) [14] and Confocal Mi-
croscopy (CM) [15]. The effectiveness of this type of analysis in material
science [16-20] is demonstrated today by the numerous commercial
apparatuses on the market that integrate these methods, available at in-
creasingly reasonable prices.

The combined use of all of the aforementioned techniques can be
found in a number of scholarly papers. Particularly common is the appli-
cation of correlation algorithms to the various imaging system ways dif-
ferent form the conventional one - i.e. focusing an object on a sensor by
way of an optical lens. This approach requires the acquisition of two
configurations of the same portion of the surface under investigation,
before and after the application of a deformation field. One of the
most popular implementation techniques consists of applying the 2D-
DIC on the images obtained by SEM, which measured and monitored
deformations occurring, at a very low scale, in different type of materials
[21-27]. Similar results can be attained through TEM [28] and EBSD
[29]. In all these cases, the spatial resolution is much higher than that
of conventional imaging systems. On the other hand, this equipment
works in a vacuum, they are expensive, and they do not allow for the ac-
quisition of the out-of-plane component of the displacement vector.
This is due to the lack of information along the direction orthogonal to
the plane containing the image. In addition, local contrast is often
slightly different in the two loading configurations, decreasing the accu-
racy and reliability of the correlation algorithms. Consequently, bigger
subsets have to be used for properly running DIC procedures, and dis-
placement fields characterized by high gradients are retrieved with
lower accuracy. In fact, it is worth noting that when correlation algo-
rithms are successfully applied to the images acquired by these tech-
niques, the subset size is hardly smaller than 40 -+ 50 pixels, and the
displacement fields are considerably regular.

The specific case of the combined use of OCT and DIC [30,31] de-
serves different consideration. In this case, spatial resolution is compa-
rable to those techniques based on a conventional imaging system,
and when different configurations are considered, the decay of image
quality is even worse than that occurring in electron scanning tech-
niques. Nevertheless, it works for biological materials, and has acted
as a useful investigation tool in different medical fields. In addition,
thanks in large part to its capacity to penetrate through tissues of the
light sources used by OCT machines, the images can be analyzed by
complex correlation algorithms that are able to retrieve volume defor-
mations, rather than simply planar ones - i.e. Digital Volume Correlation
(DVC) [32].

The SPM methods display similar spatial resolution to that of elec-
tron scanning techniques, and suffer less local contrast loss, thanks to
the fact that the imaging operation is not performed by lens, but consists
of a digital representation of the physical topography of the surface
under investigation, shown at nanometric scale. In addition, SPM
methods can retrieve the out-of-plane component, thanks to the topo-
graphic information provided by the measurement method. Vendroux
et al. in 1998 [33-35] published a series of three papers by which they
proposed the combined use of profilometry and DIC to retrieve dis-
placement vectors, with particular emphasis on the STM; in their re-
search, the authors proposed the idea, carried out an extensive
analysis of DIC procedures, and reported some preliminary experimen-
tal results.

A combination of AFM and DIC was used by a research group of Uni-
versity of South Carolina for some applications: in-plane mechanical
characterization of polymeric thin film [36], compensation of AFM in-
plane distortion due to the translation stage of the device [37], and the
mapping of nanoscale wear occurring on a gold coating [38]. Other in-
teresting applications of this method in the field of mechanics of



172 L. Bruno / Materials and Design 159 (2018) 170-185

materials include residual stress measurement [39], elastic characteri-
zation of MEMS [40], and identification of fracture mechanics parame-
ters of a silicate glass at nanoscale [41]. In all these cases, the
nanometric resolution of the AFM device allows for the in-plane dis-
placement components to be determined by correlation algorithms
with sub-nanometric resolution. However, the out-of-plane component
was usually neglected. In particular, in the case of wear evaluation [38],
the consumption of the materials - i.e. the lowering of the peak - was
evaluated by analyzing the correlation coefficient and comparing pro-
files along the same segment of the gold coating. Instead, when applying
this approach to an analysis of displacement field around the crack tip of
a silicate glass [41], all three displacement components were retrieved.
In this application, a specific analytic model was assumed according to
the elastic solution for linear-elastic materials, which required the esti-
mation of a limited number parameters by means of an optimization
process. This approach is known as the Integrated Digital Image Corre-
lation (I-DIC) method, the assumptions of which do not necessarily in-
volve kinematic variables - i.e. displacement field. Additional and
alternative parameters can be included in analytical models in order
to retrieve the displacement components. These can include the stress
intensity factor and the residual stress state or any mechanical property
(e.g. Young's modulus, Poisson's ratio, yield strength, hardening coeffi-
cient), all of which significantly impact the mechanical response.

Correlation procedures, and in particular the Global Digital Image
Correlation method (GDIC) [42], were also applied to the profiles re-
trieved by CM. The GDIC approach is based on the definition of a mesh
on the surface of the specimen and an algorithm applied iteratively to
identify displacement components. The Eindhoven research group of
TUE, together with other colleagues, developed a series of outstanding
applications obtained through the combined use of GDIC and CM profile
data. Van Beeck et al. [43-45] studied 3D deformations of polymer-
coated metals induced by metal sheet stretching. The procedure
consisted of non-standardized dog bone samples analyzed by a micro-
tensile machine; displacement component maps and profiles were ob-
tained at different points on the specimens. Bertin et al. [46] performed
a micro-mechanical characterization of a two-grains, low-carbon inter-
stitial free steel specimen subjected to a tensile test. Kleinendorst et al.
[47] demonstrated how to study complex geometries through a proce-
dure based on adaptive mesh by which they successfully retrieved the
displacement field on an S-shaped stretchable electronic part. Through
a similar experimental approach, the local curvature of a bulged mem-
brane [48] was measured, as was a micro-beam under bending loads
[49] on parts designed for MEMS applications. In the last application,
the specimen'’s profile was measured by Dual Wavelength Digital Holo-
graphic Microscopy (DWDHM) and the entire procedure showed a cur-
vature resolution of 1.5 x 10~® um~'. Another novel application
obtained through the combination of DIC and CM analyses is reported
in [50], in which the authors carry out an extensive study of dislocation
mechanisms in austenitic stainless steel due to stress corrosion
cracking.

In the present paper, the author will demonstrate how to profitably
combine CM and DIC in the field of mechanics of materials. It is done
with the aim of exploiting the strength of this approach, while propos-
ing a method capable of measuring the whole 3D displacement field
with an accuracy that is satisfactory for several applications. More spe-
cifically, the use of CM provides nanometric accuracy and eliminates
the need to work in a controlled environment, as is required by SEM,
TEM and EBSD. CM can retrieve out-of-plane information, as shown in
[43,46-49], that electron-scanning techniques are not able to obtain.
In addition, such electron scanning techniques are also prone to
defocusing concerns. In contrast with SPM techniques, with CM there
is no required contact between a probe and the surface, which could
damage or alter a weak specimen.

In addition to the benefits of CM, the author shows how a commer-
cial DIC algorithm can be successfully applied to process images without
the need of any assumption on the displacement field, as required by I-

DIC, or by a FEM-like mesh definition, as in G-DIC. The fact that nothing
should be assumed in order to retrieve all three displacement compo-
nents offers the flexibility to manage any displacement field occurring
on the surface of the specimen. Hence, a non-kinematically compatible
deformation field can also be measured without knowing a priori any
information about its spatial distribution - e.g. displacement around a
crack tip. Thanks to the high sensitivity of the profilometer (about
10 nm), the spatial carrier necessary to make the DIC algorithm work
- i.e. the surface roughness - can show an extremely low contrast, and
the subset size can be chosen small enough (15 =+ 25 pixels) to retrieve
displacement fields characterized by steep gradients. Through this pro-
cedure, it was possible to obtain an accuracy of approximately 10 nm for
all three displacement components, even if a standard confocal micro-
scope was used.

The proposed procedure was tested in two case studies. The first
case study consists of the measurement of the displacement field
around the crack tip of a Ni-alloy specimen under uniaxial tensile
load. In this case, the correlation algorithm is able to identify displace-
ments on the entire sample area, given that essentially the entire surface
area is subject to elastic deformations that do not significantly alter the
roughness. As such, almost every portion of the area is able to correlate
after the deformations occur. In the second case, the 3D displacement
field around the indentation obtained by a standard Brinell test on an
AISI 1040 steel specimen was measured. This test emphasized how
high plastic strains occurring on the area where the indentation is ap-
plied cause the DIC algorithm to fail, while the same algorithm worked
soundly just beyond the indentation area, where the displacement gra-
dients (for all the three components) were clearly retrieved by the cor-
relation algorithms.

2. Materials and methods

The method proposed by the present paper requires the measure-
ment of the topography of a surface with nanometric accuracy, and
the post-processing of the 3D information by a reliable 2D-DIC
algorithm.

The first task can be accomplished with many types of profilometer.
The author used the Anton Paar [51] profilometer, which is part of an in-
strumented indentation station formed by four machines: an optical mi-
croscope, the microindentation tester (MHT), the nanoindentation
tester (NHT), and the confocal profilometer (ConScan).

The operating principle of this specific profilometer is based on the
chromatic aberration principle. As shown in Fig. 1, a white light source
is focused on the surface under investigation by a lens. Due to the dis-
persion effect, each wavelength is focused at a different distance,
hence the spectral content of the light diffused by the illuminated
point is quite narrow and can be used for encoding the z-coordinate.
To increase sensitivity to this signal, the light coming from the object
is focused on the spectrometer sensor by a pinhole.

The measurement range depends on the amount of aberration. In
the case of the device used in this work, it is 400 pm. The accuracy pro-
vided by this profilometer in the z direction is 10 nm, but it can be sig-
nificantly improved (sub-nanometric) by using more sophisticated
devices. Like most profilometers, the one used in this test works by
scanning the surface specimen. Precision in the x and y directions de-
pends on the accuracy of the translation stage, which is piezo-
actuated, with an accuracy of 10 nm and a measurement range of sev-
eral centimeters in both the x and y directions. This accuracy can be sig-
nificantly improved (sub-nanometric) if the measurement range of the
translation stage is smaller. In fact, due to the small size of the inspected
surface, a few millimeters are usually enough. By contrast, the indenta-
tion station used in the present work needs much bigger displacement
to move the specimen between the different machines.

For the acquisition of a surface topography, it is necessary to define
the dimension and number of sampling points in both the x and y direc-
tion. Some additional settings can be chosen, such as the acquisition
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Fig. 1. Operating principle of a confocal profilometer based on chromatic aberration: WLS,
white light source; BS, beamsplitter; PH, pinhole; SM, spectrometer; DL, dispersive lens;
SP, specimen.

frequency, the data averaging, and the starting point within the mea-
surement range.

The post processing of the profile data was carried out by the com-
mercial DIC software VIC-2D (version 2009.1.0, build 933) distributed
by the Correlated Solutions, Inc. [52]. There are two basic parameters
used to launch the correlation procedure to evaluate the (in-plane) hor-
izontal u(x,y) and vertical v(x,y) displacement components: the subset

Edge crack Ni-alloy specimen

and the step. Both parameters are integers defined in pixels, whose di-
mensions depend on how the image is digitalized.

If the image is acquired in the conventional way (focused on a sensor
by a lens), the pixel dimension is determined by the magnification ratio
- i.e.lens focal length and the distance between the lens and the sensor.
In this case, the distortions of the lens can introduce a systematic error
into the DIC procedure. Instead, as is the case of the proposed procedure,
when the pixel intensity is coded by the z-coordinate of the generic
point, its transversal dimension depends on the scanning procedure
adopted during the profile acquisition.

The subset dimension is crucial for the successful application of the
DIC procedure. It defines the extension of the area around the generic
pixel to be used while searching for its new location among the other
images acquired in the experiment; normally, it is an odd number of
pixels, in order to assign displacement components found by the corre-
lation procedure to the central pixel. The subset should be big enough to
include a certain number of image features, which allow the correlation
algorithm to function properly. Normally, the application of an autocor-
relation procedure on a single image allows the average size of the fea-
tures to be determined, which can in turn be assumed as the minimum
dimension of the subset. In addition, this dimension should be small
enough to avoid averaging the displacement gradients, which would
definitely introduce a bias to the measurements. The importance of
this choice of parameters is confirmed by the high number of studies
that have been carried out on this specific issue, which has yet to be re-
solved [53,54].

The size of the step determines how the images to be analyzed will
be sampled, and it specifies how many pixels to skip during the DIC
analysis. Normally, this impacts only the complexity of the calculation,
not the quality of the results. In theory, if it is set to a size smaller than
the subset, the operator is requiring an oversampling of the experimen-
tal data. In fact, in such a case the DIC algorithm will try to find the dis-
placement of points correlated between them. Nevertheless, light
oversampling sometimes simply provides additional information,
which allows for a smoother distribution of the displacement fields
without significantly affecting the processing time.

The proposed procedure was tested on two different loading
configurations:

1. A customized Ni-alloy edge crack thin plate subjected to a tensile
test;

2. An AISI 1040 thick disk subjected to a Brinell indentation test.

The first test was carried out completely under the profilometer,
exploiting a linear translation stage actuated manually and capable of
expanding symmetrically along the control direction (Fig. 2a). The use
of this type of translation stage is ideal, as it compensates for the rigid
body motions occurring during the application of the tensile load,

Vertical translation stage

Fig. 2. Specimens used for testing the measurement procedure: a) edge crack Ni-alloy specimen subjected to a tensile load manually applied by a uniaxial loading stage; b) AISI 1040
specimen disk hot-mounted in a resin and placed on the vertical translation stage of an indentation testing machine.
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Fig. 3. The profiles (in grayscale representation) of the Ni-alloy in the undeformed (left side) and deformed (right side) configurations. A portion of a specific area is highlighted (red
semitransparent box) and magnified (color density box) in both configurations. In the lower row of the figure, the topography along the horizontal centerline of the highlighted area is
represented with a further magnification, and the location of sampling points is evidenced by the vertical grid lines. (For interpretation of the references to color in this figure legend,

the reader is referred to the web version of this article.)

minimizing the translation of the Region Of Interest (ROI) along the
loading direction.

For this specimen, a square ROI of 200 pum x 200 pum was chosen, and
it was sampled by 1000 x 1000 acquisitions. It means that the distance &
between two adjacent points (in x or y direction), whose z-coordinate
was acquired, is equal to 0.2 um. This choice is fundamental in this
type of analysis, because it affects the accuracy of the displacement
measurement taken during the procedure. It has to be small enough
to catch the peaks and the valleys, drawing a 3D profile of the surface.
This is the structure that allows the correlation algorithm to perform a
successful analysis. If the value for & is too high, instead, this implies
an under-sampling of the profile and consequently a random structure
of it that cannot be used as a carrier for the correlation procedures. Ob-
viously, there is a limit to how small & can be fixed. First, the piezoelec-
tric translation stages used to scan the surface has a resolution under
which they are no longer reliable. Secondly, the lower the value of &
the higher the acquisition time for a fixed ROI dimension. Finally,
there is no need to oversample the profile of the surface under investi-
gation, as it does not improve the accuracy of the DIC analysis.

Fig. 3 shows the surface profile of the edge crack Ni-alloy specimen
acquired before (left side) and after (right side) the application of the
tensile load. In the figure, the topography is represented by a grayscale
image with lower and upper bounds chosen in order to provide a good
representation. It is possible to see the crack opening in the deformed
configuration. The red semitransparent box highlighted on the two pro-
files represents the same area (12 um x 12 pm, i.e. 60 pixels x 60 pixels)
before and after the application of the load. This area is then magnified
in the lower-central area of the profile and represented by a proper
color function to show how the structure is maintained after deforma-
tions occur in the ROL In the lower row, the topography measured

along the horizontal centerline of this area is reported in order to dem-
onstrate how the profile is sampled and how small the changes in the
two configurations are. The profiles in the two configurations are ana-
lyzed by the 2D-DIC software, which will extract the two in-plane dis-
placement components u(x,y) and v(x,y). The results are reported and
discussed in the following sections, while the roughness parameters
are calculated and shown in Table 1.

The second test was carried out on an AISI 1040 disk (15 mm diam-
eter, 10 mm thickness) hot-mounted in a thermoplastic resin by a
Struers mounting press (model CitoPress-1). After the mounting opera-
tion, the specimen surface was polished according to the vendor proto-
cols for this specific material. Polishing was performed by a Struers
grinding/polishing machine (model Tegramin-25) and the final speci-
men is the aforementioned disk mounted in the black resin disk
(25 mm diameter, 30 mm thickness) shown in Fig. 2b.

This type of specimen was subjected to a Brinell hardness test on a
manual Wolpert universal tester, which consisted in applying a load of
2 kg with a spherical indenter of 1 mm diameter. In Fig. 2b it is possible

Table 1
Roughness parameters of the specimens.

Specimen 1, Ni-alloy
Tensile test on edge crack

Specimen 2, AISI 1040
Brinell indentation

plate test
Ra [pm], average 0.532 0.084
Rq [um], root mean 0.666 0.106
square
Rt [um], maximum height 3.195 0.535
Rsk, skewness 0.358 0.245
Rku, kurtosis 3.012 3.089
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Fig. 4. The profiles (in grayscale representation) of the AISI 1040 disk before (left side) and after (right side) the indentation test. A portion of a specific area is highlighted (red
semitransparent box) and magnified (color density box) in both configurations. In the lower row of the figure, the topography along the horizontal centerline of the highlighted area is
represented with a further magnification, and the location of sampling points are evidenced by the vertical grid lines. (For interpretation of the references to color in this figure legend,

the reader is referred to the web version of this article.)

to see the vertical translation stage, the microscope objective and the in-
denter of the hardness tester. The diameter of indentation resulted to be
approximately 125 um, with a consequent hardness equal to 162 HB, in
accordance with what expected from this specific material. The use of
an hardness machine, which is different from the micro- or nano-
tester present on the profilometer station, was intentional, in order to
demonstrate the capability of the procedure to retrieve the displace-
ment field of any specimen. The author wants to prove the robustness

O, specimen 1

¥, [pm]

75 50 25 0 25 50 75
X, [um]

of the procedure, which does not require all the steps of investigation
under the machine to be carried out, as it is often required when high
sensitivity measurement procedures are applied.

For this specimen a square ROI of 400 pm x 400 pm was chosen, and
it was sampled by 2000 x 2000 acquisitions with the same value of 6
fixed for the first specimen (0.2 um). Consequently, in this case, the ac-
quisition time was four times longer. Fig. 4 shows the surface profile of
the AISI 1040 specimen acquired before (left side) and after (right side)

O, specimen 2

», [pm]

0
X, [um]

Fig. 5. Correlation coefficient distribution on the ROIs for the Ni-alloy specimen (left) and AISI 1040 specimen (right). The red dots represent the points where the correlation algorithm
fails (0 = —1). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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the indentation test. In order to mark the ROI for this experiment, a su-
perficial scratch visible on the left side of Fig. 4 was manually made be-
fore the execution of the indentation. The layout of the figure is the
same as in Fig. 3, the only difference is that in this case the horizontal
and vertical scales are doubled. The highlighted area was chosen to be
12 um x 12 pm, i.e. 60 pixels x 60 pixels. Again, the roughness parame-
ters are calculated and shown in Table 1.

For both specimens the DIC analyses were carried out assuming a
subset of 21 pixels x 21 pixels, i.e. the correlation area around each
pixel for which the displacement is calculated is 4 um. For the two spec-
imens, the step was assumed equal to 5 and 10 pixels, respectively, i.e.
40,000 points were analyzed in each case. For each of these points, the
DIC algorithm extracts the two in-plane displacement components u
(x,y) and v(x,y), and the correlation coefficient 0. All of these parameters
are associated to each analyzed point by its spatial coordinates (x,y). The
correlation coefficient o assumes a value in the range [0;0.1] when a
search for the point in the deformed configuration is successful, while
avalue —1 is assigned if it fails.

Subsequently, the out-of-plane component w(x,y) is retrieved by
exploiting the topographic information of the two loading configura-
tions. By indicating with ho(x,y) and h;(x,y) the z-coordinate in the ref-
erence and deformed configuration, respectively, the function w(x,y)
can be evaluated as:

wX,y) = hi(x+uXxy),y + v(x,y))=ho(x.y). (M

By applying Eq. (1), the out-of-plane component is assigned at the
generic point in the reference configuration, consistently with the DIC
algorithm. It is worth noting that the in-plane components evaluated
by the 2D-DIC procedure are real numbers. On the other hand, the eval-
uation of hq(x,y) requires the definition of the profile at any point (x,y),
not just in correspondence of the point whose z-coordinate is measured
by the profilometer. Therefore it is necessary to interpolate the profile in
the deformed configuration, in order to obtain a continuous function for
the topography at any point of coordinates (x,y). This is an easy opera-
tion performed by any software for post-processing data.

After the three functions u(x,y), v(x,y), and w(x,y) are determined, it
would be possible, if necessary, to extract the six strain components by
differentiating them. As these functions can be evaluated on the outer
surface of the investigated specimen, they will only depend on the spa-
tial variables x and y. Therefore, derivatives with respect to the z-
coordinate cannot be performed. In the specific case of small displace-
ment (conditions for any elastic displacement field are met, and the
same case is also in the presence of moderate plastic deformations),
the differential relationship between strain and displacement compo-
nents is the following:

*“ox Yy W‘ay ox’
€ —a_W —@+a_w _B_W+B_u 3)
=%, Wy dy Vo= 5 T oz (

The first three strain components (&, €y, Yxy) can be evaluated with
the information provided by the method, while the longitudinal defor-
mation along z direction (€,), by contrast, cannot. The other two shear
strains (7yz, Yzx) can be partially calculated, given the two derivatives
with the respect of z. Nonetheless, the two derivatives 0w/dy and ow/
0x have a specific physical meaning. In fact, if at the location (x,y) the
local normal is oriented along the z direction - i.e. planar surface -
they represent the rotations of the normal around the x and y axes,
respectively.

A final consideration on the method, regarding the intensity (pro-
portional to the z-coordinate) distribution of the images to be proc-
essed. Depending on the robustness of the DIC algorithm adopted, a
pre-processing operation could be necessary before running the

correlation procedure. If the images do not provide a recognizable
grain, the correlation algorithm has not identified the features necessary
to quantify the displacement components. Many image processing op-
erations might be applied to the images in order to obtain a better
local contrast, which increases chances of convergence of the DIC proce-
dure. In the specific case of the present method, it is important to keep
in mind that the pixels' intensity is proportional to the local z-
coordinate, which is necessary to retrieve the out-of-plane component
by means of Eq. (1). Hence, any pre-processing operation applied to
the images prior to a search for in-plane components by the DIC algo-
rithm should be used only in the first step of the procedure. Subse-
quently, the original information - i.e. the topography of the
specimens measured at the beginning — will necessarily be used for
the following steps of the procedure.

3. Results and discussion

The feasibility of the proposed procedure is strictly dependent on the
correlation level occurring among the images analyzed by the DIC pro-
cedures. Therefore, the analysis of the correlation coefficient o is defi-
nitely a reliable test to evaluate the effectiveness of the method. Fig. 5
shows the distribution of o on the ROI chosen for the two specimens.

In particular, for the first specimen, the ROI is a circle of 135 pm di-
ameter, whose center was fixed at the crack tip. As it is usual in the anal-
ysis of the deformations in the fracture mechanics problems, the
displacement field is studied by a polar domain centered on this point.
The diameter of the circle is significantly smaller than the original do-
main acquired for this specimen (square area 200 pm x 200 um) be-
cause of the in-plane rigid body motion, due to two effects. The first
one depends on the reposition capability of the profilometer's scanning
stage, which theoretically should be able to scan exactly the same por-
tion of the specimen when the topography is measured two (or more)
consecutive times, if nothing is moved under the machine. Obviously,
the accuracy of the reposition operation depends on the scanning
stage's precision, hysteresis, and linearity. The second effect comes
from the application of the load, which should be very limited thanks
to the specific type of the stage adopted, but obviously not perfectly
zero, also because of the non-perfect central location of the crack
along the loading direction. By observing the o distribution on the first
specimen (Fig. 5, left side), it is possible to notice that the DIC procedure
works on most of the points, i.e. o falls between 0 (perfect correlation,
green points) and 0.1 (acceptance limit fixed by the DIC algorithm, pur-
ple points). The correlation procedure fails only on 527 (red points)
over 14,530 points, which represent just the 3.6% of the total. Most of
the failures occur around the crack tip, where the plastic deformations
change deeply the roughness, and along the crack front, where the
local rotations (around all the three axes) are more significant.

For the second specimen, the ROI was a 300 um x 300 um square,
centered on the circle representing the indentation. Also in this case,
part of the original domain was lost (square area 400 pm x 400 pm),
again for two reasons associated with the rigid body motions. The first
one is again the accuracy of the repositioning operation. On the other
hand, the second reason is different from the previous test, due to the
quite different type of mechanical test performed on this specific spec-
imen. As mentioned in the previous section, the hardness test was exe-
cuted on a different machine, not present on the testing station
equipped with the confocal microscope used as profilometer. Hence,
after the acquisition of the topography in the reference condition (be-
fore the execution of the indention), the specimen was moved under
the hardness machine. Subsequently, after executing the indentation,
the specimen was moved back under the profilometer, and the topogra-
phy in the deformed condition was acquired. This procedure implies a
manual moving, which introduces non negligible rigid body motions,
mostly rotations around all the three axes. In this case, over 22,500
points of the ROI, 4191 points show a correlation coefficient equal to
—1, which represent the 18.6% of the total. Nevertheless, the results
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obtained by this test should not be considered much worse than the
previous one. As shown in the o map for this specimen (Fig. 5, right
side), all the points in the indentation area did not reach the correlation
goal. This is due to the high plastic deformation imposed to the material
during the hardness test. By a morphological operation performed on
the ovalues, the radius of the circle that best fits the indentation was es-
timated equal to 320 pixels, inside which fall 3140 points (over 3224)
with a correlation coefficient equal to —1. Hence the actual number of
points whose correlation coefficient resulted to be equal to —1 is
1051, which are the 5.4% of the total points.

Also by removing the points falling inside the indentation area,
the specimen 2 shows a little more (in percentage) information to
be discarded, if compared with the specimen 1 (5.4% against 3.6%).
This fact is mostly due to the significant difference of roughness, as
shown by Table 1. A higher value of roughness, as in the case of spec-
imen 1, gives to the images obtained from the topography an easier
structure to be recognized from the correlation algorithm. In con-
trast, the reduced value of the z-coordinates of a smoother surface
makes the different areas of the specimen topography more similar
among them, with a consequent higher probability for the search
procedure to fail. Nevertheless, even with a highly polished surface,
as in the case of specimen 2, about a twentieth of the total points
give non reliable information, which still represents a profitable
working condition when the mechanical deformations are measured
by DIC techniques.

The raw data of the three displacement components for the first
specimen are reported in Fig. 6. The three density plots were obtained
by representing a square of the proper color (according to the bar asso-
ciated to each graph), with the side equal to the step (5 pixels), and cen-
tered on the pixel for which the displacement components are
calculated. In particular, it is worth mentioning again that the two in-
plane components u(x,y) and v(x,y) were evaluated by the correlation
algorithm, while the out-of-plane components w(x,y) was calculated
by applying Eq. (1), which requires the knowledge at any point (x,y)
of the results of the DIC and topographic analyses, i.e. u(x,y), v(x,y), ho
(xy) and hy(x,y). The displacement components were represented on
all the points where o resulted to be different from —1.

As shown in Fig. 6, the displacement maps resulted to be enough
regular for a preliminary study of the mechanical deformation field,
that is a further confirmation of the effectiveness of the proposed
method. On the other hand, some specific analyses could require more
refined operations on the displacement fields, hence smoother spatial
distributions for displacement components would be more helpful.
The fitting of the fields shown in Fig. 6 was performed by the method
proposed by the author in [55], which allows managing discontinuities
within the fitting domain. The circular domain was described in polar
coordinates by B-spline forth order functions - i.e. cubic polynomials -
by using 12 control points along the angular coordinate and 5 along
the radial one. The results of the fitting operation is shown in Fig. 7,
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where the contour maps of the three displacement components are rep-
resented using the same color bar of Fig. 6.

The fitting operation is based on a linear optimization process of the
squared errors, therefore the mean value of the random variables ex, ey,
and ez (calculated for each component as the difference at any point be-
tween the experimental value and the analytical one) is exactly equal to
zero. Instead, the standard deviation of these functions - i.e. the mean
squared error (MSE) - provides a measurement of the dispersion of
the experimental data around the best-fit surface. The MSEs for the
three displacement components resulted equal to 27 nm, 44 nm and
16 nm for u(x,y), v(x,y) and w(x,y), respectively. The distributions of
the random variables can be considered Gaussian with good approxi-
mation, as shown in Fig. 8, where the histograms represent the distribu-
tion of ex, ey, and ez, and the continuous line is a theoretical normal
distribution with zero mean and the same standard deviation of the cor-
responding experimental data.

The same results are reported for the specimen 2. Fig. 9 shows the
raw data for the three displacement components, in this case the step
used in the DIC analysis was equal to 10 pixels.

Also in this case, the experimental data were fitted and a different
procedure was adopted [56], in order to take into account the lack of in-
formation on the indentation area. Again, cubic polynomials were used,
and 7 x 7 control points allowed obtaining a proper analytical function
for modeling the displacement fields on the whole domain. Fig. 10
shows the three fitted displacement components. Thanks to the regular-
ity of the displacement field, a little extrapolation was carried out in the
outer part of the indentation area (about 10% of the radius correspond-
ing to about 20% of the area). It is possible to notice that the rigid body
motion implied from this type of test is not negligible, as in the case of
the previous one. In fact, the repositioning operation of the specimen
after the execution of the indentation was carried out manually, hence
the rotations around the three axes cannot be compensated without
using all the three displacement components, which are available only
after the application of the whole procedure.

Fig. 11 shows the three displacement components after the applica-
tion a compensation procedure of the rigid body motion. The two in-
plane translations and the rotation around the normal were evaluated
by the function u(x,y) and v(x,y), while by w(x,y) the out-of-plane trans-
lation and the two rotations around the in-plane axes were calculated.

Finally, the experimental data and the fitting model were used for
quantifying the scattering of the measurements carried out by the pro-
posed method. As in the case of specimen 1, the three random variables
ex, ey, and ez were calculated, and the MSEs resulted equal to 102 nm,
36 nm and 8 nm, respectively. The value of MSE was significantly higher
in the case of the displacement component u(x,y). This axis is the one
used by the translation stage for moving the specimen among the differ-
ent machines of the measurement station - i.e. the optical microscope,
the profilometer, the micro- and the nano-indenter - and it could be af-
fected from the highest miscalibration (Fig. 12).

MSEx = 27 nm MSEy = 44 nm MSEz = 16 nm
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Fig. 8. Specimen 1: distribution of the error random variables ex, ey and ez, for the three displacement components, calculated as the difference between the experimental data and the
analytical values provided by the model obtained after the fitting operation. The histograms represent the errors, the continuous lines are normal distributions with same (zero) mean

and standard deviation of the error random variables.
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4. Conclusions

This manuscript describes in detail a method which allows for the
measurement of the entire displacement vector field within a small
area, the topography of which is retrieved in two different deformed
configurations using any method - e.g. white light interferometry, con-
focal microscopy, atomic force microscopy. The in-plane displacement
components are measured by the application of a conventional DIC al-
gorithm, which identifies the corresponding areas in the two configura-
tions by correlating the 3D profiles. The out-of-plane component is
determined by comparing the z-coordinate of the two configurations
between the two corresponding points identified by the DIC algorithm.

The procedure was successfully applied in two case studies by
means of Confocal Microscopy (CM): an edge crack Ni-alloy specimen
subjected to a tensile test and a hardness test performed on high carbon
steel. An analysis of the correlation coefficient demonstrated that the
method can work in the presence of an ordinary engineering roughness
(Ni-alloy specimen) or in that of a highly polished surface for metallo-
graphic application (steel specimen). For both specimens, raw and fitted
data were displayed, and the noise was quantified by a proper statistical
analysis.

The investigated areas were equal to hundreds of square-
micrometers (150 pm x 150 pm and in the first experiment, 300 pm
x 300 pm in the second) and the accuracy attained by the proposed
method was equal to 10 nm on all three of the displacement compo-
nents. This is better than that obtained through stereo-DIC methods
and sufficient for several applications in the field of mechanics of mate-
rials - e.g. residual stresses by semi-destructive and destructive
methods, mechanical characterization at macro- and micro-scale, and
monitoring of strain relief around macro-, micro- and nano-
indentation. The extension of these areas could be even bigger, provided
that the acquisition time for the experiments is compatible. If smaller
areas need to be investigated, or if a better accuracy is required, similar
approaches can be used, but some modifications to the hardware equip-
ment and software procedures should be applied, as shown in other ap-
plications discussed in the introduction [36-41,43-49].

The most significant strengths of the method can be summarized in
the following points.

— Simple input data. The experimental data set necessary to retrieve all
the displacement components is very simple, i.e. the topography of
the portion of surface under investigation in two (or more) loading
configurations.

— High sensitivity. For the in-plane components, sensitivity depends on
the accuracy of the scanning system, while for the out-of-plane com-
ponent it depends on the accuracy of the profile measurement. Usu-
ally, these are accurate to within a few nanometers, but sub-
nanometric precisions can be reached by many devices.
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— Straightforward procedure. The correlation procedure for in-plane
components and the calculation of the out-of-plane component by
means of DIC and profile data do not require a complex search
method, such as non-linear optimization or genetic algorithm,
which in many circumstances could imply significant error and/or
long calculation times.

— Error on z component independent from the scan error. Possible inac-
curacy occurring during the scan of the surface will not affect evalu-
ation of the z component, due to the fact that the correlation
procedure identifies the same point in all the loading configurations
analyzed by the DIC analysis.

— Software integration. The procedure can be easily integrated into
software that manages a profilometer. Simple post-processing mod-
ules can be added for performing the most important steps of the
procedure - e.g. definition of region of interest, subset and step; vi-
sualization of the results; compensation of rigid body motions; fil-
tering and smoothing the displacement field; exporting results.

On the other hand, some limitations could arise from the application
of the method.

— Slow experimental data acquisition. The acquisition of the experimen-
tal data necessary to apply the procedure is intrinsically slow, due to
the scanning operation normally required by the profilometer. Nev-
ertheless, technological progress is continuously diminishing the ac-
quisition time, and today some machines can also provide full-field
one-shot acquisition, the accuracy of which is the object of ongoing
study and development.

— Inaccuracy due to the scanning operation. The scan of the surface
under investigation is normally performed by high-resolution trans-
lation stages, often based on closed-loop piezoelectric actuators.
Non-linearity, hysteresis, miscalibration errors imply inaccuracy in
the determination of the in-plane components evaluated by the
DIC procedure. Zero tests, based on the repeated acquisition of the
same surface without applying any deformation field, can be useful
for characterizing this possible source of inaccuracy.

— Presence of rigid body motions. Due to the load application system,
specimens often suffer non-negligible rigid body motions, which
can obscure information contained in the displacement field. Such
motions should therefore be compensated by proper procedures.

— Difficulty in analyzing non-planar surfaces. The topography acquisi-
tion implies a measurement of both the micro- and macro-features
of the surface being tested. A non-planar surface contains micro-
features due to its roughness (that represents the method's basic
carrier of information) and macro-features due to its geometry.
These macro-features could require a measurement range much
higher than that necessary for retrieving roughness features. A

MSEx = 102 nm MSEy = 36 nm MSEz =8 nm
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Fig. 12. Specimen 2: distribution of the error random variables ex, ey and ez, for the three displacement components, calculated as the difference between the experimental data and the
analytical values provided by the model obtained after the fitting operation. The histograms represent the errors, the continuous lines are normal distributions with same (zero) mean and

standard deviation of the error random variables.
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higher range normally implies lower accuracy on the z-coordinate
measurement, creating consequent accuracy concerns for both in-
plane and out-of-plane components.

— Inability to correlate the point in the presence of high deformation. As
shown in the second case study, when deformations are too high,
excessive distortion of the local structure implies a failure of the cor-
relation algorithm. The issue could be totally or partially corrected if
an incremental measurement of the displacement field can be car-
ried out while strains on the investigated area are being developed.
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