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Abstract—This paper presents a simple analytical model for predicting on-chip cache hierarchy effectiveness in chip 
multiprocessors (CMP) for a state-of-the-art architecture. Given the complexity of this type of systems, we use rough 
approximations, such as the empirical observation that the re-reference timing pattern follows a power law and the assumption 
of a simplistic delay model for the cache, in order to provide a useful model for the memory hierarchy responsiveness. This 
model enables the analytical determination of average access time, which makes design space pruning useful before sweeping 
the vast design space of this class of systems. The model is also useful for predicting cache hierarchy behavior in future 
systems. The fidelity of the model has been validated using a state-of-the-art, full-system simulation environment, on a system 
with up to sixteen out-of-order processors with cache-coherent caches and using a broad spectrum of applications, including 
complex multithread workloads. This simple model can predict a near-to-optimal, on-chip cache distribution while also 
estimating how future systems running future applications might behave. 

——————————   �   —————————— 
 

1 INTRODUCTION 
simple model that can predict CMP cache hierar-

chy performance with a reasonable degree of accu-
racy will be presented. Using this method, it is 

possible to obtain a first degree approximation for the 
best proportion of silicon that should be devoted to each 
level of the memory hierarchy. Needless to say, the model 
is not precise enough to replace time-consuming, cycle-
accurate simulation, but it does permit a preliminary 
analysis in order to confine the vast design space into a 
localized region. While an experienced architect guided 
by intuition could achieve similar conclusions, the model 
formalizes the process considering real application behav-
ior and technological properties of the implementation. 

The observation derived from Chow’s classic works 
[2][3], states that the pattern re-reference interval in any 
level in the memory hierarchy approximately follows a 
power law with an exponent equal to -0.5. This is known 
as the sqrt 2 rule. This property has been used previously 
with the same objective by Przybyski et. al. [10][11] to 
determine the most suitable memory hierarchy in single-
processor systems. Our objective is to extend those results 
to much more complex state-of-the-art multi-core archi-
tectures. Those architectures introduce a substantial com-
plexity: processors must synchronize their work and last 
level cache should scale access bandwidth according to 
processor count. Therefore, the appearance of coherence 
activity and complex hardware structures in the cache, 
such as NUCA, could hinder basic observation or invali-
date assumptions. 

Nevertheless, our results indicate that application re-
reference patterns are still dominant over other convolut-
ed side effects introduced by multithread applications 
running on multi-core architectures. Therefore, using a 
few computations, we will be able to estimate average 
access time, with a reasonable margin of error, thus justi-

fying the feasibility of two or three cache levels and the 
capacity devoted to each level.  

Section 2 presents a basic model for the application and 
cache. Section 3 extends the basic model for a CMP sys-
tem and explains workload characterization. In Section 4 
we use the model for a specific CMP architecture and 
demonstrate the model validity when the cache size and 
number of processors are increased. Finally we summa-
rize some conclusions and future work in Section 5. 

2 BASE MODELS 
2.1 Cache miss rate model 
It is well known [2][7][12] that in single-core systems, 
cache misses can be empirically approximated by a power 
law function of cache capacity, C: 

M=m0·C�   (1) 
Where m0 and � are application-dependent parameters. 
According to Hartstein et al. [4], m0 can be expressed as a 
function of two constants R0 and K0:  

m0=R0·K0-�   (2) 
These parameters only depend on the re-reference pattern 
[4], and can be obtained empirically. This observation is 
valid if the application is in the cache utility range. If the 
working size is smaller than cache capacity, i.e., saturat-
ing utility, or too big to exploit any local temporality, i.e., 
low utility, the observation does not apply. Additionally, 
the power law is only valid if capacity misses dominate. 
m0 is cache size independent and is applicable with mul-
tiple levels of cache if the size ratio between levels is high 
[4].  Figure 3 shows the behavior of an application in the 
last two levels of cache of a system. As can be seen, there 
is a high correlation with a power law. If conflict misses 
are very frequent, due for example to very low associativ-
ity, (1) is not valid because conflict misses are not corre-
lated with the temporal re-reference pattern. 

2.2 Average Access Time Model 
In general, the global average latency of a cache hierar-

chy can be expressed by the function:  

A 
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Lglobl=H1·L1+M1·H2·L2+M1·M2·H3·L3…  (3) 
Where, �� and �� are the hit and miss rates of cache lev-

el ‘i’, and �� is the average access latency of that level. The 
last term of this expression corresponds to the main 
memory contribution. 

It should be noted that inter-level dependencies such as 
inclusion, coherence, etc. are not considered in the simpli-
fied equation (1), and large variations in previous cache 
levels affect the re-reference pattern of higher levels [3]. 
Therefore, we will consider two different parameters for 
each level of the hierarchy. Substituting (1) into (3), and 
expressing the hit rate as a function of the miss rate, we 
obtain: 

Lglobl=(1-M1 )· L1+M1 ·(1- m02 ���2)· L2+M1 ·m02 ·���2 ·(1- m03 
·���3 )· L3+	+ M1 ·M2 ·M3 …Mn ·Lmem (4) 

Additionally, the access time to a cache bank is depend-
ent on its size, so latency can be expressed as a function of 
capacity. In a naïve cache bank design, access latency is 
proportional to the surface occupied by the cache, i.e., 
linearly proportional to the square root of the capacity. In 
a sophisticated design, it makes sense to assume that, for 
a given associativity, access time can be represented as a 
general power law function of capacity. 

L Physical=d0 ·Ci
�    (5) 

Equation (5) defines access latency as a function of 
� 
(bank capacity), �� (latency factor) and � (exponent). Us-
ing Cacti 6.0[10] with a wide range of realistic configura-
tions, it turns out that the assumption is accurate. For 
example, Figure 1 shows an eight-way cache bank with 64 
bytes per line, serial data and tag access with a 32 nm 
technological node for different capacity sizes. We will 
assume 3GHz clock frequency. 

 
Figure 1. Cache bank latency as a power law of capacity, using 

32nm technology.  

The hit latency on each level of the hierarchy is not just 
bank access latency; it also includes a penalty due to 
misses in previous levels. This miss penalty depends on 
previous levels’ miss latency and therefore we assume: 

Li= L Physical +�·Li-1 = d0 ·Ci
� +�·Li-1   (6) 

Thus, substituting the access latency of each level in (5) 
into the global latency expression in (4), and considering 
just three levels of cache in our memory hierarchy, we 
obtain the following expression: �
���� � �� � ����� � ���� � ���
��������
��� � ���� ������
����� � ���
��������
��� � ���� � �����
������
�����!"! � ���� (7) 

Where, �!"! is the access latency to the main memory, 
and  �� and �� are miss rate and latency of the first level 
cache, respectively. As the L1 cache size is mainly deter-
mined by the processor clock frequency, we will assume 

the same value in all cases under study. We also 
er �!"! as constant.  

3 CMP MODEL 
3.1 Memory Hierarchy  

We will use a state-of-the-art CMP architecture, which 
mimics the aggressiveness of commercial systems such as 
Intel Nehalem or IBM Power7. In order to do so, the chip 
will include # processors, first level (L1) and second level 
private caches (L2) and a shared NUCA [6] third level 
(L3) distributed across B banks connected using a point-
to-point network. Cache coherence is maintained using a 
distributed directory in L3 and forcing lower levels inclu-
sion. 

We simplistically ignore contention or coherency misses 
in the mesh network to estimate L3 access latency. There-
fore, using the topological average distance, router pipe-
line length and packet sizes for data responses and re-
quest, we can easily compute average network latency 
($�). Thus, the latency of L3 can be represented by: 

  LPhysical=d0 (Ci/B)�+N0   (8) 
As 
� refers to the second level cache as a whole, we can 

express it as the sum of all private L2 caches of each pro-
cessor �
�%#� (where # is the number of processors). As 
we wish to determine the amount of cache devoted to 
each level, we assume a fixed area 
 devoted to the last 
two levels of cache. Thus, the capacity of each of these 
two levels can be expressed as a fraction of C: 

C2p=x·C     
 C3=C-C2p· P=(1-x·P)·C   (9)  

We denote capacity ratio as x. Substituting expression 
 (9) into  (7): �
���� � �� � ����� � ����&  ����'
#���������'
#��� � ����

� ������'
#���  
(� �  ���)�� � '#�
*��+ ,��� ,-� � '#

. / 
0
�� � $� � ���0

� ������'
#������)�� � '#�
*����!"! � ���� 
 (10) 
 

 
Figure 2. Global Latency behavior versus ��12� and �2/�3. 

With this expression, we can determine the average ac-
cess time as a function of the area devoted to each one of 
the L2 and L3 levels, i.e., the term x. If we choose a fixed 
total capacity of 16MB (C=16MB), eight processors (P=8), 
and sixteen NUCA banks, Figure 2 represents  total 
memory latency as a function of both the capacity ratio 
and the ratio of decay constant in the re-reference pattern 
of L2 and L3. Where the y axis represents the ratio be-
tween the re-reference pattern at L2, ��, and at L3, ��. 
The shape of the function shows that there is a minimum 
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in the latency. In other words, (10) is useful to determine 
the optimum capacity ratio in which the average latency 
perceived by the processor is minimal. 

3.2 Workload Characterization 
Both factor m0 and exponent � in (1) are workload de-

pendent and must be obtained for each level of the cache 
hierarchy. 

 
Figure 3. L2 and L3 miss rate fit for FT. 

We obtained these parameters by experimentation em-
ploying a full system simulator based on Simics [8] ex-
tended only with the memory simulator, ruby, part of the 
GEMS timing structure [9]. We characterize L2 cache 
varying its size while maintaining a fixed large L3 cache 
size (64MB). Subsequently, for L3 re-reference pattern 
characterization, L2 is kept fixed at 64KB. Accurate 
memory timing has been considered: coherence activity 
and network contention have been taken into account. We 
have chosen three different types of workloads with dif-
ferent sharing degrees. All applications will be in the 
cache-size dependent zone. On one hand, for multipro-
grammed benchmarks, which consists of eight copies of a 
single program running on the system, there is not shared 
data. On the other hand, there are multithreaded work-
loads, chosen among numerical applications of the NAS 
parallel benchmark (OpenMP implementation version 
3.2.1) [5], and transactional workloads from the Wisconsin 
Commercial Workload suite [1].  

TABLE 1. MAIN PARAMETERS OF WORKLOADS UNDER STUDY.  
Workload m02 �2 R2 m03 �3 R2 �2 /�3 

BZIP2 38.014 -0.394 0.95 22605 -0.745 0.98 0.533 

GCC 553.79 -0.715 0.99 2.3E5 -0.994 0.98 0.719 

OLTP 43.858 -0.395 0.97 7022.3 -0.744 0.98 0.53 

APACHE 33.506 -0.356 0.96 3550.5 -0.678 0.99 0.525 

JBB 47.212 -0.418 0.99 228.64 -0.467 0.99 0.895 

IS 3.4246 -0.15 0.94 4E6 -0.967 0.99 0.155 

FT 947.35 -0.683 0.98 3.2E4 -0.814 0.98 0.839 

The miss rate of each level for different cache sizes is 
approximated by a power function and the parameters m0 
and � are determined. Figure 3 shows the fit for the FT 
application. A summary of these parameters for each 
workload can be seen in Table 1 where the meaning of the 
parameters is the same as those in (1). We include the 
correlation of each fit, which in most cases is close to 1.0.  

4 MODEL APPLICATION & VALIDATION 
4.1 Optimal L2/L3 capacity ratio 

In order to validate the efficacy of the model, we will 
perform detailed micro-architectural simulations with 
each application and capacity ratio. The system configu-

ration chosen has eight 4-way, out-of-order processors 
with an instruction window of 128 entries. 

Both L2 and L3 caches share chip area, so increasing L2 
cache size will decrease the area dedicated to L3 cache. 
The aggregate capacity of both levels of cache is fixed at 
16MB. The interconnection network is a 4x4 Torus net-
work with one L3 cache bank connected to each switch. 
Figure 4 shows the average access latency for all applica-
tions with each L2/C capacity ratio. The figure includes 
experimental and theoretical results derived from the 
application of the model. Each point has been averaged 
over seven applications using the arithmetic mean. The 
model and time-consuming simulation are in agreement 
in terms of the optimal capacity rate, which is 1/8, i.e., 
256KB for each private L2. In most cases, the model is 
optimistic, due to contention unawareness and latency 
prediction is up to one cycle less than is observed with 
the experimental setup. Note that although the differ-
ences in latency are not significant, the optimal system is 
a 12% faster than the worst-case configuration. Other 
complex NUCA allocations could be considered if we 
model N0 in (8) accordingly. Similar experimental results 
are obtained with a reasonable associativity degree for L2 
and L3. Very low associativity could invalidate (1) be-
cause conflict misses will dominate over capacity misses.  

 
Figure 4. Theoretical and simulated applications. 8-processor system 

with 16MB devoted to both L2 and L3 caches. 

4.2 Optimal Levels of Cache 
Substituting values from Table 1 into (10) we can pre-

dict the cache behavior of the system under study for 
each application. Ignoring the second term in (10) we 
could predict a 2-level hierarchy with the last level shared 
cache. Moreover, ignoring the third term in (10) we could 
model a private last level cache. Finally, for each of the 
parameterized applications we determine the optimal x 
when 3 levels are considered. The model, according to the 
results shown in Figure 5, indicates that having a third 
level cache is the best option.  

Although, a single second level is not performance 
compelling, the model prediction in terms of shared ver-
sus private is coherent: with applications with high shar-
ing degrees, such as oltp or apache, shared cache performs 
better than private caches. With low sharing degree, such 
as numerical applications, private caches are a better 
alternative. Experimental results, using the previously 
depicted configuration, are also provided. In all applica-
tions except IS, the ordering is predicted correctly. When 
private slices size is 2MB, IS reach saturation utility, 
which is not captured by the model. 
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Figure 5. Hit-latency comparison.  

4.3 Next Generation Systems and applications 
The model can also be used for systems with larger 

numbers of cores, cache size or future applications. We 
will apply the model in a system with 16 processors and 
128MB of capacity devoted to L2 and L3 caches.  

 
 
 

  
Figure 7. Theoretical and simulated applications. 16 processor sys-

tem with 128MB devoted to L2 and L3 cache.  

It is not possible to characterize future applications but 
it might be feasible to scale up if the properties are known 
for current applications. It is expected that applications 
executed in future systems will scale in requirements, so 
we assume the system will be working in the cache de-
pendent region. According to Figure 6, it can be observed 
that if the linear region is displaced by a factor of 3, �� is 
displaced by a factor of 34�. According to (2), 5� is multi-
plied by a factor 3 (in our proposal, n=128/16=8). To 
model the parameters ��  and ��, we averaged the values 
in Table 1 (0.45 and 0.80, respectively) and scaling 6�� 
and 6�� from 16MB to 128MB. 

In order to validate the model prediction, five new ap-
plications with linear cache behavior have been simulated 
in a system with 128MB of cache. The results have been 

compared with the result using the parameters of future 
applications in (10). Figure 7 shows the comparison of the 
two average access latencies, also including the average of 
normalized performance. Again the model is in agree-
ment with the experimental data, although now experi-
mental optimal capacity ratio is 1/16 (512KB for each 
private L2) whereas theoretically, it is closer to 1/8 (1MB 
for each private L2).  

5 CONCLUSIONS  
We have examined the behavior of caches in a CMP 

with three levels of cache, the last one being shared. We 
have provided a very simple analytical model of the 
memory access latency behavior of multiprogrammed 
and multithreaded applications, with results that approx-
imately coincide with simulation ones. In spite of the 
simplicity of the model, it is useful to reduce the compu-
tational effort required by time consuming simulations 
with a few computations.  
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