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® A degradation-aware market participation model for stationary storage is proposed.
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® A decomposition technique for solving efficiently long-horizon problems is proposed.
® The proposed model is benchmarked against commonly used degradation models.
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Given their technological and market maturity, lithium-ion batteries are increasingly being considered and used
in grid applications to provide a host of services such as frequency regulation, peak shaving, etc. Charging and
discharging these batteries causes degradation in their performance. Lack of data on degradation processes
combined with requirement of fast computation have led to over-simplified models of battery degradation. In
this work, the recent experimental evidence that demonstrates that degradation in lithium-ion batteries is non-
linearly dependent on the operating conditions is incorporated. Experimental aging data of a commercial battery

have been used to develop a scheduling model applicable to the time constraints of a market model. A de-
composition technique that enables the developed model to give near-optimal results for longer time horizons is

also proposed.

1. Introduction

Lithium-ion battery technology has increased in popularity in recent
years driven by its demand in electric vehicles [1,2]. The combination
of performance, flexibility and decreasing costs has also made it at-
tractive for integration in power systems. Numerous studies shed light
upon scheduling strategies for battery-based storage in providing grid
services. However, lithium-ion batteries have a limited life [3-5]. With
time and use degradation processes occur, leading to a loss in capacity
(capacity fade) and a loss in power capability (power fade). Thus, ac-
curate determination of degradation is imperative in such models, not
only in order to be realistic in determining the business case, but also to
develop intelligent strategies for charge-discharge scheduling of these
batteries.
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1.1. Literature review

Several market studies on batteries focus on the economic viability
of the storage options from a long-term perspective, while others focus
on optimizing their short-term operational strategy. The modus oper-
andi of such studies is to develop a model that jointly simulates the
market and battery behaviour. Modelling of the market mechanisms has
been comprehensive, with studies considering a single [6,7], multiple
[8,9] or a combination of markets [10-12], assuming perfect price in-
formation [8,9,13,14] or uncertainty in prices [12,15].

Battery models in power system and market studies often com-
pletely ignore degradation [13,15,16]. In some works, degradation is
calculated post-optimization. As a result, the operation strategy is short-
sighted and does not consider the battery as a time-limited and costly
resource [17-20].
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Nomenclature
Parameters
l parameter representing the horizontal change between

two consecutive points defining the piecewise linear
function 6'¢

m parameter representing the vertical change between two
consecutive points defining the piecewise linear function
s1c

n total number of segments of a piecewise linear function

s parameter representing SOC values of points defining the
piecewise linear function §'¢

Lc 1C current (A)

Pme maximum power input to the battery in the trading in-
terval t (W)

Piismax maximum power output from the battery in the trading
interval t (W)

Q rated capacity of the battery (Ah)

Viom nominal battery voltage (V)

51 (s) parameter representing y coordinates of points defining
the piecewise linear function §'¢

7 efficiency of the storage system

A market clearing price for the trading interval ¢t (€/ Wh)

w weighting factor

AT duration of a trading interval (h)

Decision Variables

d; degradation during the trading interval ¢ (Ah)

ac degradation at 1C current rate for the change in battery
state during the trading interval ¢ (Ah)

i current rate during the trading interval t (h™!)

U, binary variable. 1 when storage system is charging in

trading interval . else 0

Vri modelling variable introduced to implement incremental
cost formulation

20 binary variable introduced to implement incremental cost
formulation

D total degradation in the market period (Ah)

pehb power input to the battery in the trading interval ¢ (W)

pehm power input from the market in the trading interval t (W)

pdis:b power output from the battery in the trading interval t (W)

plism power output to the market in the trading interval t (W)

R revenue (€)

soc state of charge, measure of the remaining capacity of the
battery, defined as the ratio of the current capacity to the
total capacity, expressed in percent

sl cumulative degradation function value computed for 1C at
the end of trading interval ¢

¢ composite objective function value

P degradation scaling factor to account for current depen-
dence

Indices

i index of points defining the piecewise linear function

t trading interval index

Terms

DOD depth of discharge or cycle depth, defined as one half of
the fraction of full cell capacity used during one cycle,
expressed in percent

EFC equivalent full cycle, a measure of charge throughput
equal to two times the capacity of a new battery

SOC, state of charge of the storage system at the end of trading
interval ¢

Degradation-aware battery scheduling studies use either a con-
straint-based approach [11,21,12] or an objective-based approach
[9,22,23]. In [10], the constraint-based approach has even been com-
bined with the objective-based approach. In the constraint-based ap-
proach, to extend the life of the battery, one or more of the following
variables are constrained: power, number of cycles per day, depth of
discharge (DOD), maximum and minimum state of charge (SOC). Such
approaches that do not model the degradation behaviour at all return
non-optimal results.

In the objective-based approach, the cost of battery degradation is
included as an economic cost in the objective function. Traditionally
two main methods to model degradation have been used: the Ah
throughput method [23,24] and the method of cycle life vs. DOD power
function [9,11,22]. In the first method, it is assumed that a certain
amount of energy can be cycled through a battery before its end of life,
irrespective of the depth of discharge. In the second method it is as-
sumed that the number of cycles that a battery can perform is inversely
proportional to the amplitude of DOD given by a simple power func-
tion. The origins of the two most employed methods for quantifying
degradation, cycle life vs. DOD and Ah throughput, can be traced to
modelling the lead-acid battery degradation behaviour [25-27].

From the point of view of objective function, most approaches are
single objective, where degradation is assigned an economic cost. This
cost is often based on the battery replacement cost [9,18,28,29],
sometimes on the economic utilization costs (investment & operating)
[30] and other times on the marginal cost of operation [31]. The above
discussion has been summarized in Fig. 1.

1.2. Gaps in modelling degradation phenomena in lithium-ion batteries

While the modelling of the market part of the scheduling models has
been comprehensive, modelling of battery degradation phenomena is

Battery models
for market

optimization

No degradation
calculation

Computation of
degradation

Inclusion in
objective
function

Non inclusion in
objective
function

Constraint based
approach

Obijective based
approach

Single objective

Cycle life vs.
DOD

Ah throughput

Fig. 1. Summary of battery models used for market studies (the contribution of
this work highlighted using a lighter shade).
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inadequate in market-based scheduling models for lithium-ion batteries
because of either the high complexity and subsequent computational
burden associated with some non-linear models [32] or due to com-
pletely ignoring the effects of current and SOC on degradation in very
simple models. The reasons for this are partly paucity of data for de-
veloping detailed models and partly the requirement for such models to
be simple and computationally effective. The former arises from the fact
that aging in batteries is not completely understood and is a subject of
ongoing research, while the latter stems from the practical constraint of
being able to optimize within the time horizons of market trading when
using the computational power that is currently available and algo-
rithmic know-how.

Neither the DOD vs. cycle life method nor the Ah throughput
method consider the dependence on current or SOC. In Section 2 of this
study, it is shown why these methods are inadequate in representing the
aging behaviour in lithium-ion batteries used in this work.

1.3. Contribution

Having recognized the gaps in modelling degradation phenomena in
lithium-ion batteries for optimization studies, the contribution of this
work is threefold:

e A market-based lithium-ion battery scheduling model that considers
the effect of both the current and the state of charge on degradation
of lithium-ion batteries in order to optimize short-term operations is
developed. The degradation data come from long-duration experi-
mental studies of a commercial lithium-ion battery. Since the de-
gradation behaviour is non-linear, the optimality of the scheduling
strategy is ensured by casting the model as a mixed-integer linear
program (MILP). It is to be noted that the proposed model has been
developed for stationary storage applications. For this reason the
effect of temperature on degradation has not been considered be-
cause battery modules are placed in temperature regulated con-
tainers.

e A multi-objective approach where revenue and degradation are
treated as separate objectives is introduced, putting the onus on a
(human) decision maker on choosing the desired scheduling
strategy. This approach is more transparent and flexible in a dy-
namic market situation. Moreover, no artificial constraints except
for limiting the maximum input/output power are considered in the
model. The upper limit is based on the availability of experimental
data for the batteries under consideration.

e The proposed model that captures non-linearity in battery de-
gradation behaviour in a multi-objective optimization problem set-
ting is more realistic and accurate but also more complex. A two-
stage temporal decomposition technique that allows more trading
intervals to be handled but still returns near-optimal scheduling
strategies in a limited computation time is proposed and demon-
strated.

The remainder of this paper is organized as follows: first, defi-
ciencies of traditional degradation modelling based on recent experi-
mental evidence are elucidated in Section 2. Then, a scheduling model
that takes into account the non-linearities in lithium-ion battery de-
gradation behaviour is proposed in Section 3. In order to solve com-
putationally intensive optimization problems, a two-stage temporal
decomposition technique is introduced in Section 4. The results of a
case study considering a day-ahead market where the benefits of the
current approach are shown and the degradation calculation is com-
pared against other established approaches are presented in Section 5.
It is to be noted that the choice of the day-ahead market in the case
study is incidental to this work. Application of the decomposition
technique to a week-long market horizon is also demonstrated in this
section. Finally, the paper is concluded in Section 6.
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2. Nature of aging in lithium-ion batteries

The capacity of a battery over time is not constant. The main factors
that cause decline in the capacity can be divided into:

e External factors: temperature, time
e Internal factors: SOC, current, DOD

2.1. Calendar and Cycle aging

Aging processes are often studied separately as calendar and cycle
aging. Calendar aging refers to degradation in battery performance
during storage (no load conditions), while cycle aging refers to de-
gradation while charging and discharging the batteries. Capacity is the
leading health indicator of the battery. When the capacity of a battery is
about 70-80% of the original capacity, it is usually retired from its
primary application. In this work, degradation refers to the loss of ca-
pacity that a battery experiences. This work is a short-term study where
the operational strategy of a battery is optimised. Thus, only cycle aging
is considered in the degradation model. Moreover, for the batteries
under study, pure calendar aging is quite low in comparison with the
cycle aging [33]. In addition to that, the temperature is assumed to be
regulated through a heat management system, an essential component
of energy storage systems. All values of degradation parameters used in
this work were determined for 20°C. Hence, in this work, optimization
is carried out considering only the internal factors.

2.2. Dependance on internal factors

The characteristics of the lithium-ion battery considered in this
work are listed in Table 1. This battery was extensively characterized to
analyze cycle aging in [34].

The invalidity of the cycle life vs. DOD method is evident when the
aging behaviour of the battery is plotted for two tests that were con-
ducted at the same temperature, current and DOD as seen in Fig. 2a.
The only difference between the tests is the average state of charge
around which the cells are cycled. The number of equivalent full cycles
(equivalent to the Ah throughput, where one EFC = 4.3 Ah for this
battery) until a capacity of 80% is substantially lower in the test case
where cells where cycled around SOC = 50% than around SOC = 25%.
Similar results are reported in [35-37], where it is observed that depth
of the cycle needs to be considered along with the mean SOC in order to
analyse degradation, while in [38] a physical model to explain the ef-
fect of mean SOC has been developed. This behaviour has been assigned
to the volume changes in the graphite electrode present in most lithium-
ion batteries. Not only the cycle life vs. DOD but also the Ah throughput
method does not consider this effect of average SOC on battery de-
gradation.

In Fig. 2b the effect of current on capacity fade is depicted. The
number of equivalent full cycles until the cell capacity decreases to 80%
is considerably different for the two currents shown. Evidently, the
effect of current in the degradation models used in battery scheduling
strategies cannot be ignored.

Table 1
Battery properties for this case study.’
Property Value
Chemistry Nickel Manganese Cobalt (NMC)
Type 18650
Rated Capacity (Ah) 2.15
Nominal Voltage (V) 3.7
1C current (A) 2.15

Cycle performance at 5A discharge 88% of initial capacity at 500 cycles

1 Data from manufacturer Sony Energy Devices Corporation, Model Number
US18650V3.
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2.3. Quantification of degradation

As discussed in the previous section, the study of battery cycle life as
a function of DOD has little significance without considering the effect
of SOC. In [34], the combined effect of SOC and DOD on battery aging
was quantified in terms of degradation parameters. They are shown for
1C current in Fig. 3a. The effect of current rate was found to be in-
dependent of the effect of SOC and DOD. Parameters for 2C current
were found to be a constant 30% higher than the parameters at 1C
current.

From Fig. 3a, areas of high degradation can be observed at high
and low SOC. Low degradation is observed in the SOC range from
30% to 60%. This is a common observation in lithium-ion battery
testing [35,36] and as described before, it does not fit with the tradi-
tional cycle life vs. DOD and Ah throughput models. To visualize the
non-linear nature of aging for these batteries, degradation in terms of
capacity fade for every possible change of state of the battery is mapped
in Fig. 3b. The surface has been shown for the two current rates
that were experimentally tested. The graph is symmetric along the
x =y plane, which means that degradation is direction-independent
and depends only on the initial and final SOC. However, it is path-
dependent and non-linear. The transition states that cause lower or
higher degradation can be more easily observed by referring to the
contour map displayed in Fig. 3c.

3. Multi-objective scheduling model

The proposed model is distinguished from existing models on two
main counts. First is how the degradation is handled given the non-
linearity and second on how the degradation is treated as a second
objective along with revenue from market trading.

The composite objective function to be maximized is given by (1),
where ¢ is a free fictitious variable.

¢{=wR-1-w)D (€D)]

The values of revenue R and degradation D are scaled in order to be
of the same order of magnitude. The weighting factor w is varied be-
tween 0 and 1 in a parametric sweep to generate Pareto optimal
scheduling strategies. The two objective functions are detailed in (2)
and (3).

R= Z [A[.(})tdis,m _ Pfh’m)}AT Yt

t

(2)

In (2) A, is the market clearing price, assumed to be a known
parameter for the optimization. In this study, a single energy market is
considered. However, multiple markets can be considered in a fashion
similar to the one described in [39]. It is to be noted that the proposed
model can be readily embedded in other applications by simply repla-
cing the objective function, e.g., with the maximization of privacy or
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haviour in the NMC batteries [34].

self-consumption.

The total battery degradation during the entire duration of the de-
cision making horizon can be calculated by adding together the de-
gradation incurred during each time interval (d;) as defined by (3).

D= d Vt
Zt: [ ®)

Degradation (WUAh/DOD)

50
SOoC

(a) 1C rate degradation parameters determined from experiments

Degradation ( wAh)

g

(b) Mapped degradation surface for 1C and 2C rates

Degradation (uAh)

SOC(t+1)

soc()

(c) Contour map of degradation for 1C rate

Fig. 3. Degradation behaviour of lithium-ion batteries.
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The SOC of the battery is updated by (4) depending on whether
charging or discharging takes place during a time interval.

Pch,b _ Pdis,b AT
@ - BPOAT
Vnom'IlC (4)

The lower bound of zero and the upper bound on the power cap-
ability of the battery are set through (5) and (6). Using the binary
variable uy, it also ensures that during any trading interval, the storage
system either charges or discharges.

SOC; = SOC;_; +

0 < PP < pemary, Yt (5)

0< P[dis'b < Pdis,max,(l —-u) Vt (6)

The process of energy conversion in the storage system is not 100%
efficient, a fact that is taken into account by (7) and (8). These equa-
tions distinguish the battery input/output power (subscript b) from that
exchanged in the market (subscript m). An efficiency factor 7 is as-
signed to the conversion and transmission processes. In reality, 7 is not
a constant but it is also a factor of operating and environmental con-
ditions. If this is factored in, it will introduce additional non-linearity
and complexity in the proposed model. However, given the overall high
efficiencies of lithium-ion batteries, it has been assumed a constant in
this work.

P[ch,b — Ptch,m‘77 Vit (7)
Ptdis,b_n — P,dis,m Yt (8)

The SOC of the battery (given in percentage) is constrained by (9)
because of its definition.

0<S0C <100 Vi 9

Observing that higher currents lead to greater degradation in bat-
teries, the degradation for every market time interval is expressed in a
bilinear form in (10) with the degradation at 1C as a basis. The equation
relates the actual degradation caused in the battery in a time interval
(d;) to the degradation that will be caused in the battery for the same
change of state but at 1C current rate (d}©). It introduces through the
scaling factor ¥ the non-linearity caused by the effect of current on
degradation. ¥ is a function of the current rate i, which is calculated in
(11). In this equation, the current rate has been determined using a
constant value of voltage (nominal battery voltage, V,,,). In reality,
however, the voltage of the battery is not constant but a function of the
state of charge. Including this dependency is outside the scope of this
work as it will lead to additional non-linearity and computational
burden.

d=dy Vvt (10)

The above equation relates the degradation happening in any time
interval to both SOC and current rate. The SOC dependence is given by
d}° and has been mapped beforehand based on experimental data as
shown in Fig. 3c. The influence of current on degradation is given by ¥
which is explained below.
it _ (P[L‘h,b + P[dlS,b) v

Vnom'IIC (11)

This scaling factor ¥ is equal to zero at no load conditions (0C) as no
cycle aging takes place when the battery is idle. Being based on 1C
current rate, it has the value of 1 at 1C. From the experimental data in
[34], its value at 2C is determined to be 1.2956. Since intermediate
experiments at other current values were not carried out, it has been
assumed that the parameters scale linearly between OC - 1C and 1C - 2C.
For example, if the current rate is 1.5C, the scaling factor is the average
of 1 and 1.2956.

Assuming a linear scaling factor in the absence of more precise data
for intermediate current values can be a reasonable assumption because
increasing current causes increasing degradation in the battery. Thus,
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the scaling factor will be a monotonically increasing function of cur-
rent. Accuracy can be improved by adding the intermediate values of
the scaling factor if experimental results for more current values are
available. This can be achieved without any change in the structure of
the developed model.

In order to determine d!C for each change in battery state, the ex-
perimental data on degradation at 1C current rate is first expressed in a
cumulative form as shown in Fig. 4. The cumulative degradation
function is made up of n segments (in this case n = 10). This cumulative
degradation function (5!) does not have a physical significance unlike
dl€. It is a mathematical tool, conceived in order to implement the non-
linear degradation behaviour represented in Fig. 3, in the framework of
MILP. Using the cumulative function facilitates modelling as degrada-
tion during a time interval (d'¢) can be simply determined as a dif-
ference of the cumulative degradation values before and after the
trading interval. This is expressed in (12).

dtlc = |5zlc - 5t1—C1| vt (12)

The value of §€ is determined using the incremental cost for-
mulation [40,41]. This formulation allows accessing a piecewise linear
function such as the one of Fig. 4 in a MILP. To implement the incre-
mental cost formulation at any time interval t, the piecewise linear
cumulative degradation function of Fig. 4 is specified by the points
(¢, 6%€(51)) Vi € {0,..,n} where n is the total number of segments.
Thus, s;; is the x-coordinate and §'€ (s; ;) is the y-coordinate of the points
highlighted in Fig. 4.

Next let, lf,i = St,i - St,i-1 and my; = 51C(St’i) - 8¢ (st,i—l) Vi

Any value of the state of charge SOC; such that s, o <SOC; <s;, can
be written as in (13).

n
SOC, = 510+ ) Vi
i=1 (13)

The introduced variable v,; is bounded 0 <v;; <l;; V i.
Then the cumulative degradation function value for time interval t
and SOC; is given by (14).

m;

n
81 = 61 (sp) + Vi
t t ; lt,i i (14)
ifv; <lij, Vg1 = O0Vie(l,..,n— 1} holds true.
This can be enforced in the MILP through constraints (15)—(17) in
which the binary variables z;;, i € {1,...,n — 1} are introduced.

Lyzga<vn Sl (15)
Lizei SV <z Vie2,.,n =1} (16)
0 < v < liirZen—1 a7
400
/<>
2 *
3300
5 *
K
@ m,
o 5 200
© 3 yOu.
o / |
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T 100
: .
=1 <>/ \
o /./ (55:8,1(s5)
o ;
S| s S, s, B S. E S, S,
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SOC (%)

Fig. 4. Cumulative degradation function. Annotations to clarify the im-
plementation of the incremental cost formulation (13)—(17) are shown in a
lighter shade of blue.
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The product of d!¢ and ¥ which gives the actual degradation d, is
calculated using the identity (18).

2 2
41y = (dtlc + ‘Pt) _ (dzlc - lH)
2 2

(18)

These two squares are approximated by piecewise linear formula-
tions. To determine the values of the square as well as ¥ from their
piecewise linear functions, an incremental cost formulation is used,
similar to the implementation in (13)—(17). This method introduces
n — 1 binaries and 2n constraints where n is the number of segments of
the piecewise linear function. The absolute value in (12) is determined
by adding inequalities (19) and (20) to the model.

16/€ =051 2 6 - 65 19
16/ = 6191 > 85 - /¢ (20)

Given the nature of the optimization, where degradation is pena-
lized, this formulation using the two inequalities computes the absolute
value of §!€-61 which is equal to d}°.

To summarize the developed model, Egs. (1)-(3) define the objec-
tive functions. (1) is tied to (2) and (3) through the weighting factor w.
(4) updates the state of the battery after every market trading interval.
(5) and (6) are constraints that limit the maximum power input and
output and also ensure that battery is either charged or discharged in
any time interval. (7) and (8) account for inefficiencies in battery sys-
tems. (9) sets the boundaries on the state of charge. (10)-(12) together
calculate the degradation in any time interval. Egs. (13)-(20) convert
the non-linear problem into a MILP by introducing extra constants
(s, I, m, 8'°(s)), continuous variables (v), binary variables (z), identity
(18) and inequalities (19) and (20). Eqgs. (13)—(17) describe the incre-
mental cost formulation to account for piecewise linear functions, (18)
suggests the way to deal with bilinear terms while the inequalities of
(19) and (20) solve the problem of calculating the modulus function
exploiting the problem setup.

4. Two-stage decomposition technique

A scheduling algorithm is only useful when it can generate an op-
timal strategy (or at least a near-optimal strategy) within computational
time restrictions imposed by the market horizon. For cases where
greater accuracy is desired (e.g. by increasing the linear segments de-
fining a non-linear function) or when optimizing for more trading in-
tervals such as for multiple days in the day-ahead market or for the
imbalance market (for example with 15-min trading intervals), the
optimization routine might be unable to provide solutions with near-
zero optimality gap within reasonable time. In this section, a decom-
position technique is developed to enable computation for these cases
while delivering near-optimal solutions much quicker than the original
program.

The decomposition method works by breaking the problem in the
time domain into smaller tractable sub-problems. By tractable, it is
implied that each of these sub-problems can be solved with a zero op-
timality gap in a reasonable time-frame with the computing resources
at hand. By examining the structure of the optimization problem, the
block variable d!¢ is computed as the difference of two consecutive
time interval values of §'C where §'€ is only a function of SOC (com-
plicating constraints). Thus, fixing an intermediate SOC value, effec-
tively divides the problem into two independent sub-problems.

Fixing the intermediate SOC at 50% is a good heuristic as it hedges
equally on the possibility of both charging and discharging. However,
an even better guess for setting the intermediate SOC is possible. This is
achieved by solving the original (non-decomposed) optimization pro-
blem for the entire market horizon for a fixed period of computation
time or optimality gap, whichever comes earlier. The best feasible so-
lution at this stage is used for fixing the intermediate SOC values.
Typically, a commercial solver (such as CPLEX) finds good feasible
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Fig. 5. Illustration of the two-stage temporal decomposition method.

solutions in little time initially but then has difficulty in closing the
optimality gap. These SOC values provide a better initial guess than
fixing the intermediate SOC state at 50%. Thereafter, the decoupled sub-
periods are solved individually. The two-stage methodology is graphi-
cally shown in Fig. 5. It is to be noted that decomposition in the time
domain has been applied to other optimization problems as well [42].

5. Numerical Case Study

The proposed model is implemented using GAMS 24.8.5 and the
MILP problem is solved using CPLEX 12. In order to demonstrate the
functioning, results and advantages of the model compared to con-
temporary approaches, the application of the lithium-ion battery in a
day-ahead market setup is investigated in this case study. A IMWh /
2MW storage system is considered for the case study the basic unit of
which is made of the commercial cell of Table 1. It is assumed that the
storage system is controlled by a battery management system that en-
sures that the cells of the storage system are at the same state at all
times. The one-way efficiency of this system (7) is assumed to be 95%.
The day-ahead market prices on Monday, 22 January 2018 for the UK
SEM were obtained from ENTSO-E online platform [43]. This day-
ahead market has half-hourly trading intervals (AT = 0.5). It is as-
sumed that the storage system acts as a price-taker. It is reiterated that
this study focuses on an efficient scheduling of the storage system and
not on the economics of the application of storage in different markets
or their combinations. The choice of this particular market is motivated
not from an economic perspective but because it fits the charge—-
discharge characteristics of the battery under study and therefore, fa-
cilitates illustrating the usability of the proposed degradation model in
a didactic fashion.

5.1. Revenue maximization

First, optimization is carried out with the naive objective of solely
maximizing revenue. Degradation is computed but it does not affect the
scheduling strategy, which is geared towards extracting the maximum
financial gain possible from the day-ahead market. This case is con-
sidered the base case against which multi-objective scheduling strate-
gies can be compared. Note that this case corresponds to w = 1.00 in
the multi-objective problem. The other extreme when w = 0.00, is the
trivial case of minimization of degradation, which takes place when the
storage is not operated, leading to zero degradation and zero revenue.
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5.2. Multi-objective optimization

A parametric sweep is carried out next, starting with w = 0.95 and
decreasing it by 0.05 in every iteration. The results for the naive ob-
jective and the multi-objective approach are shown in Fig. 6. The naive
objective which only maximizes revenue also maximizes the degrada-
tion in the battery. Results for thirteen values of w are compared with
this as a basis. As the weight is decreased, the revenue from the market
decreases as well as the battery degradation. However, the proportions
by which each objective decreases are not equal. Each point in Fig. 6
represents a Pareto optimal scheduling strategy. The algorithm finds
intelligent scheduling strategies based on the input degradation data of
the battery by modulating the charge and discharge states with time-
based on the price signals. In order to understand better how the al-
gorithm works, two such Pareto optimal scheduling strategies (w = 0.8
and w = 0.4) are compared against the base case in Fig. 7.

In the naive case, every opportunity to generate revenue from the
market is fully utilized. This results in abrupt changes in SOC which
causes high degradation in the storage system. When w = 0.8, the
scheduling strategy is more biased towards revenue generation than
preservation of the storage. Still, it can bring down the degradation by
about 22.7% while generating 98.8% of the maximum revenue. This is
made possible by only charging and discharging at the maximum cur-
rent when the prices are either very low or very high, respectively. In
other trading intervals, the current is reduced or cycling at high SOC is
completely avoided (e.g., in tyo — #45). The scheduling strategy when w
= 0.4 gives much importance to the degradation in the battery. This is
evident from Fig. 6, where degradation is only 23.7% of the maximum.
However, 86.9% of the maximum revenue is still possible. The way the
storage is operated in this scheduling strategy is to spread out the
charging and discharging over longer intervals. Also, very high states of
charge are discernibly avoided until price differences justify them. Even
when 100% state of charge is reached, it is done in stages with low
currents applied at high states of charge (e.g., in 5 — g and t;; — &5 in
Fig. 7). This strategy is akin to the charging scheme currently adopted
for electric vehicles and devices such as mobiles and laptops where
batteries are charged at a faster rate until they reach a SOC of 80%
followed by charging at a reduced current.

5.3. Accuracy of the proposed degradation model

The actual battery degradation behaviour is non-linear. It was cast
as a MILP with the addition of piecewise linear segments and binary
variables approximating the actual non-linear behaviour. Six segments
were used to linearize the square function in (18). The accuracy of this
MILP is compared against the non-linear post-optimization computa-
tion in Table 2. It can be noticed that the MILP represents the non-linear
degradation behaviour with good accuracy.

The importance of including the current dependence can be gauged
by calculating the degradation that would have been caused with the
same scheduling strategy when no dependence of degradation on cur-
rent is assumed. Thus, the degradation caused, for example, at 2C
charge rate is the same as 1C discharge rate. Algorithmically, this is
determined post-optimization by fixing the value of 3 to unity, which
means that the value of d, is always equal to dC. The error introduced
by this assumption has also been quantified in Table 2.

The actual degradation can also be compared against the Ah
throughput model, which assumes no influence of current rate and
average state of charge on degradation. The degradation from this ap-
proach can be calculated post-optimization from the data available
from the battery data sheet (Table 1). The degradation caused by one
Ah of charge/discharge is equal to 120 puAh. The inadequacy of this
approach to represent degradation for this battery is evident from the
results presented in Table 2.

The aforementioned data indicate that a scheduling strategy for an
energy storage system based on lithium-ion batteries that is derived
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using incorrect degradation models is likely to be far from the actual
optimum.

5.4. Simulating a medium-term scheduling horizon — application of the
decomposition technique

The application of the proposed two-stage temporal decomposition
technique for solving the optimization problem for more trading in-
tervals is demonstrated by considering the day-ahead market prices for
one week, from 22 January 2018 to 29 January 2018 for the UK SEM
[43], which corresponds to 336 time intervals. To make the problem
even more difficult and highlight the utility of the proposed decom-
position approach, @ = 0.3 is used. For this value of w, a solution with
zero optimality gap could not be obtained even after 3600s for the 48
interval problem discussed in the previous sections.

When optimizing the 336-interval optimization problem as a whole,
the composite objective function value ¢ progress with time is as shown
in Table 3. The incremental progress is very slow after 1500s. Using the
two-stage decomposition approach, the optimization horizon is sub-
divided into 14 optimization periods of 24 intervals each. The inter-
mediate SOC values are set using the best solution case at 1500s. Each
sub-period is then individually optimized. The value of ¢ after adding
the individual sub-periods is found to be 116.89. The entire two-stage
optimization routine runs in less than 2000s and outputs a better
scheduling strategy than the original program even after 36000s. This
strategy is illustrated in Fig. 5. In terms of the two objectives, this
scheduling strategy yields 79% of the maximum revenue (€497.15 vs.
€629.45) while reducing the degradation by 81.6% (4.61 mAh vs. 25.12
mAh). Degradation measured as capacity fade in one battery unit
forming the storage system is also plotted in Fig. 8. Sharp changes of
SOC at high SOC values cause the most capacity fade in the battery.
There is a scope of further improvement in the total time taken by the
optimization routine by solving the decoupled sub-problems in parallel
rather than sequentially.

The effectiveness of the two-stage decomposition technique vs. the
heuristic of fixing the intermediate SOC values to 50% can also be ad-
judged. To evaluate the dispatch strategy using the heuristic, only the
second stage of the two-stage decomposition technique is run after
fixing the intermediate states to the value of 50%. The 336-interval
optimization problem yields the dispatch strategy which can be seen in
Fig. 8. In this case, the value of the composite objective function is
104.92. The simulation takes less than 1200s. The value of the objective
function is however considerably lower than the one obtained by the
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Fig. 6. Pareto efficient scheduling strategies for the day-ahead market.
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Fig. 7. Dispatch strategy for three cases. The naive case does not take battery degradation into account. The other two cases increasingly penalize degradation.

two-stage technique (116.89) demonstrating the effectiveness of this
two-stage technique. In terms of the two objectives, revenues of €455.5
are generated and degradation of 4.53 mAh is caused for the case when
w = 0.3 using the heuristic approach.

6. Conclusion

A more accurate way to quantify and account for non-linear de-
gradation behaviour of lithium-ion batteries in storage scheduling
models applied to power systems has been presented in this work. Even
though the capacity fading model proposed is not totally reliable, it
presents an efficient compromise between speed and accuracy based on
experimental data collected from a battery with the same chemistry
provided by the same manufacturer. A novel multi-objective approach
to optimize for revenue while taking degradation in lithium-ion bat-
teries into account has been proposed. Evidently, multiple Pareto op-
timal operating strategies for storage systems are possible, the selection
of which will require decision making based not only on the capital and
operating costs of these batteries but also the short-term and long-term
financial goals of the energy storage system operator. The proposed
mixed-integer linear programming based model is also applicable for
more computationally intensive optimization studies through the two-
stage temporal decomposition technique that was proposed. It is to be
noted that although the proposed model is applicable to lithium bat-
teries of different chemistries, the exact degradation parameters used in
this work are applicable only to the NMC battery under study.

Table 2
Comparison of errors using different optimization and degradation models.

Table 3
Solution progress of the original 336-interval
problem.

Time (s) Value of ¢
1000 111.29
1500 113.69
3600 115.94

10000 116.25
15000 116.26
36000 116.36

Degradation parameters for other batteries can be determined based on
aging experiments following the methodology in [34] or by using aging
datasets that are openly available [44]. Once the degradation para-
meters are determined, the linearisation techniques proposed in this
work can be used. The important revenue versus degradation trade-off
highlighted in this work can be easily replicated for other batteries,
provided that the experimental data on their degradation behaviour are
available.

Declaration of Competing Interest

The authors declare that they have no known competing financial
interests or personal relationships that could have appeared to influ-
ence the work reported in this paper.

Case Non-linear MILP (6 segment) Current independent Ah Throughput
Degradation (mAh) Degradation (mAh) % error Degradation (mAh) % error Degradation (mAh) % error
Naive 4.65 4.60 1.07 3.72 20.11 2.58 44.52
w = 0.9 3.99 3.94 1.26 4.77 —19.58 2.42 39.42
w = 0.8 3.56 3.56 0.13 3.89 -9.20 2.37 33.34
w = 0.7 2.45 2.42 1.38 3.29 —34.02 2.06 16.11
w = 0.6 1.81 1.79 1.18 2.18 —20.55 1.81 0.25
w = 0.5 1.34 1.32 1.08 2.40 —79.89 1.63 —-21.94
w =04 1.11 1.09 1.58 1.84 —66.43 1.58 —42.62
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