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ABSTRACT In this paper, we study the performance of receive spatial modulation (RSM) with simultaneous
wireless information and power transfer (SWIPT) capabilities. RSM is a multi-antenna modulation scheme,
where the information bits are encoded into complex constellation symbols and the indices of the receive
antennas. We show how RSM can be combined with SWIPT, by allowing the receivers to increase their data
rate and, at the same time, to recharge their batteries. An optimization problem is formulated in order to
optimize the fraction of transmit power to be used for information decoding and energy harvesting, as well
as the covariance matrix of the energy waveform. Efficient numerical algorithms to tackle the associated
optimization problems are proposed. Our analysis shows that RSM-SWIPT is a flexible transmission scheme
that is capable of achieving different rate-energy demands. RSM-SWIPT, in particular, can be configured to
leverage only the energy waveform for transmitting information data and power simultaneously. Compared
with conventional SWIPT-enabled multiple-antenna systems, the proposed RSM-SWIPT scheme increases
the amount of harvested energy for low values of the rate and avoids the need of using energy cancellation
algorithms if information and power are transmitted only through the energy waveform.

INDEX TERMS Receive spatial modulation, simultaneous wireless information and power transfer,
optimization.

I. INTRODUCTION
Multiple-input multiple-output (MIMO) wireless systems are
capable of providing rate, diversity and array gains, by using
transmission techniques such as spatial multiplexing (SMX),
receive combining, and transmit beamforming [1]–[3]. As a
result, MIMO systems are widely used for wireless informa-
tion transfer (MIMO-WIT) [4]–[6], wireless power transfer
(MIMO-WPT) [7]–[18], and simultaneous wireless informa-
tion and power transfer (MIMO-SWIPT) [19]–[27].

MIMO-WIT has a long history of development. It trans-
mits multiple data streams from all the available antennas.
A more recent alternative for increasing the rate at a low
complexity is spatial modulation (SM) [5], [28]–[40], which
takes advantage of the whole antenna array at the transmitter,
while using a limited number of radio-frequency (RF) chains.
In SM, additional information bits are mapped onto a spatial
constellation diagram, where each constellation symbol is
made of a subset of indices of the antenna elements. This is
shown to reduce the circuitry complexity and to enhance the

energy efficiency [6]. A modification of SM that simplifies
its incorporation in the broadcast channel is receiver spatial
modulation (RSM) [41], [42]. In RSM, by using linear pre-
coding, the information bits are transferred to the receiver
by applying the concept of spatial modulation at the receive
antennas, i.e., by encoding the bits onto the indices of the
receive antennas. Recently, RSM has been studied for appli-
cation to a wide range of different communication scenarios
[43]–[49]. Stavridis et al. [43] studied RSM in the context of
virtual MIMO relaying systems. In [44], RSM is combined
with SMX for increasing the bandwidth efficiency. In [45],
differential RSM is analyzed. In [46], energy pattern RSM
is introduced for information and power transfer. In addition,
the benefits of RSM for improving the secrecy of wireless
systems are studied in [48] and [49]. Recent research contri-
butions can be found in [50], [51] and [52].

Compared with MIMO-WIT, MIMO-WPT has a shorter
history of development.Most research efforts [7]–[9] are con-
cernedwith the design of beamforming strategies and channel
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state information (CSI) feedback mechanisms for improving
the charging efficiency. The main aim is to maximize the
harvested energy via power allocation and by taking into
account the tradeoff between channel estimation and power
transfer. An important challenge of WPT is to increase the
RF-DC conversion efficiency of the rectifying circuits [10].
Recent works in this field of research have focused their
attention on the performance of the rectifiers by considering
different types of signals, including multi-sine signals [11],
chaotic waveforms [12], andmodulated orthogonal frequency
division multiple access (OFDM) signals [13]. Recently, it
was reported that signals with a high peak-to-average power
ratio (PAPR) can improve the efficiency [14].

MIMO-SWIPT is a concept that jointly combinesWIT and
WPT by sharing a common circuitry. It offers the possibility
of delivering controllable and on-demand wireless informa-
tion and energy concurrently, which enables one to design
low-cost wireless systems for self-sustainable operation and
without modifying the hardware at the transmitter [19].
However, it is known that optimizing SWIPT-enabled sys-
tems is a challenging task [20]. More specifically, the optimal
rate is achieved by using SMXwith a Gaussian codebook and
the water-filling power allocation scheme [21]. In contrast,
the maximum harvested power is achieved by using transmit
beamforming, where the transmitted signal depends on the
strongest eigenmode of the transmit covariance matrix [15].
The optimization of SWIPT systems brings about a new
optimization space and tradeoffs.

In the present paper, we study and optimize RSM-SWIPT.
The main contributions made by this paper are as
follows:
• The first RSM-SWIPT scheme is proposed and ana-
lyzed.

• A general model for the energy waveform is introduced.
• The rate bounds of the proposed RSM-SWIPT scheme
are computed.

• Efficient algorithms for optimizing RSM-SWIPT are
proposed.

Compared with conventional MIMO systems that employ
SWIPT based on zero-forcing (ZF) precoding, RSM-SWIPT
is shown to have a better flexibility for optimizing the rate-
energy region. In particular, RSM-SWIPT provides one with
an additional option for information and energy transfer by
exploiting only the energy waveform and, hence, by encoding
the information bits only onto the indices of the receive anten-
nas. For high energy demands, this results in a system that
is capable of providing a non-zero rate while conventional
MIMO-SWIPT systems are shown to offer a rate that is close
to zero.

The rest of this paper is organized as follows. In Section II,
the system model is introduced. In Section III and IV,
RSM-SWIPT with receivers that can and cannot remove the
energy signal for information decoding are studied, respec-
tively. In Section V, setups with a large RSM codebook are
analyzed. In Section VI, numerical illustrations are shown
and discussed. Finally, Section VII concludes the paper.

FIGURE 1. The RSM-SWIPT system for user k .

II. SYSTEM MODEL
We consider a multi-user MIMO downlink system model as
depicted in Fig. 1. The transmitter emits an energy signal and
an information (or RSM signal) with the aid of ZF precoding.
At the receiver, the signal is input to a rectifier for energy
harvesting and to an information decoder for retrieving the
information bits. The following notation is used: NU is the
number of users, NR is the number of receive antennas, NT =
NRNU is the number of transmit antennas, P ∈ CNT×NRNU is
the precoding matrix at the transmitter, ρ is the power split-
ting ratio at the receiver, and H ∈ CNRNU×NT is the channel
matrix. In addition, I denotes the identity matrix, (·)H and (·)T

denote Hermitian transpose and transpose, respectively,
(
·

·

)
denotes the binomial coefficient, tr(·) denotes the trace oper-
ator, det(·) denotes the determinant of a matrix, E{·} denotes
the expectation operator, and ⊗ denotes the Kronecker prod-
uct.

A. INFORMATION DECODER
The signal at the input of the information decoder can be
written, for the NU users, as follows:

y =
√
ρHP (xI + wP)+ n (1)

where y ∈ CNRNU×1 is the received signal, xI ∈ CNRNU×1 is
the information (RSM) signal, wP ∈ CNRNU×1 is the energy
signal, and n ∈ CNRNU×1 is the additive white Gaussian
noise (AWGN). By assuming ZF precoding, P can be formu-
lated as follows:

P = HH
(
HHH

)−1
(2)

As for the kth user, the received signal simplifies as
follows:

yk =
√
ρ (xk + wk)+ nk (3)

where xk ∈ CNR×1 is the RSM signal, wk ∈ CNR×1 is the
energy signal, and nk ∼ CN (0, σ 2I) ∈ CNR×1 is the AWGN
where each entry of the vector has variance σ 2.

B. RSM SIGNAL
Let NS be the number of information streams to be transmit-
ted, with NS ≤ NR. The RSM signal xk is a sparse vector,
which has NS ≤ NR non-zero elements and NR − NS zero
elements. It can be formulated as follows:

xk = Bksk (4)

VOLUME 5, 2017 23205



C.-C. Cheng et al.: On SWIPT for RSM

where Bk is a NR × NS binary matrix that is referred to as

RSM codeword. The number of matrices Bk is NB =
(
NR
NS

)
.

Also sk is a NS×1 vector that collects the NS streams that are
transmitted, where sk ∼ N (0, I). For example, if NS = 2 and
NR = 4, the matrix Bk that corresponds to transmitting the
two streams from the first and the third antenna is as follows:

Bk =
[
1 0 0 0
0 0 1 0

]T
C. ENERGY HARVESTER
The rectifier converts the received signal into a direct cur-
rent (DC) and then energy. The signal at the input of the
rectifier can be written as follows:

rk =
√
1− ρ (xk + wk)+ n′k (5)

where n′k is the associated AWGN vector.
The average harvested energy can be formulated as [10]:

Qk = α0 + α2E{tr
(
rkrHk

)
}

= α0 + α2(1− ρ)
(
E{tr

(
xkxHk

)
} + E{tr

(
wkwH

k

)
}

)
+α2E{tr

(
n′kn
′H
k

)
}

= α2(1− ρ)tr

(
1
NB

NB∑
i=1

Bk,iE{sksHk }B
H
k,i

)
+α2(1− ρ)tr (SE )+ α0 + α2σ 2NR

= α2(1− ρ)tr (6B + SE )+ %k (6)
where α0 and α2 are constants that depend on the specific rec-

tifier being used, and the definitions 6B =
1
NB

∑NB
i=1 Bk,iB

H
k,i

and %k = α0+ α2σ 2NR are used. 6B is an Hermitian matrix.

D. ENERGY SIGNAL
The energy signal wk is assumed to be a zero-mean
Gaussian random variable with covariance matrix SE , i.e.,
wk ∼ CN (0,SE ). The covariance matrix SE and the power
splitting factor ρ are the two parameters to be optimized for
jointly maximizing the harvested energy and rate.

E. TRANSMIT POWER
The transmit power can be written as follows:

P = E
{
tr
(
P (xI + wP) (xI + wP)

H PH
)}

= E
{
tr
(
PxIxHI P

H
)}
+ E

{
tr
(
PwPwH

P P
H
)}

= tr
(
PE
{
xIxHI

}
PH
)
+ tr

(
PE
{
wPwH

P

}
PH
)

= tr
(
P (I⊗6B)PH

)
+ tr

(
P (I⊗ SE )PH

)
= tr

(
P (I⊗ (6B + SE ))PH

)
(7)

In the sequel, the optimization problems are formulated by
assuming a power constraint on P.

III. IDEAL CANCELLATION OF THE ENERGY SIGNAL
Since the energy signal wk is deterministic and does not
contain any information, it could be completely removed at
the information receivers if they are appropriately designed

and are sufficiently powerful. In this section, as an opti-
mistic benchmark (best case), we assume that the information
receivers are capable of removing the energy signal.

A. CAPACITY BOUND
By assuming an ideal cancellation of the energy signal, the
received signal in (3) can be re-written as follows:

yk =
√
ρxk + nk =

√
ρ (Bksk)+ nk (8)

The channel capacity is obtained by maximizing the
mutual information I(xk ; yk ) and can be obtained as follows:

I(xk ; yk ) = H(yk )−H(yk |xk )
= H(yk )−H(nk )
≤ H(yk ,Bk )−H(nk )
= H(yk |Bk )+H(Bk )−H(nk ) , Rk (9)

where H(·) denotes the entropy function, and the inequality
is obtained by taking into account that H(yk ,Bk ) ≥ H(yk )
[53, Lemma 2.3.2] and by using the chain rule of the
joint entropy, i.e., H(yk ,Bk ) = H(yk |Bk ) + H(Bk )
in [53, Lemma 5.3.1].

If x is a vector of circularly-symmetric and zero-mean com-
plex random variables with covariance matrix 6, its entropy
is equal to H(x) = log det(πe6) [54]. Therefore, we obtain
the following expressions of the entropies:

H(yk |Bk ) =
1
NB

NB∑
i=1

H(yk |Bk.i)

=
1
NB

NB∑
i=1

log det
(
πe8k,i

)
H(Bk ) = − log(

1
NB

) = log(NB)

H(nk ) = log det
(
πeσ 2I

)
where 8k,i = ρBk,iBHk,i + σ

2I.
Thus, the channel capacity can be formulated as:

CICRSM ≤ max
ρ

Rk

= max
ρ

1
NB

NB∑
i=1

log det
(
8k,i

)
+ ξk (10)

where ξk = log(NB)− log det(πeσ 2I) is a constant.
In this case, ρ is the only parameter of 8k,i that needs to

be optimized.

B. PROBLEM FORMULATION
Our objective is to maximize the sum rate subject to a given
energy harvesting requirement, Q0, and a transmit power
constraint, P0. More specifically, the optimization problem
can be formulated as follows:

P1 : max
ρ,SE

NU∑
k=1

Rk

s.t. Qk ≥ Q0, for k = 1, . . . ,NU
P ≤ P0, SE � 0, 0 ≤ ρ ≤ 1

P1 is a non-convex optimization problem due to the cou-
pled parameters SE and ρ in the harvested energy con-
straint [55]. Nevertheless, it can be reformulated as a convex
problem. To this end, let us define the new variable XE =
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ρSE . Replacing SE by XE in P1, with the aid of some alge-
braic manipulations we obtain the equivalent optimization
problem as follows:

max
ρ,XE

NU∑
k=1

Rk (11a)

s.t. α2tr (ρ6B + XE )+
ρ

1− ρ
(%k − Q0) ≥ 0,

k = 1, . . . ,NU (11b)

tr
(
P (I⊗ (ρ6B + XE ))PH

)
≤ ρP0 (11c)

XE � 0, 0 ≤ ρ ≤ 1 (11d)
The constraints (11c) and (11d) are affine and thus pose no
challenge. Instead, the properties of constraint (11b) are more
involved to analyze because the function ρ

1−ρ (%k − Q0) can
be concave or convex depending on the range of ρ and on the
sign of %k −Q0. To proceed further, we exploit the following
remark.
Remark 1: Without loss of generality, it is possible to

assume %k − Q0 ≤ 0 in (11b). If %k − Q0 > 0, in fact,
the constraint in (11b) would be always fulfilled for any
resource allocation setup that fulfils the other constraints.
This is because α2tr (ρ6B + XE ) is non-negative for any
positive semidefinite XE , 6B, and ρ ≥ 0, α2 ≥ 0. Moreover,
ρ

1−ρ ≥ 0 holds if 0 ≤ ρ ≤ 1. Therefore, if %k − Q0 > 0,
the constraint (11b) becomes redundant and can be removed
from the optimization problem. In summary, the case study
of interest is when %k − Q0 ≤ 0.
Based on Remark 1, we evince that the constraint function

in (11b) is concave if ρ
1−ρ is convex. It is easy to check that

the function ρ
1−ρ is indeed convex in the feasible set of (11),

i.e., for 0 ≤ ρ ≤ 1. This can be verified by computing
the second-order derivative of ρ

1−ρ and checking that it is
always non-negative for 0 ≤ ρ ≤ 1. In conclusion, (11) is a
convex maximization problem and, thus, it can be optimally
and efficiently solved by using standard convex optimization
algorithms.

IV. NO CANCELLATION OF THE ENERGY SIGNAL
In this section, we consider a pessimistic benchmark (worst
case) and assume that the energy signal cannot be removed at
the receiver. In particular, the energy signal is processed by
the information receiver without any pre-processing.

A. CAPACITY BOUND
Without interference cancellation, the energy signal wk is
treated as noise. The received signal in (3) can be re-written
as follows:

yk =
√
ρ (Bksk)+ n′k (12)

where n′k =
√
ρwk + nk and n′k ∼ CN (0, ρSE + σ 2I).

Similar to the case study with ideal cancellation of the
energy signal, the mutual information can be formulated as:

I(xk ; yk ) = H(yk )−H(n′k )

≤ H(yk ,Bk )−H(n′k )

= H(yk |Bk )+H(Bk )−H(n′k ) , R′k (13)

where the entropy functions are the following:

H(yk |Bk ) =
1
NB

NB∑
i=1

log det
(
πe8′k,i

)
H(Bk ) = − log(

1
NB

) = log(NB)

H(n′k ) = log det
(
πe
(
ρSE + σ 2I

))
with 8′k,i = ρBk,iB

H
k,i + ρSE + σ

2I.
Therefore, the capacity can be formulated as follows:

CNCRSM ≤ max
ρ,SE

R′k

= max
ρ,SE

1
NB

NB∑
i=1

log det
(
8′k,i

)
− log det

(
ρSE + σ 2I

)
+ ξ ′k (14)

where ξ ′k = log(NB) is a constant.
In this case, ρ and SE are the optimization parameters.

B. PROBLEM FORMULATION
The optimization problem can be formulated as follows:

P2 : max
ρ,SE

NU∑
k=1

R′k

s.t. Qk ≥ Q0, for k = 1, . . . ,NU
P ≤ P0, SE � 0, 0 ≤ ρ ≤ 1

Unlike P1, the optimization problem P2 poses the addi-
tional challenge that the objective function is not jointly
concave in ρ and SE . This is because SE and ρ appear in
the difference of logarithmic functions, and the difference
of two concave functions is, in general, neither concave
nor convex. This necessitates more advanced algorithms to
tackle P2. In the next section, we show that the minorization-
maximization (MM) algorithm is a convenient method to use.

C. MINORIZATION-MAXIMIZATION ALGORITHM
In order to tackle P2, we first re-formulate it as done for
P1, i.e., by introducing the new variable XE = ρSE .
By neglecting irrelevant constants and by introducing, for
ease of notation, the definition, B̃k,i = Bk,iBHk,i, P2 can be
re-formulated as follows:

max
ρ,XE

NU∑
k=1

1
NB

NB∑
i=1

log det
(
ρB̃k,i + XE + σ

2I
)

− log det
(
XE + σ

2I
)

(15a)

s.t. α2tr (ρ6B + XE )+
ρ

1− ρ
(%k − Q0) ≥ 0,

k = 1, . . . ,NU (15b)
tr
(
P (I⊗ (ρ6B + XE ))PH

)
≤ ρP0 (15c)

XE � 0, 0 ≤ ρ ≤ 1 (15d)
The MM algorithm, also known as sequential optimiza-

tion or inner approximation method [56]–[58], is an iterative
algorithm that solves, at each iteration, an auxiliary problem
whose objective function is a lower-bound of (15a). More-
over, such a lower bound and its gradient must be equal,
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respectively, to the true function in (15a) and to the gradient
of the true function in (15a) at a given point X(0)

E , which is
updated at the end of each iteration of the algorithm.

For the case at hand, more precisely, we resort to the
following inequality, which holds for any X(0)

E :
log det

(
XE + σ

2I
)
≤ log det

(
X(0)
E + σ

2I
)

+ tr
(
(XE − X(0)

E )(X(0)
E + σ

2I)−1
)
(16)

which is obtained by recalling that any concave function is
upper-bounded by its first-order Taylor expansion around any
given point.

As a result, the following concave lower-bound for (15a)
is obtained:

R′k ≥
1
NB

NB∑
i=1

log det
(
ρB̃k,i + XE + σ

2I
)

(17)

− tr
(
XE (X

(0)
E + σ

2I)−1
)
+ ξ̄

, R̄′k
(
XE |X

(0)
E

)
(18)

where ξ̄ = log det(X(0)
E + σ

2I) + log(NB) − tr(X(0)
E (X(0)

E +

σ 2I)−1) is a constant term with respect to the optimization
variables.

Then, a sub-problem that fulfills the assumptions of the
MM method can be formulated as follows:

P3 : max
ρ,XE

NU∑
k=1

R̄′k
(
XE |X

(0)
E

)
(19a)

s.t. α2tr (ρ6B + XE )+
ρ

1− ρ
(%k − Q0) ≥ 0,

k = 1, . . . ,NU (19b)
tr
(
P (I⊗ (ρ6B + XE ))PH

)
≤ ρP0 (19c)

XE � 0, 0 ≤ ρ ≤ 1 (19d)
Since (19a) is jointly concave in (ρ,XE ), and the feasible

set can be shown to be concave with the aid of similar
arguments as those used in Section III, we conclude that P3 is
a convex problem and, thus, it can be globally and efficiently
solved by convex optimization methods. The resulting MM
algorithm for solving P2 is formulated in Table 1.

TABLE 1. MM algorithm to solve P2

From the properties of the MM method, it can be shown
that Algorithm I in Table 1 monotonically increases the value
of the true objective function of P2 after each iteration. This
implies the convergence of Algorithm I to the objective value.
Since the objective function of P2 is continuous and the
feasible set is compact, then the objective function of P2 is

bounded over the feasible set by virtue of the Weierstrass
extreme value theorem. Moreover, denoting the point gen-
erated by Algorithm I after iteration n by (ρn,XE,n), it can
be shown, from [58], that any limit point of the sequence
{(ρn,XE,n)}n fulfills the Karush-Kuhn-Tucker (KKT)
conditions of (15).

V. LARGE RSM CODEBOOK
If the number of sparse RSM matrices is large, a better
rate can be obtained. However, the optimization complex-
ity increases. In this section, we discuss how to reduce the
associated computational complexity under the assumption
that the receiver is capable of removing the energy signal.
If the energy signal cannot be removed, only approximated
solutions can be found, which, for brevity, are not discussed
in the present paper.

The capacity in (10) needs the computation of:

U =
1
NB

NB∑
i=1

log det
(
ρBk,iBHk,i + σ

2I
)

(20)

For a large size of the available codebook, e.g.,

NB =
(
16
8

)
= 12870, the log-det function needs to be

computed 12870 times for every instance of the optimization
problem. A possible approach to reduce the complexity is to
use the Jensen’s inequality as follows:

U ≤ log det

(
1
NB

NB∑
i=1

ρB̄i + σ 2I

)
= log det

(
ρ

(
NS
NR

I
)
+ σ 2I

)
, UJ (21)

where B̄i = Bk,iBHk,i.
We propose to use the sparse structure of the RSM code-

word to get an optimal solution that avoids using the Jensen’s
inequality. Since only NS entries are non-zero in each matrix,
we have:

U =
1
NB

NB∑
i=1

log det
(
6k,i

)
=

1
NB

NB∑
i=1

log
((
ρ + σ 2

)NS (
σ 2
)(NR−NS ))

= NS log(ρ + σ 2)+ (NR − NS ) log(σ 2) , UP (22)
where 6k,i is a diagonal matrix whose diagonal elements are
the eigenvalues of the matrix in the log-det function of (20):

6k,i = diag(ρ + σ 2, · · · , ρ + σ 2, σ 2, · · · , σ 2) (23)
This result follows from the fact that Bk,iBHk,i is a binary

diagonal matrix, whose trace is equal to NS , that has NS
eigenvalues equal to ρ + σ 2 and NR − NS eigenvalues
equal to σ 2. As a result, an exact closed-form expression
can be obtained without the need of using the Jensen’s
inequality.

VI. NUMERICAL RESULTS
In this section, we analyze the performance of the proposed
optimization methods and show the so-called rate-energy
regions. They correspond to setting the energy harvesting
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TABLE 2. Simulation parameters

FIGURE 2. Rate-energy region for ideal-cancellation receivers
(NS = 1, 2, 4).

requirement Q0 to a given value and then to optimizing
the power splitting ratio and the covariance matrix of the
energy signal by solving P1 and P2. Given the solution of the
optimization problem, the optimal rate is obtained and then
depicted as a function of Q0.
In Fig. 2, the rate-energy region as a function of NS and

under the assumption of ideal cancellation receivers is illus-
trated. In particular, the setup NS = NR = 4 corresponds to
the conventional MIMO-SWIPT case. Also, we compare the
solution obtained by solving P1 with the proposed algorithm
and a brute-force search. We observe a good match. The
numerical results highlight that the optimal value of NS to
use, i.e., the number of information streams, depends on Q0.
Only if Q0 is small, the optimal setup corresponds to the
conventional MIMO-SWIPT case. If the energy requirements
are high, on the other hand, it is more convenient to reduce
the number of information streams and to encode more bits
onto the receive antennas. This result originates from the fact
that more power is allocated to each stream if NS decreases.

In Fig. 3, we show results similar to those reported in Fig. 2.
The difference is that receivers with non-ideal cancellation
capabilities are assumed. As expected, a worse rate-energy
region is obtained. In the figure, we highlight the points that
correspond to the setups ρ = 1, i.e., all the received power
is input to the information decoder, and ρ = 0, i.e., all the
received power is input to the energy receiver. It is interesting
to note, with respect to the setup shown in Fig. 2, that the
rate does not approach zero for NS < NR. In fact, an asymp-
tote that is approximately equal to NU log(NB) is reached,
which can be obtained from (14) by setting ρ = 0. This is
because the RSM-SWIPT scheme is capable of transmitting
information and power without the need of an information

FIGURE 3. Rate-energy region for non-ideal cancellation receivers
(NS = 1, 2, 4).

FIGURE 4. Rate-energy region for ideal-cancellation receivers
(NS = NR/2).

signal: the information bits can be encoded only onto the
receive antennas, which results in a very efficient system
design from the point of view of the power transfer. This is the
main benefit of RSM-SWIPT compared with conventional
MIMO-SWIPT. It is worth emphasizing that, based on (1),
there is no signal at the input of the information decoder if
ρ = 0. This ambiguity originates from the fact that (14) is an
upper-bound. If ρ = 0, in practice, an information receiver is
not needed and the information bits encoded onto the indices
of the receive antennas can be retrieved directly from the
power received at the receive antennas.

In Fig. 4, we study the rate-energy regions with ideal-
cancellation receivers by assuming a large number of RSM
matrices. In particular, we assume NS = NR/2 and
NR = 8, 12, 16. The figure confirms that the proposed closed-
form for computing the objective function is accurate and,
in addition, it can reduce the computational complexity by
a factor equal to NB =

NR!
NS !(NR−NS )!

when computing the
expectation with respect to the number of codewords in (20).
As expected, the rate-energy region increases with the num-
ber of receive antennas.

VII. CONCLUSION
In this paper, we have proposed, studied and optimized the
performance of a new RSM scheme that transmits informa-
tion and power simultaneously. We have introduced compu-
tationally efficient algorithms for performance optimization
and numerically validated their effectiveness. We have shown
that RSM-SWIPT provides the flexibility of obtaining a
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good rate-energy trade-off, by appropriately optimizing the
number of information streams as a function of the energy
harvesting requirement. Thus, it constitutes a more flexible
option compared with conventional MIMO-SWIPT schemes
where the number of information streams is equal to the num-
ber of receive antennas regardless of the energy harvesting
requirements.
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