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Mesogen polarity effects on biaxial nematics.
Centrally located dipoles†

Lara Querciagrossa, Matteo Ricci, Roberto Berardi* and Claudio Zannoni

We investigate the phase organisation of thermotropic biaxial Gay–Berne (GB) mesogens yielding a

biaxial nematic (Nb) phase upon endowing them with a central point dipole. We study the effects of

changing the strength and orientation of the dipole on the phase behaviour, and in particular we

examine, using molecular dynamics (MD) simulations, the possibility of improving the stability of the Nb

phase. After mapping the boundaries of the Nb phase, we find that the strength of the embedded

dipole is the parameter with the strongest influence on the mesogenic properties, while its orientation

plays a minor role. For these central dipole systems, we find that the Nb phase organisation is stable

only for mesogens with relatively weak dipole moments, while it disappears if electrostatic interactions

become comparable in magnitude with dispersion interactions.

1 Introduction

Biaxial nematics (Nb) are currently of great interest in applied
liquid crystals research (LC),1–5 since these anisotropic fluids
have, differently from the usual uniaxial variety, the characteristic
of having two, rather than just one, directions of preferential
alignment (directors) that can be independently controlled by
external fields and surface treatments. A feature of particular
interest for LC display technology is the significantly faster
switching time of the secondary director that is expected for
these materials6 and that could be exploited, provided suitable
thermotropic Nb materials become available. Biaxial nematics
should in principle form as easily as uniaxial ones and indeed
their existence was predicted 40 years ago by mean field theory7

and confirmed by lattice8 and off-lattice9,10 computer simulations.4

However, reality has revealed them to be quite different:2,3,11

while Nb have been found at an early stage in lyotropic,1

polymeric LC12–14 and, recently, in elastomeric LC15,16 and
colloidal17 systems, low molar mass thermotropic materials have
defied synthetic chemistry until bent-core,18,19 tetrapodes20 and
similar complex mesogens have quite convincingly shown Nb

phases.
Unfortunately, current Nb materials are unsuitable for practical

display applications as they have, e.g. too high transition tempera-
tures or inappropriate viscosities. It should of course be possible, at

least in principle, to modify current Nb mesogens and design better
ones, but the few experimental findings are not yet supported by
systematic structure-phase behaviour guidelines that, in the
absence of a complete theory, probably impossible to realise, would
be very important to avoid a brute force trial and error approach.

Computer simulations can be particularly useful in this
respect4 as they allow a specific investigation of the effects that
selected molecular features might have on the phase behaviour.
Here, we study, with this aim in mind, the effects of a molecular
dipole positioned at the centre of the mesogen. The electric
dipole is a particular interesting element in chemical design21

and it has been studied theoretically by various authors for
uniaxial elongated,22–28 and discotic29,30 moieties since, by
suitable functional substitution, it can experimentally be
placed at selected positions and orientations in an existing
mesogen, controlling also, to some extent, its strength from the
few Debye of n-alkane cyanobiphenyls (nCB)31 to very large
values, even above 20 D of carborane LC.32,33 One important
effect that the dipole has is that of contributing to the dielectric
susceptivity of a material and its anisotropy, thus determining
the alignment of a LC parallel or perpendicular to an applied
electric field,34 a key property for displays. On the other hand,
dipoles are also quite challenging and difficult to deal with in
terms of predicting their collective behaviour,22 making com-
mon sense rather useless. For instance, we have shown in the
past that simply shifting a longitudinal molecular dipole from
the central to a near-terminal position in a uniaxial mesogen
can dramatically change the resulting smectic phase from a
SmA with random distribution of dipole orientations to a SmÃ
organisation with alternating stripes of dipoles with coherent
orientation.22 More generally it is not easy to predict the effect
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that the dipole has on the relative stability of the uniaxial
nematic, biaxial nematic or smectic phases and the resulting
effects on the narrowing or widening of the range of existence
of the target biaxial nematic.

The paper is organised as follows: in the next two sections
the biaxial dipolar Gay–Berne model is presented and technical
details of the molecular dynamics simulations performed are
described. Then in the following section, the simulation results
are reported and discussed, while in the final section we draw
some conclusions on the use of dipoles to tune phase biaxiality
in nematic fluids.

2 Model and technical details

We have modelled the mesogenic molecules at the coarse-
grained level as rigid ellipsoidal particles characterised by
positional and orientational degrees of freedom, free to move
in space and interacting with a pair potential that is the sum of
two terms, a Gay–Berne (GB) energy UGB and an electrostatic Uel

contribution:

U12 = UGB + Uel (1)

The first pair interaction term is the attractive–repulsive
energy for two rigid biaxial GB ellipsoids:4,35–37

UGB(r,o1,o2) = 4e0e(r,o1,o2)[u12(r,o1,o2) � u6(r,o1,o2)]. (2)

Here, r � r2 � r1 is the intermolecular vector connecting the
centres of mass of the two GB particles, whose modulus is the
intermolecular distance r, while the orientations of the two
interacting ellipsoids oi are given here by a four components
quaternion (Qi),

4,6 equivalent to the classical representation in
terms of three Euler angles,38 but much more convenient from
the computational point of view.6,39

The function u(r,o1,o2) = sc/(r � s(r,o1,o2) + sc) contains the
anisotropic contact term s(r,o1,o2) which approximates the
geometrical ‘‘contact distance’’ between two ellipsoids and
depends on the axes lengths sx, sy and sz. The interaction term

e(r,o1,o2) defines the potential well depth depending on the
orientations and on the interaction parameters ex, ey and ez,
which are directly related to the well depths for two GB particles
approaching with fixed parallel orientations along the three
Cartesian directions.

Embedding two equal electric charges �q, of same magni-
tude and opposite sign, symmetrically positioned at �rq with
respect to the particle centre (such that the distance d = 2JrqJ is
much smaller than the Gay–Berne particle dimensions si)
allows us to effectively model a central point electric dipole
m = qd at an arbitrarily chosen orientation. Here, we used d =
0.2s0 (see Table 1).

The total electrostatic interaction Uel between two GB parti-
cles 1, 2 becomes:

Uel ¼
X

a21; b22

qaqb

rab
; (3)

where the sum runs over the charges qa of particle 1 and qb of
particle 2 (at distance rab), and we use a CGS notation for the
electrostatic energy (see ref. 40 for further details). To compute
electrostatic interactions, we have employed the reaction-field
like method reported by Tironi et al.40 The suitability of this
approach for our samples has been checked by comparing the
MD results of selected state points with those obtained from a
full Ewald calculation,22 more rigorous but much more
demanding in terms of computer resources. We found the
two methods to give comparable results (possibly because we
did not observe any long-range polar organisation).

Using a previously established notation,4,10 the molecular
units of mass, length and energy are indicated as m0, s0 and e0

(not to be confused with the vacuum permittivity e0). All
quantities have been employed in the dimensionless form:
e.g. temperature T* � T/T0 = T/(kB

�1e0), pressure P* � P/P0 =
P/(e0

�1s0
3), time t* � t/t0 = t/(m0s0

2e0
�1)1/2, electrostatic charge

q* � q/q0 = q/(e0s0)1/2 and dipole moment m* � m/m0 = m/(e0s0
3)1/2

(with m0 not to be confused with the vacuum permeability).
Using these definitions and taking as units values for length

Table 1 The Gay–Berne dipolar models (with m = m*m0 = 0.5, 1, 1.5, 2, and 3 m0) obtained embedding two opposite charges (with magnitude |q| = |q|*q0 = 2.5, 5, 7.5,
10, and 15 q0) symmetrically placed at �rq from the centre of the reference chargeless biaxial ellipsoids.10 The alignment and orientation (as spherical angles f, y) of
the dipole, and the symmetry of the dipolar GB particle are also given. Spherical angles f, and y in degrees, positions and distances in s0 units, charges and dipole
moments in q0 = (e0s0)1/2 and m0 = (e0s0

3)1/2 units, respectively

Chargeless10

On-axis Off-axis

cx cy cz ct1 ct2

Dipole alignment lJx lJy lJz Tilted Tilted
Dipole orientation (f, y) 01, 901 901, 901 01, 01 01, 601 301, 601
Charges position (rq) (0.1,0,0) (0,0.1,0) (0,0,0.1) (0.087,0,0.05) (0.076,0.044,0.05)
Symmetry C2v C2v C2v Cs C1
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and energy s0 = 5 � 10�10 m, e0 = 1.4 � 10�21 J, and m0 = 4.8 �
10�22 kg, typical of a low molar mass mesogen such as 8CB,
we have that T* = 1 roughly corresponds to T = 100 K, t* = 1 to
t0 = 3 � 10�10 s, q* = 1 to q0 = 8.767 � 10�21 C and m* = 1 to
m0 = 1.314 D = 4.383 � 10�30 C m.

Since we are interested in studying the effects that an
electric point dipole has on a Nb phase, and obtaining such a
phase is in itself a non-trivial problem, we have chosen as
reference dipole-less model the mesogenic GB particles studied
in ref. 10 that, as we have already shown, give a stable biaxial
nematic phase. More specifically, we have chosen each biaxial
ellipsoidal GB particle to have the following parameterisation:
mass m = 1 m0, axes sx = 1.4s0, sy = 0.714s0, sz = 3s0, sc = 0.714
s0 and interaction parameters ex = 1.7e0, ey = 1e0 and ez = 0.2e0.
Table 1 summarises dipole moments, orientations and overall
symmetry of the biaxial GB particles studied. As cutoff radii for
the GB and electrostatic potentials we have used rGB = 4s0, and
rel = 6s0, respectively. The relative permittivity of the surrounding
medium was 3.

Equilibrium molecular organisations for each dipolar model
system have been obtained at a number of temperatures using
molecular dynamics (MD) simulations run with an in house
written quaternion based code,6,41,42 at specific dimensionless
pressure and temperature maintained constant by means of
standard Berendsen barostat and thermostat.43 The production
run lengths were typically around 300 000 time steps (and never
shorter than 200 000 time steps) using a time step Dt* = 0.001
which, referring to the above units, corresponds to E0.3 ps,
and in turn to equilibrium trajectories of the order of 90 ns
each. Considering the various models and dipole moments the
total number of MD simulations we have performed is well
above 250.

We have considered an orthorhombic sample box, endowed
with full periodic boundary conditions, whose sides were
allowed to change independently, so as to accommodate more
easily the smectic structures formed at the lowest temperatures.
The systems considered here were composed of N = 1024
identical biaxial GB particles, a size large enough to explore
the general phase behaviour for the several dipolar models we
wish to consider, while being still manageable in terms of
computer resources.

Each system has been studied at a constant dimensionless
pressure P* = 8 and for temperatures ranging from T* = 2.6 to
T* = 3.6, starting with the lowest dipole strength case. Each
subsequent case with progressively increasing dipole moment
has then been studied as a new cooling down sequence started
from the equilibrated isotropic phase of the previous system.
Here we report and discuss the main results of this extensive
investigation, while full details are given in a set of tables in
the ESI.†

3 Phase and structure assignment

The protocol we have used for assigning the resulting phase of
each MD sample is based on a combined analysis of orienta-
tional order parameters, positional correlation functions and

on a visual inspection of the final equilibrated configuration at
each temperature.4,44

The average second rank orientational order parameters,
which are the first terms of the expansion of the single-particle
orientational distribution in an orthogonal basis set of symmetrised
Wigner rotation matrices R2

m,n, have been computed from the
eigenvalues of cartesian ordering matrices using the now
standard algorithm introduced in ref. 8 and 10. In particular,
the Maier–Saupe order parameter is:

R2
0;0

D E
¼ 3

2
ðz � nÞ2 � 1

2

� �
: (4)

The order parameter hR2
0,0i � hP2i, ranges between zero

(isotropic) and one (completely aligned), and it is typically used
for characterising uniaxial phases. For biaxial liquid crystals
the most informative orientational order parameter is8,9

R2
2;2

D E
¼ 1

4
ðx � lÞ2 � ðx �mÞ2 þ ðy � lÞ2 � ðy �mÞ2
h i� �

; (5)

where x, y and z are the three molecular frame axes and l, m and
n are the overall mesophase directors, with n being the principal
director, and m the secondary biaxial one (perpendicular to n
and l = m � n), while the angular brackets h� � �i indicate
ensemble averages. The order parameter hR2

2,2i unambiguously
identifies biaxial phases formed of biaxial molecules,8 where x
and y axes are also macroscopically aligned, whenever it takes
values larger than zero (uniaxial limit) up to one half (completely
biaxial limit). In the framework of our MD simulations, with
samples of relatively small size and full periodic boundaries, we
have always observed uniformly ordered monodomains along
arbitrary directions, rather than polydomains. This is to some
extent advantageous, but the finite size of the samples (formed
of N particles) also reduces our ability of observing first order
transitions while the statistical uncertainty, proportional to

1
� ffiffiffiffi

N
p

, also provides a bound for the lowest values of the order
parameters attainable in the isotropic phase.

Taking into account these effects, during our cooling down
MD runs, starting from an isotropic sample, we have arbitrarily
identified the formation of a nematic fluid whenever hR2

0,0i Z
0.3 and, similarly, the spontaneous onset of biaxial phases with
ordering along a direction m perpendicular to n, for hR2

2,2i Z
0.1. It should be noted that even though the observation of
orientational order parameters being larger than specific
thresholds is a necessary condition to assign uniaxial and
biaxial phases, not only nematic, but also smectic or crystals
phases may match these criteria, so further tests are necessary
to identify positional ordering if present.

We have verified first that all nematic phases are not solid or
glassy by monitoring, as in other cases,45,46 the time depen-
dence of the molecular mean square displacements along the
different directions a of the director frame, (Dra)

2(t), and
checking that particles diffuse away from an arbitrarily chosen
initial origin with a linear behaviour of the mean square
displacements, so that the diffusion coefficient, proportional
to the slope of the curve, is comparable to that of nematics
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formed by similar GB particles. Even if a detailed summary of
these dynamics indicators for the various nematic phases of
our dipolar GB model goes beyond the scope of this work,
which was focused on structure, we have observed that in all
cases the nematic organisations are actually fluid since they
have diffusion coefficients which are roughly only 20–30%
lower than those measured for the corresponding isotropic
liquid. On the other hand, for the layered, low-temperature,
organisations these values decrease by more than one order of
magnitude.47

To discriminate the nematic phases from the layered structures
typical of smectics (or solids) we have examined positional pair
correlation functions. The first one we have computed is the
standard radial pair correlation g0(r), giving the average probability
of finding the centre of mass of any two molecules separated by a
distance r, using as reference the value expected from an uniform
distribution

g0ðrÞ ¼
1

4pr2r
dðr� r12Þh i12; (6)

where r is the mean number density of the sample and h� � �i12

denotes an average with respect to the pair distribution function.
In MD simulations this function is calculated as a discrete
histogram, and smectic phases can be identified if a characteristic
sequence of well defined maxima and minima in g0(r) reveals the
presence of strong positional correlations extending over the first
shell of neighbouring molecules.

As a next step and to probe the formation and size of polar
clusters, i.e. of regions with essentially parallel dipoles,48,49 we
have computed axis–axis orientational pair correlations
defined as:

CabðrÞ ¼
1

4pr2r
dðr� r12Þða � bÞh i12; (7)

where a, b = x, y, z are the unit vectors defining the orientations
of the molecular axes. These functions provide information on
the probability of observing a pair of molecules at distance r
with a certain mutual orientation of a pair of axes, and can be
used to calculate the dipole–dipole correlations as follows:

CmmðrÞ ¼
1

4pr2r
dðr� r12Þðm1 � m2Þh i12

¼ mx
2CxxðrÞ þ my

2CyyðrÞ þ mz
2CzzðrÞ

þ 2mxmyCxyðrÞ þ 2mxmzCxzðrÞ þ 2mymzCyzðrÞ:

(8)

The phase assignment to nematic or smectic has also of
course been supported by a direct visual inspection of equili-
brium molecular configurations, where each elongated GB
particle is colour coded according to its orientation using a
mapping attempting to highlight the existence of polar (and
biaxial) domains. We notice that the GB particles in some of the
lowest temperature samples showed a certain degree of orien-
tational tilt with respect to the layers normal (typically E5 to
101, see also ref. 24); however, since here we focus on the
already complex task of discussing biaxial nematic phases and

their range of existence, a specific study of these issues has not
been systematically pursued.

4 Results and discussion

We now discuss the specific details of our MD results and
rather than examining the various dipole configurations one by
one; we show together the results for the dipole aligned along
one of the three axes of the ellipsoidal particle and then those
with a tilted orientation. We use for the two groups of models
the notation provided in Table 1.

4.1 Central dipole along a molecular axis

The first group of three models is that of GB ellipsoids with a
central dipole aligned along one of the molecular axes (i.e. see
the models cx, cy and cz of Table 1).

Summarising the results, these systems show a sequence of
phases from isotropic (I) to nematics (N, Nb) to smectics (Sb, see
Table 2) with no direct change from isotropic to Nb, or to Sb (for
the range of dipoles studied), in this sense similar to what was
previously observed for uniaxial dipolar mesogens based on GB
models.24

In Fig. 1 we show the overall T*, m* phase diagrams obtained
for these three cases (plates A, C, and E) and the ratios hUeli/hUi
giving the contribution of the electrostatic energy with respect
to the total potential hUi = hUGBi + hUeli (plates B, D, and F). The
ratios hUeli/hUi for the central models with m* = 0.5 are
practically zero and overlapped with those for the chargeless
system (Fig. 1B, D, and F), while for larger dipole moments the
electrostatic energy contribution becomes significant. The first
significant observation on the effect of introducing the dipole is
that the I–N phase transition temperature is essentially con-
stant (cy model) or only rather marginally affected by the larger
electrostatic interactions (models cx, and cz), as the dipole
moment m* increases. Moreover, in all cases the Nb, if it exists,
occurs at lower temperatures than the uniaxial one.

Differently from the nematic–isotropic, the transition from
nematic to an orthogonal smectic (or solid) progressively shifts

Table 2 The thermotropic phases for models cx, cy, and cz of Table 1. Labels are:
isotropic (I), uniaxial nematic (N), biaxial nematic (Nb), and orthogonal biaxial
smectic or solid (Sb). The chargeless m* = 0 ref. 10 results are also given

T*

m*

cx cy cz

0 0.5 1 1.5 2 3 0.5 1 1.5 0.5 1 1.5 2 3

2.6
2.7
2.8
2.9
3.0
3.1
3.2
3.3
3.4
3.5
3.6
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to higher temperatures, considerably reducing the stability
ranges of the Nb and N fluids. Following this trend, for models
cx and cz, the Nb phase disappears from the phase diagram for
1.5 o m* r 2, and corresponding to this we observe a direct
transition from a uniaxial nematic to a biaxial layered structure.

Upon further increasing the dipole strength, we see that for
2 o m* r 3 also the uniaxial nematic is destabilised since
dipole–dipole interactions strongly favour side-by-side and face-
to-face configurations. In the case of the dipole pointing along
the shortest molecule axis (cy model) this behaviour is even
more pronounced and these changes are observed for even
smaller dipole moments (see Table 2, and Fig. 1C and D).

The result, due to an increased stabilisation of smectic with
respect to nematic, is quite reasonable as the central dipole
can favour proper positional registration of neighbouring
molecules. This stabilisation results in the onset of fairly stable
orthogonal smectic structures and is probably one of the
reasons for the difficulty of obtaining biaxial nematics as
opposed to smectics.4,50

The group of Fig. 1B, D, and F is revealing since it shows that
for models cx and cz, as the dipole–dipole interactions become
greater than E10% of the total potential energy, the layered
phases start eroding the nematic temperature ranges, until they
eventually destroy the Nb phase for hUeli/hUi E 0.3. Even the
uniaxial nematic organisation practically disappears when the
electrostatic interactions account for E70% of the total
potential energy. A similar analysis can also be applied to the
results of model cy with the difference that these threshold
percentages are achieved with even smaller dipole moments

than the cx and cz central models and nematic phases disappear
for hUeli/hUi > 0.4. This behaviour is typical of highly dipolar
symmetric particles, and it is consistent with previous simulation
results.24

The plots of the order parameters of Fig. 2 and 3 show
another interesting behaviour of these central dipole systems.
Again, for relatively small dipole moments (e.g. m* = 1, Fig. 2)
the temperature trends of the uniaxial hR2

0,0i and biaxial hR2
2,2i

order parameters are practically superimposable for all dipolar
models and closely follow the profile observed in the nematic
phase of the chargeless reference system10 apart from devia-
tions in the Sb region for the model cy. On the other hand, for
stronger dipole moments (e.g. m* = 2, Fig. 3) this is no longer
the case, and the hR2

0,0i order parameter profiles show well
defined discontinuities across the nematic to orthogonal smec-
tic (or solid) transitions. The phase biaxiality order parameter
hR2

2,2i plots for the cx and cz central models are affected by the
orientation of the electric dipole, and the transition to a layered
phase becomes much sharper.

For these nematics we have not observed any spontaneous
formation of ferroelectric phases51 or even of polar cybotactic
clusters,48 as found, e.g. in some bent-core mesogens where
they lead to large field induced biaxiality.49 Neighbouring
dipoles for our biaxial Gay–Berne particles adopt preferentially
an antiferroelectric organisation, as found by analysing the
histograms of the orientational axis–axis Cab(r) or the dipole–
dipole Cmm(r) correlations. As an example, in Fig. 4A we plot the
Cxx(r) = Cmm(r) correlation function for model cx with m* = 1 in
the Nb, N, and I phases. We see a first minimum which
corresponds to a situation where neighbouring pairs of dipoles
preferentially align antiparallel, while the positive hump is for a
second shell of correlated dipoles with parallel orientations.
These pair correlations are stronger in the Nb, while they are

Fig. 1 The transition temperatures (see Table 2) for models cx, cy, and cz of
Table 1 against dipole moments m* (plates A, C and E), and corresponding ratios
hUeli/hUi (plates B, D and F). Symbols for m* = 0 (circles) and m* = 0.5 (filled
diamonds) are typically overlapped in plates B, D and F. Straight lines join the MD
data as a guide to the eye.

Fig. 2 The hR2
0,0i (plate A), and hR2

2,2i (plate B) order parameters for models cx
(red circles), cy (green triangles), and cz (blue squares) with m* = 1 (see Table 1).
The chargeless ref. 10 results are also plotted (black ticks).

Fig. 3 The hR2
0,0i (plate A), and hR2

2,2i (plate B) order parameters for models cx
(red circles), and cz (blue squares) with m* = 2. See Fig. 2 for details.
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much weaker (and almost comparable) in the N and I phases
where they become practically restricted to first neighbours.
The statistical uncertainties in histogram populations are fairly
large independent of the phase structure and degree of orienta-
tional ordering. These histograms show a feature common to
all nematic systems of dipolar GB particles studied in this work,
namely that these pair correlations decay to zero for distances
comparable to the size of the second coordination shell, if not
even smaller ones. An instance of this can also be appreciated
in the snapshots of Fig. 4B (Nb) and Fig. 4C (N) where the cx GB
particles have been colour coded to show the orientation of
their dipole with respect to the secondary mesophase director m.
This absence of long-range orientational correlations is not
surprising in view of the fact that the polar domains observed
so far49 have been assisted, differently from our ellipsoidal ones,
by the convenient local stacking of the bent-core mesogens.

The influence of dipole orientation and thus the difference
between the cx, cy and cz models originates from the closest
distance that two ellipsoidal GB particles can attain in a
configuration with side-by-side antiparallel dipoles (and conse-
quently from how strong the electrostatic pair interaction can
become with respect to the GB potential energy). This is in turn
mainly governed by the length of the GB ellipsoids axes
determining the distances r0 = s(r,o1,o2) for which UGB(r0) = 0.
Thus, for both cx and cz models this distance r0 is sy = 0.714s0

and we observe a similar mesogenic behaviour. For the cy
model a side-by-side antiparallel configuration can be observed

only at larger separations (r0 = sx = 1.4s0), and the closest
distance for the dipole–dipole interactions, r0 = sy = 0.714s0,
is that for the end-to-end antiparallel dipoles, which gives
an energy one half of the side-by-side at the same distance
and orientation.

4.2 Tilted central dipole

We now turn to briefly discuss the case of the effect on phase
behaviour of a central dipole tilted away from at least one of the
particle axes. This is of course needed to check if the findings of
the previous section are dependent on the assumption of dipole
alignment along the molecular x, y or z axes. We consider two
cases (see Table 1). The first (model ct1) corresponds to a dipole
tilted 601 away from the long z axis, but remaining in the xz
plane. The second dipole orientation we consider (model ct2) is
instead for a fully off-axis case.

The MD simulations of the two off-axis dipolar GB models
ct1, and ct2, when systematically varying dipole moments m*,
yield the sequences of phases summarised in Table 3. In Fig. 5
we also report the phase diagrams (T*, m*) and the hUeli/hUi
ratios that are overall similar to those obtained for the axis
aligned dipole models. The corresponding profiles for the order
parameters hR2

0,0i and hR2
2,2i for off-axis GB particles with m* = 1,

and m* = 2, are plotted in Fig. 6 and 7. For models ct1, and ct2
we observe that small dipole moments (m* = 1) determine order
parameters trends which do not deviate substantially from the
reference chargeless ones. Larger moments (m* = 2) produce
instead a different behaviour since the Nb phase has been
replaced by Sb.

The local organisation of neighbouring dipoles in the
nematic phase is typically antiferroelectric and the Cab(r) histo-
grams (not reported for conciseness) show that the dipole–
dipole orientational correlations average to zero for distances
comparable to the particle dimensions.

Regarding particle symmetry, we notice that, even though
the ct2 model does not have any symmetry plane, no evidence
of chiral organisations was found in our MD samples (containing
only one enantiomeric form) possibly due to the relatively small
number of particles, the periodic boundaries, and fluctuations

Fig. 4 The Cxx(r) orientational correlation functions (plate A), and snapshots
(plates B and C) for model cx with m* = 1 (see Table 1) at temperatures: T* =
2.8 (Nb, hR2

0,0i = 0.84, hR2
2,2i = 0.29, blue line, and plate B), T* = 3.1 (N, hR2

0,0i = 0.61,
hR2

2,2i = 0.05, green line, and plate C), and T* = 3.4 (I, hR2
0,0i = 0.12, hR2

2,2i = 0.03,
red line). The error bars, plotted every 20 histogram bins, have similar amplitudes
in the Nb, N, and I phases. Each GB particle has been colour coded with
the palette of plate D according to the angle j between its dipole l and the
director m. The n (principal) and m (secondary) directors are shown in plate E.

Table 3 The thermotropic phases for models ct1 and ct2 of Table 1. See Table 2
for details

T*

m*

ct1 ct2

0 0.5 1 1.5 2 3 0.5 1 1.5 2 3

2.6
2.7
2.8
2.9
3.0
3.1
3.2
3.3
3.4
3.5
3.6
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large enough to overcome the small energy barriers related to the
formation of chiral structures.

5 Conclusions

In summary, the detailed effect of adding a central dipole to a biaxial
mesogen forming a biaxial nematic is quite complex, as it comes
from a competition between the N, Nb and smectic phases, and in
particular due to the changes in stability induced by the electrostatic
dipolar contributions. However, we can identify a number of general
features in the phase behaviour. The first is that the dipole strength
appears to be the molecular parameter with the strongest influence
on the phase diagram while, in comparison, the orientation of the
dipole plays, at least for these central models, a minor role.

The stability of the biaxial Nb phase with respect to the
uniaxial one appears to be weakly affected by dipole–dipole
interactions, whenever electrostatic interactions are not domi-
nant (usually o10%) within the total potential energy break-
down. For intermediate hUeli/hUi ratios (E30%) the Nb phase
becomes unstable. When electrostatic interactions become very
strong (typically with a contribution to the total potential
energy larger than 60–80%), any kind of nematic organisation,
both uniaxial and biaxial, tends to disappear. We notice that
while we found uniaxial nematics, in no case the smectic
phases formed by biaxial dipolar GB mesogens are uniaxial.
Moreover, we did not find any evidence of long range polar
domains, and the typical dipole–dipole short range organisa-
tion was an antiferroelectric one.

As a side remark we notice that the dipolar GB particles
behaved in all cases as calamitic rod-like mesogens as the
molecular axis presenting the highest degree of orienta-
tional ordering was in all cases the z one (corresponding to
the largest si length). In addition, we did not observe columnar
organisations.

As for the initial question of molecular design, i.e. if it is
conceivable to tune the strength of the central dipole to
increase the stability range of the nematic biaxial phase, the
answer seems to be negative. In all cases we have found that the
stabilisation of the smectic biaxial phases was greater than that
of the biaxial nematic, with the effect of actually non-increasing
or more commonly reducing the existence window of this much
sought phase. We believe this finding, although not optimistic,
can be a useful hint to synthetic chemists in choosing their
molecular design strategy.
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