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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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Abstract

The first-ever experimental assessment of a Computational Fluid Dynamics (CFD) software for Non-Ideal Compressible-Fluid
Dynamics (NICFD) flows of interest for ORC applications is presented here. Numerical results using SU2, the open-source suite for
multi-physics simulation and design recently extended to deal with complex thermodynamic models of organic fluids, are compared
here to experimental results from the Test-Rig for Organic VApours (TROVA) of the Laboratory of Compressible-fluid dynamics
for Renewable Energy Applications (CREA), Politecnico di Milano. Experimental results regard supersonic expanding flows
of siloxane fluid MDM (Octamethyltrisiloxane, C8H24O2Si3) in non-ideal conditions representative of ORC applications. Three
different geometries are considered for the assessment of the CFD solver. The first is a converging-diverging nozzle, representative
of ORC supersonic stators, in which the fluid is accelerated to supersonic speed from highly non-ideal conditions, with inlet
compressibility factor Z = Pv/(RT ), computed using reference Equations Of State (EOS) for MDM fluid, as low as Z ∼ 0.81.
The second geometry is a diamond-shaped airfoil at a neutral angle of attack. The airfoil is plunged into a supersonic flow at
Mach 1.5 and Z ∼ 0.9, in mildly non-ideal conditions. Oblique shock waves are observed at the airfoil leading edge and interact
with the wind-tunnel walls and the rarefaction fan from the airfoil. This test case is useful to understand the physics of oblique
shock-wall and shock-shock interactions in turbine cascades operating in off-design conditions. The third geometry is a supersonic
backward facing step, in which the formation of an oblique shock is observed experimentally at the reattachment point past the
step. The Mach number is around 1.1 and the compressibility factor Z ∼ 0.89. This geometry is representative of the trailing edge
of turbine blades and it is useful to study the formation of fish-tail shock waves. These NICFD flows are fairly well captured by
the CFD solver, thus confirming the validity of both the thermodynamic models and of the CFD implementation, using both the
Euler equations for inviscid flows with negligible thermal conductivity and the full Reynolds-averaged compressible Navier-Stokes
equations, for non-ideal compressible turbulent flows. In the considered shocked flows, grid adaptation is found to be key to capture
the relevant flow features using a reasonable amount of grid points.
c© 2017 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the scientific committee of the IV International Seminar on ORC Power Systems.
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1. Introduction

The design of turbine blades, and of diverse components of an Organic Rankine Cycle (ORC) power system,
requires one to account for a possible non-ideal behaviour of the working fluid in the operating conditions of interest.
Within the turbine vane, the molecularly complex organic fluid usually operates in thermodynamic conditions close to
the liquid-vapour saturation curve and close to the critical point, thus resulting in high compressibility and low speed
of sound. As a consequence, the fluid velocity often exceeds the speed of sound and supersonic flows are observed at
the trailing edge. Such regime is commonly referred to as non-ideal since thermodynamic properties of the fluid can
no longer be correctly described by means of the well-established equation of state (EoS) for ideal, dilute gases. The
branch of fluid mechanics devoted to the study of these flows is termed Non-Ideal Compressible-Fluid Dynamics or
NICFD.

The numerical simulation of flows of interest for ORC applications therefore calls for Computational Fluid Dy-
namics (CFD) softwares embedding highly accurate—but unfortunately complex and computationally expensive—
non-ideal thermodynamic models. Currently, only a few CFD codes are capable of simulating flows in the non-ideal
regime. Indeed, the vast majority of CFD solvers rely on the general assumption of that the fluid obeys the ideal gas
law. From a numerical standpoint, the ideal gas assumption leads to a set of simplifications that are often exploited
to optimize the performance of the software. Among many, the fact that the speed of sound and the specific internal
energy and enthalpy are functions of the fluid temperature only greatly simplifies CFD algorithms. Remarkably, none
of the currently available NICFD CFD codes was ever validated against measurements in the NICFD regime. The ac-
curacy of results from simulations, which amplifies the unknown accuracy of the underlying thermodynamic models,
is therefore highly questionable.

This paper presents the first-ever assessment of a NICFD flow solver against experimental data. Experimental
results were collected using the Test-Rig for Organic VApours (TROVA) of Politecnico di Milano [1–3]. The TROVA
was designed to investigate the expansion of molecularly complex fluids in the NICFD region of interest for ORC
applications. The plant operates as a blow-down wind tunnel: the fluid is charged into a high pressure vessel where it
is heated isochorically. As the control valve is opened, the fluid is expanded through a converging-diverging nozzle to
be eventually recovered in a low pressure vessel. The test section is the converging-diverging nozzle, where pressure,
temperature and velocity measurements are carried out independently, at selected locations. Thermocouples and
pressures transducers have been calibrated using the exact measurement chain used during the experiment, following
the guidelines reported in [4]. Calibration cycles have been performed, for every pressure transducers, at different
temperatures. Calibration curves have been extrapolated together with the value of extended uncertainties related to
each thermocouple and to each pressure transducer; the latter as a function of the temperature. The obtained values
are representative of the overall measurement uncertainties. In practice, experimental error bars are not reported
in plots presented hereinafter since they turned out to be remarkably small, if compared to the overall graph scale.
Therefore it would be impossible to distinguish error bars in plots. Moreover, the TROVA is equipped with an optical
schlieren apparatus [5,6]. Results presented in the present paper refer to non-ideal supersonic flows of siloxane fluid
MDM (Octamethyltrisiloxane, C8H24O2Si3). The TROVA facility is designed to operate with both siloxane and
perfluorocarbons that are of interest for ORC application. The facility is now being modified to deal with binary
mixtures of siloxane fluids.

The NICFD CFD code considered here is the SU2 suite, an open-source platform designed to solve multi-physics
Partial Differential Equation (PDE) problems and PDE-constrained optimization problems [7,8], which was recently
extended to NICFD flows [9–11]. The SU2 NICFD solver is equipped with an embedded thermodynamic library
which includes the ideal EoS, the van der Waals cubic EoS (VDW) and the improved Peng-Robinson Stryjek-Vera EoS
(iPRSV) [12]. Moreover, a C++ interface to the multi-purpose thermodynamic library FluidProp [13,14], provides
access to state-of-the-art fluid models, including multi-parameter EoS. The mesh adaptation procedure reported in
[15] is applied. Mesh adaptation allows to improve the quality of unstructured two-dimensional hybrid meshes in
regions characterized by large gradients such as, for instance, shock waves.

Three different geometries, including both two- and three-dimensional cases, are considered to assess the capability
of the CFD solver in simulating flows of interest for ORC applications. A supersonic non-ideal expansion through
a converging-diverging nozzle, representative of ORC supersonic stators, is studied in Sec. 2. Sec. 3 reports of the
supersonic flow around a diamond-shaped airfoil to investigate shock-shock and shock-boundary layer interaction
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Fig. 1. Schlieren image of the under-expanded flow within the diverging section of the nozzle.

within the non-ideal regime. The third test case, presented in Sec. 4, regards the supersonic flow over a backward
facing step that reproduces the shock wave pattern which is typically built at the trailing edge of a turbine blade of
finite thickness. Eventually, Sec. 5 briefly summarizes the outcome of the paper.

2. Non-ideal supersonic expanding flow

An investigation of the non-ideal flow of MDM expanding in a converging-diverging nozzle is presented in this
section. This geometry is representative of ORC supersonic stators, in which the fluid is accelerated to supersonic
speed from highly non-ideal conditions. The compressibility factor at the inlet Z = Pv/(RT ), computed using the
reference EoS for MDM fluid proposed in [16], is as low as Z = 0.81. Fig. 1 reports a schlieren image of the test
section during the experimental run: the image is focused on the diverging section of the nozzle and the position of
each pressure tap is highlighted using green dots along the nozzle axis. The schlieren image reveals an almost uniform
flow within the nozzle: weak waves arise from small flaws along the upper and lower wall surface of the nozzle due to
machining. Test conditions result in an under-expanded supersonic flow and hence two symmetrical rarefaction fans
are clearly visible at the nozzle discharge section (dark triangular regions on the right hand side of Fig. 1). Pressure
measurements are available along the symmetry axis of the nozzle, at selected location.

The computational domain considered for all CFD simulations is limited to the converging and the diverging
sections of the nozzle. The conditions of the fluid at the inlet boundary reproduce the state measured experimentally
within the settling chamber, right before the nozzle (total pressure and temperature correspond to 458569.3 [Pa] and
512.57 [K], respectively). No boundary condition is required at the exit section due to the supersonic character of
the flow. Numerical results include steady simulations of inviscid and viscous flows, using diverse thermodynamic
models, namely the ideal gas law, the iPRSV model and the reference fluid model based on the Helmholtz EoS [16]
implemented in the FluidProp library. The value of the compressibility factor along the axis of the nozzle is reported
in Fig. 2(a) respectively as computed from the ideal, the iPRSV and the reference EoS. The value of Z is significantly
below unity throughout the whole centerline, suggesting that the flow can be indeed properly classified as non-ideal.

Numerical simulations were first carried out using different levels of grid resolution to evaluate the dependency of
the solution on the spatial discretization, under the inviscid-flow assumption and by considering a two-dimensional
domain. The grids are referred to as grid 1 (307 points), grid 2 (1 081 point), grid 3 (3 995 points) and grid 4 (15 310
points) in the following. Fig. 2(b) shows a comparison of pressure trends computed numerically along the nozzle
centerline, for each grid, using the iPRSV EoS. No significant difference is observed among the curves reported in
Fig. 2(b). This suggests that an adequate level of grid resolution was reached and that the solution does no longer
depend on the spatial resolution of the grid. Fig. 3(a) depicts pressure profiles computed using the diverse EoS. The
ideal model delivers a pressure distribution that qualitatively resembles the actual behavior of the fluid, but it loosely
approaches the measured values. Numerical results fairly reproduce the actual measurements along the axis of the
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each pressure tap is highlighted using green dots along the nozzle axis. The schlieren image reveals an almost uniform
flow within the nozzle: weak waves arise from small flaws along the upper and lower wall surface of the nozzle due to
machining. Test conditions result in an under-expanded supersonic flow and hence two symmetrical rarefaction fans
are clearly visible at the nozzle discharge section (dark triangular regions on the right hand side of Fig. 1). Pressure
measurements are available along the symmetry axis of the nozzle, at selected location.

The computational domain considered for all CFD simulations is limited to the converging and the diverging
sections of the nozzle. The conditions of the fluid at the inlet boundary reproduce the state measured experimentally
within the settling chamber, right before the nozzle (total pressure and temperature correspond to 458569.3 [Pa] and
512.57 [K], respectively). No boundary condition is required at the exit section due to the supersonic character of
the flow. Numerical results include steady simulations of inviscid and viscous flows, using diverse thermodynamic
models, namely the ideal gas law, the iPRSV model and the reference fluid model based on the Helmholtz EoS [16]
implemented in the FluidProp library. The value of the compressibility factor along the axis of the nozzle is reported
in Fig. 2(a) respectively as computed from the ideal, the iPRSV and the reference EoS. The value of Z is significantly
below unity throughout the whole centerline, suggesting that the flow can be indeed properly classified as non-ideal.

Numerical simulations were first carried out using different levels of grid resolution to evaluate the dependency of
the solution on the spatial discretization, under the inviscid-flow assumption and by considering a two-dimensional
domain. The grids are referred to as grid 1 (307 points), grid 2 (1 081 point), grid 3 (3 995 points) and grid 4 (15 310
points) in the following. Fig. 2(b) shows a comparison of pressure trends computed numerically along the nozzle
centerline, for each grid, using the iPRSV EoS. No significant difference is observed among the curves reported in
Fig. 2(b). This suggests that an adequate level of grid resolution was reached and that the solution does no longer
depend on the spatial resolution of the grid. Fig. 3(a) depicts pressure profiles computed using the diverse EoS. The
ideal model delivers a pressure distribution that qualitatively resembles the actual behavior of the fluid, but it loosely
approaches the measured values. Numerical results fairly reproduce the actual measurements along the axis of the
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Fig. 2. (a) Compressibility factor along the nozzle axis resulting from SU2 NICFD simulations of an inviscid flow, using different EoS; (b)
Comparison of pressure profiles along the axis of the nozzle from inviscid simulations over grids with different resolution
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Fig. 3. (a) Comparison of pressure profiles along the nozzle axis for (a) different thermodynamic models and (b) viscous two- and three-dimensional
simulations (enlargement at the nozzle exit).

nozzle. Small differences of about −7% are found only near the exhaust section, possibly due to boundary-layer effects
that reduce the effective passage area. The iPRSV EoS and FluidProp produce similar results that better represent the
measured pressure profile, thus confirming the need of including complex thermodynamic models in CFD simulations
to represent NICFD flows properly.

To evaluate the validity of the boundary-layer approximation underlying the above inviscid-flow results, simu-
lations based on the Reynolds-averaged Navier-Stokes equations were also carried out. For this test case, viscous
simulations, including both two-dimensional and three-dimensional domains, take advantage of the turbulence model
from Spalart-Allmaras [17] and the Menter Shear Stress Transport model [18]. No significant differences were found
between the solution computed using the two turbulence model. Therefore, only the Spalart-Allmaras model is em-
ployed hereinafter. Fig. 3(b) reports an enlargement of the pressure profiles in the close proximity of the exhaust
section, where larger differences are observed among numerical predictions. Results from viscous simulations are
closer to the experimental ones, with particular reference to the terminal pressure plateau. This latter effect, possibly
resulting from the reduction of the nozzle cross-sectional area due to the thickness of the boundary layer, is more rele-
vant if a fully three-dimensional domain is considered because of the boundary layers along the the nozzle side-walls.
The adaptive mesh procedure was applied to two-dimensional simulations to enhance the quality of the grid within
the boundary layer. The grid adaptation did not yield to any remarkable improvement of the computed solution.
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Fig. 4. (a) Experimental schlieren image of the supersonic flow field around the diamond-shaped airfoil. Density contours from inviscid (upper
side) and from viscous (lower side) simulations, using the iPRSV EoS, are superimposed. Green dots indicate the position of pressure taps; (b) The
upper half depicts the baseline numerical grid while the lower side reports the grid resulting after six steps of mesh adaptation procedure;

3. Non-ideal flow around a diamond-shaped airfoil

The second test case regards the non-ideal supersonic flow of MDM over a diamond-shaped airfoil at neutral angle
of incidence. The test-rig is here used as a supersonic wind tunnel, fluid conditions within the settling chamber are
Pt = 870759.2 Pa and T t = 550.77 K. The nozzle is designed to produce a supersonic uniform flow at the exit section,
where the airfoil is placed, see [1,2]. The airfoil is symmetrical with respect to his chord (c = 36 [mm]). The angle of
the diamond at the leading and at the trailing edge is equal to 15 and 20 degrees, respectively. The channel around the
airfoil is 56.4 [mm] wide. The terminal section of the divergent is visible in Fig. 4(a). Ahead of the airfoil, the flow is
approximately uniform at Mach 1.5 and Z = 0.9, in mildly non-ideal conditions. Oblique shock waves are observed
at the airfoil leading edge and interact with the wind-tunnel walls and with the rarefaction fans from the airfoil. This
test case is useful to understand the physics of oblique shock-wall and shock-shock interactions in turbine cascades
operating in off-design conditions.

Pressure measurements at discrete points and the schlieren image of a wide portion of the test section are thus
available for comparison in Fig. 4(a). Static pressure is measured at the locations marked with green spots in Fig. 4(a).
The first tap p1 is located along the nozzle axis, within the uniform flow region upstream of the nozzle exhaust section.
The other pressure taps are arranged symmetrically on the upper and lower side of the airfoil. They are located in the
uniform flow regions downstream of the shock waves p2 and of the expansion fans p3 originating on the airfoil. The
schlieren image confirms the occurrence of shocks within the domain, as a consequence of the supersonic character of
the flow. To accurately capture these discontinuities, the mesh adaptation procedure was heavily exploited. Fig. 4(b)
depicts the numerical domain: the upper side reports the baseline grid while the lower side represents the numerical
grid after six steps of adaptive refinement. The final grid counts almost 8 times the number of elements of the
baseline mesh. With reference to Fig. 4(b), the grid is automatically refined to capture shocks and rarefaction fans
with an appropriate level of resolution. Fig. 5(a) reports the pressure profiles, computed for different levels of mesh
adaptation, obtained from inviscid simulations of MDM vapor modeled using the iPRSV EoS. Trends were extracted
along a line parallel to the nozzle axis, at a distance of 6.25 mm from the centerline, which corresponds to a straight
line through pressure taps p2 and p3. It has to be remarked that, differently from p2 and p3, the value of pressure p1
is measured along the nozzle axis but it is actually compared against its numerical value at a distance of y=6.25 mm:
the flow before the diamond is uniform thus the pressure can be considered almost constant in a direction normal to
the nozzle axis. Fig. 5(a) shows that the adaptive procedure allows to improve the resolution of the computed solution.
Turbulent viscous simulations using the Spalart-Allmaras turbulent model [17] were also carried out. Fig. 5(b) reports
a comparison of the pressure trends obtained from both inviscid and viscous simulations using both the iPRSV EoS and
FluidProp, against the experimental measures at p1, p2 and p3. In Fig. 5(b) a highly non-ideal behavior is observed,
the compressibility factor Z is approximately equal to 0.89 in the region of the flow before the diamond. In particular,
the ideal pressure trend departs significantly from experimental measurements. On the other hand, numerical results

6 G.Gori, M.Zocca, G.Cammi, A.Spinelli, A.Guardone / Energy Procedia 00 (2017) 000–000

0.1 0.12 0.14 0.16 0.18 0.2
X [m]

1.5

2

2.5

3

3.5

4

P
re

ss
ur

e 
[P

a]

10 5

Level 0
Level 3
Level 6
Experimental

0 0.05 0.1 0.15 0.2 0.25
X [m]

0

1

2

3

4

5

6

7

8

P
re

ss
ur

e 
[P

a]

10 5

Experimental
Ideal Gas - Euler
iPRSV - Euler
iPRSV - Navier-Stokes
FluidProp - Navier-Stokes

Fig. 5. (a) pressure trends from inviscid simulations for different adaptation steps are compared against the experimental result. Picture shows an
enlargement focused on the region close to the diamond-shaped airfoil; (b) pressure trends from inviscid and viscous simulation using the iPRSV
EoS are compared against the experimental measure. Pressure trend computed for an inviscid ideal flow is also compared;

that take advantage of the iPRSV EoS reproduce the experimental data correctly. Viscous effects cannot be properly
evaluated since such analysis is limited to a small portion of the domain which is far from the boundary layer.

Density contours are plotted over the schlieren image corresponding to the conditions simulated here. Fig. 4(a)
reports density contours of both inviscid and viscous simulation using the iPRSV EoS, respectively on the upper and
on the lower side. Viscous effects are of utmost importance, as expected, in the close proximity of channel walls,
where the boundary layer is thicker. Indeed, the schlieren image shows that, near the wall, the typical structure
arising from the interaction of the leading shock-wave with the boundary layer occurs. The inviscid simulation is not
able to capture this feature and that is the reason why, though the angle of the leading wave is predicted fairly well,
the shock pattern in the downstream portion of the domain does not match the experimental one. Instead, density
contours from Navier-Stokes simulations, on the lower side of Fig. 4(b), clearly reproduce the shock-boundary layer
interaction phenomenon. The shock wave pattern predicted by viscous simulations thus resembles the observed pattern
throughout the whole domain. In particular, the leading shock-wave is correctly reflected at the wall angle and matches
almost perfectly its counterpart on the schlieren image. It is worth to point out that such comparison provides only
qualitative information.

4. Backward facing step

The third geometry is a supersonic backward facing step, in which the formation of an oblique shock is observed
experimentally at the reattachment point past the step. This geometry is representative of the trailing edge of turbine
blades and it is useful to study the formation of fish-tail shock waves. A converging-diverging nozzle characterized
by a profile similar to the one presented in Sec. 2 is placed in the test section of the TROVA test rig. The profile was
wrought to obtain a backward facing step of height h = 0.1 [mm] at the throat section, which is 8.4 [mm] wide, on
both sides of the nozzle [5,19,20]. Test conditions within the settling chamber are Pt = 457746.8 Pa and T t = 520.1
K. The value of the compressibility factor Z in the settling chamber is equal to 0.82 then it increases monotonically up
to 0.98 at pressure tap p8. At the nozzle throat section, the Mach number is around 1.1 and the compressibility factor
Z ∼ 0.89.

Fig. 6(a) reports a schlieren snapshot of the test section and the position of each pressure tap. The presence
of a backward facing step results in a complex (symmetrical) system of shock-waves that are reflected against the
nozzle wall further downstream. The mesh adaptation procedure was found to be key to improve the resolution of the
computed flow-field and, at the same time, to limit the size of the computational grid. Density contours are reported
in Fig. 6(b): picture shows an enlargement of the nozzle throat region and density contours are superimposed on the
experimental schlieren image. Fig. 6(b) reports also, on the lower side, the computational grid resulting after 2 steps
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Fig. 4. (a) Experimental schlieren image of the supersonic flow field around the diamond-shaped airfoil. Density contours from inviscid (upper
side) and from viscous (lower side) simulations, using the iPRSV EoS, are superimposed. Green dots indicate the position of pressure taps; (b) The
upper half depicts the baseline numerical grid while the lower side reports the grid resulting after six steps of mesh adaptation procedure;

3. Non-ideal flow around a diamond-shaped airfoil

The second test case regards the non-ideal supersonic flow of MDM over a diamond-shaped airfoil at neutral angle
of incidence. The test-rig is here used as a supersonic wind tunnel, fluid conditions within the settling chamber are
Pt = 870759.2 Pa and T t = 550.77 K. The nozzle is designed to produce a supersonic uniform flow at the exit section,
where the airfoil is placed, see [1,2]. The airfoil is symmetrical with respect to his chord (c = 36 [mm]). The angle of
the diamond at the leading and at the trailing edge is equal to 15 and 20 degrees, respectively. The channel around the
airfoil is 56.4 [mm] wide. The terminal section of the divergent is visible in Fig. 4(a). Ahead of the airfoil, the flow is
approximately uniform at Mach 1.5 and Z = 0.9, in mildly non-ideal conditions. Oblique shock waves are observed
at the airfoil leading edge and interact with the wind-tunnel walls and with the rarefaction fans from the airfoil. This
test case is useful to understand the physics of oblique shock-wall and shock-shock interactions in turbine cascades
operating in off-design conditions.

Pressure measurements at discrete points and the schlieren image of a wide portion of the test section are thus
available for comparison in Fig. 4(a). Static pressure is measured at the locations marked with green spots in Fig. 4(a).
The first tap p1 is located along the nozzle axis, within the uniform flow region upstream of the nozzle exhaust section.
The other pressure taps are arranged symmetrically on the upper and lower side of the airfoil. They are located in the
uniform flow regions downstream of the shock waves p2 and of the expansion fans p3 originating on the airfoil. The
schlieren image confirms the occurrence of shocks within the domain, as a consequence of the supersonic character of
the flow. To accurately capture these discontinuities, the mesh adaptation procedure was heavily exploited. Fig. 4(b)
depicts the numerical domain: the upper side reports the baseline grid while the lower side represents the numerical
grid after six steps of adaptive refinement. The final grid counts almost 8 times the number of elements of the
baseline mesh. With reference to Fig. 4(b), the grid is automatically refined to capture shocks and rarefaction fans
with an appropriate level of resolution. Fig. 5(a) reports the pressure profiles, computed for different levels of mesh
adaptation, obtained from inviscid simulations of MDM vapor modeled using the iPRSV EoS. Trends were extracted
along a line parallel to the nozzle axis, at a distance of 6.25 mm from the centerline, which corresponds to a straight
line through pressure taps p2 and p3. It has to be remarked that, differently from p2 and p3, the value of pressure p1
is measured along the nozzle axis but it is actually compared against its numerical value at a distance of y=6.25 mm:
the flow before the diamond is uniform thus the pressure can be considered almost constant in a direction normal to
the nozzle axis. Fig. 5(a) shows that the adaptive procedure allows to improve the resolution of the computed solution.
Turbulent viscous simulations using the Spalart-Allmaras turbulent model [17] were also carried out. Fig. 5(b) reports
a comparison of the pressure trends obtained from both inviscid and viscous simulations using both the iPRSV EoS and
FluidProp, against the experimental measures at p1, p2 and p3. In Fig. 5(b) a highly non-ideal behavior is observed,
the compressibility factor Z is approximately equal to 0.89 in the region of the flow before the diamond. In particular,
the ideal pressure trend departs significantly from experimental measurements. On the other hand, numerical results
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Fig. 5. (a) pressure trends from inviscid simulations for different adaptation steps are compared against the experimental result. Picture shows an
enlargement focused on the region close to the diamond-shaped airfoil; (b) pressure trends from inviscid and viscous simulation using the iPRSV
EoS are compared against the experimental measure. Pressure trend computed for an inviscid ideal flow is also compared;

that take advantage of the iPRSV EoS reproduce the experimental data correctly. Viscous effects cannot be properly
evaluated since such analysis is limited to a small portion of the domain which is far from the boundary layer.

Density contours are plotted over the schlieren image corresponding to the conditions simulated here. Fig. 4(a)
reports density contours of both inviscid and viscous simulation using the iPRSV EoS, respectively on the upper and
on the lower side. Viscous effects are of utmost importance, as expected, in the close proximity of channel walls,
where the boundary layer is thicker. Indeed, the schlieren image shows that, near the wall, the typical structure
arising from the interaction of the leading shock-wave with the boundary layer occurs. The inviscid simulation is not
able to capture this feature and that is the reason why, though the angle of the leading wave is predicted fairly well,
the shock pattern in the downstream portion of the domain does not match the experimental one. Instead, density
contours from Navier-Stokes simulations, on the lower side of Fig. 4(b), clearly reproduce the shock-boundary layer
interaction phenomenon. The shock wave pattern predicted by viscous simulations thus resembles the observed pattern
throughout the whole domain. In particular, the leading shock-wave is correctly reflected at the wall angle and matches
almost perfectly its counterpart on the schlieren image. It is worth to point out that such comparison provides only
qualitative information.

4. Backward facing step

The third geometry is a supersonic backward facing step, in which the formation of an oblique shock is observed
experimentally at the reattachment point past the step. This geometry is representative of the trailing edge of turbine
blades and it is useful to study the formation of fish-tail shock waves. A converging-diverging nozzle characterized
by a profile similar to the one presented in Sec. 2 is placed in the test section of the TROVA test rig. The profile was
wrought to obtain a backward facing step of height h = 0.1 [mm] at the throat section, which is 8.4 [mm] wide, on
both sides of the nozzle [5,19,20]. Test conditions within the settling chamber are Pt = 457746.8 Pa and T t = 520.1
K. The value of the compressibility factor Z in the settling chamber is equal to 0.82 then it increases monotonically up
to 0.98 at pressure tap p8. At the nozzle throat section, the Mach number is around 1.1 and the compressibility factor
Z ∼ 0.89.

Fig. 6(a) reports a schlieren snapshot of the test section and the position of each pressure tap. The presence
of a backward facing step results in a complex (symmetrical) system of shock-waves that are reflected against the
nozzle wall further downstream. The mesh adaptation procedure was found to be key to improve the resolution of the
computed flow-field and, at the same time, to limit the size of the computational grid. Density contours are reported
in Fig. 6(b): picture shows an enlargement of the nozzle throat region and density contours are superimposed on the
experimental schlieren image. Fig. 6(b) reports also, on the lower side, the computational grid resulting after 2 steps
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Fig. 6. (a) schlieren image of the flow-field within a nozzle with a backward facing step at the throat. Green dots indicate the position of pressure
taps; (b) An enlargement of the nozzle throat section. On the upper side density contour from viscous simulation using the iPRSV EoS are
superimposed to the schlieren image. On the lower side, the numerical grid after two steps of adaptation procedure is reported.
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Fig. 7. (a) Comparison of pressure trends along the axis of the nozzle computed from viscous simulations for backward facing step test case; (b)
Enlargement of the pressure trends along the axis of the nozzle computed from viscous simulations for backward facing step test case;

of adaptive refinement. The resolution of the grid is correctly increased in the close proximity of shock-waves and
within rarefaction fans.

Fig. 7(a) reports pressure trends along the nozzle axis. The experimental measure is compared against the pressure
trend computed using the ideal gas law, the iPRSV EoS and FluidProp. Both the iPRSV EoS and the fluid model from
FluidProp are found to better represent the experimental measurements, thus confirming the occurrence of NICFD
behaviour.

5. Conclusions

For the first time, the capabilities of a Non-Ideal Computational Fluid Dynamics (NICFD) solver were assessed
against experimental results regarding flows of fluid in a non-ideal regime. Experimental data used for comparison
were collected using the TROVA facility at Politecnico di Milano. The NICFD solver from the SU2 open-source
suite was assessed for a set of exemplary NICFD flow-field that are relevant to ORC applications. These are the
supersonic flow in converging-diverging nozzle, representative of ORC supersonic stators; a diamond-shaped airfoil
at zero incidence in a supersonic flow, which is used to investigate the physics of oblique shock-wall and shock-shock
interactions in turbine cascades; a supersonic backward facing step, in which the formation of an oblique shock is
observed experimentally at the reattachment point past the step, resembling the formation of fish-tail shock waves at
the trailing edge of turbine blades.
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Numerical simulations are carried out using both the Euler equations for inviscid flows with negligible thermal
conductivity and the full Reynolds-Averaged compressible Navier-Stokes equations for non-ideal compressible tur-
bulent flows. In the considered shocked flows, grid adaptation is found to be key to capture the relevant flow features
using a reasonable amount of grid points. All these NICFD flows are fairly well simulated by the CFD solver, thus
confirming the validity of both the thermodynamic models and of the CFD implementation. The dilute, ideal gas
model is found to fail in reproducing the experimental values, even in mildly non-ideal conditions. The need for the
further development of NICFD solvers for ORC design is therefore confirmed.
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Fig. 6. (a) schlieren image of the flow-field within a nozzle with a backward facing step at the throat. Green dots indicate the position of pressure
taps; (b) An enlargement of the nozzle throat section. On the upper side density contour from viscous simulation using the iPRSV EoS are
superimposed to the schlieren image. On the lower side, the numerical grid after two steps of adaptation procedure is reported.
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Fig. 7. (a) Comparison of pressure trends along the axis of the nozzle computed from viscous simulations for backward facing step test case; (b)
Enlargement of the pressure trends along the axis of the nozzle computed from viscous simulations for backward facing step test case;

of adaptive refinement. The resolution of the grid is correctly increased in the close proximity of shock-waves and
within rarefaction fans.

Fig. 7(a) reports pressure trends along the nozzle axis. The experimental measure is compared against the pressure
trend computed using the ideal gas law, the iPRSV EoS and FluidProp. Both the iPRSV EoS and the fluid model from
FluidProp are found to better represent the experimental measurements, thus confirming the occurrence of NICFD
behaviour.

5. Conclusions

For the first time, the capabilities of a Non-Ideal Computational Fluid Dynamics (NICFD) solver were assessed
against experimental results regarding flows of fluid in a non-ideal regime. Experimental data used for comparison
were collected using the TROVA facility at Politecnico di Milano. The NICFD solver from the SU2 open-source
suite was assessed for a set of exemplary NICFD flow-field that are relevant to ORC applications. These are the
supersonic flow in converging-diverging nozzle, representative of ORC supersonic stators; a diamond-shaped airfoil
at zero incidence in a supersonic flow, which is used to investigate the physics of oblique shock-wall and shock-shock
interactions in turbine cascades; a supersonic backward facing step, in which the formation of an oblique shock is
observed experimentally at the reattachment point past the step, resembling the formation of fish-tail shock waves at
the trailing edge of turbine blades.
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Numerical simulations are carried out using both the Euler equations for inviscid flows with negligible thermal
conductivity and the full Reynolds-Averaged compressible Navier-Stokes equations for non-ideal compressible tur-
bulent flows. In the considered shocked flows, grid adaptation is found to be key to capture the relevant flow features
using a reasonable amount of grid points. All these NICFD flows are fairly well simulated by the CFD solver, thus
confirming the validity of both the thermodynamic models and of the CFD implementation. The dilute, ideal gas
model is found to fail in reproducing the experimental values, even in mildly non-ideal conditions. The need for the
further development of NICFD solvers for ORC design is therefore confirmed.
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