
Accepted Manuscript

Integration of Wi-Fi mobile nodes in a Web of Things Testbed

Luca Davoli, Laura Belli, Antonio Cilfone, Gianluigi Ferrari

PII: S2405-9595(16)30063-7
DOI: http://dx.doi.org/10.1016/j.icte.2016.07.001
Reference: ICTE 40

To appear in: ICT Express

Received date: 30 April 2016
Accepted date: 21 July 2016

Please cite this article as: L. Davoli, L. Belli, A. Cilfone, G. Ferrari, Integration of Wi-Fi
mobile nodes in a Web of Things Testbed, ICT Express (2016),
http://dx.doi.org/10.1016/j.icte.2016.07.001

This is a PDF file of an unedited manuscript that has been accepted for publication. As a
service to our customers we are providing this early version of the manuscript. The manuscript
will undergo copyediting, typesetting, and review of the resulting proof before it is published in
its final form. Please note that during the production process errors may be discovered which
could affect the content, and all legal disclaimers that apply to the journal pertain.

http://dx.doi.org/10.1016/j.icte.2016.07.001


Integration of Wi-Fi Mobile Nodes in a Web of Things Testbed

Luca Davolia,∗, Laura Bellia, Antonio Cilfonea, Gianluigi Ferraria

aWireless Ad-Hoc and Sensor Networks (WASN) Lab
Department of Information Engineering

University of Parma, Italy

Abstract

The Internet of Things (IoT) is supposed to connect billions of devices to the Internet through IP-based
communications. The main goal is to foster a rapid deployment of Web-enabled everyday objects, allowing
end users to manage and control smart things in a simple way, by using Web browsers. This paper focuses
on the integration of Wi-Fi nodes, hosting HTTP resources, into a Web of Things Testbed (WoTT). The
main novelty of the proposed approach is that the WoTT integrates new nodes by using only standard
mechanisms, allowing end-users to interact with all Smart Objects without worrying about protocol-specific
details.
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1. Introduction

The ubiquity of Wi-Fi technology in modern sce-
narios and its interoperability with widely used ap-
plication protocols (e.g., HTTP) makes it a promis-
ing technology for the future. Wi-Fi guarantees
large-area coverage, high bandwidth, robustness,
and cost-effectiveness. An interesting paradigm
that is gaining significant momentum is the Inter-
net of Things (IoT), i.e., a technology scenario in
which billions of devices can be connected to the
Internet through IP-based communications. There-
fore, the IoT is likely to face challenges similar to
those historically faced by the Internet. The im-
plementation of IoT systems has the double ob-
jective of lowering the entry barrier in connecting
things to each other and to the Web, promoting a
rapid deployment of Web-enabled objects and giv-
ing end-users simple methods by which to access
things. To achieve this, one can leverage existing
HTTP- and Wi-Fi-based infrastructures, following
two different approaches for connecting things to
the Web: i) make a physical object smart by at-
taching to it an IoT node, then take advantage of
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its built-in sensors and actuators (e.g., a tempera-
ture sensor installed on a window); ii) modify the
physical object itself by electrically connecting an
IoT node, thereby offering connectivity to actua-
tors of the physical one (e.g., connect a lamp to a
Wi-Fi node to create a smart lamp remotely man-
ageable via HTTP). Moreover, research in the IoT
field has been first focused on how to build IP-
based architectures in Wireless Sensors Networks
(WSNs), generally involving IP adaptations to en-
able resource-constrained things to be seamlessly
connected to the Internet through lossy networks.

Wi-Fi technology adoption seems to be a good
solution in some IoT scenarios (e.g., video monitor-
ing). This observation motivates this work, which
describes the integration of Wi-Fi nodes in an ex-
isting and already-deployed testbed, denoted as a
Web of Things Testbed (WoTT) [1], composed of
heterogeneous nodes hosting resources that can be
accessed through the Constrained Application Pro-
tocol (CoAP) [2]. The integration of new Wi-Fi
nodes hosting HTTP resources, using only standard
mechanisms, dynamic nodes and resources discov-
ery paradigms, represents the main novelty of the
proposed approach, which allows end-users to eas-
ily interact with all Smart Objects (SOs), without
worrying about specific protocol translation needs.
The rest of the paper is organized as follows. In
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Section 2, an overview on related works on the in-
tegration of Wi-Fi-based WSNs in IoT scenarios is
provided. In Section 3, all deployed modules of the
proposed approach are detailed. Finally, in Sec-
tion 4, some conclusions are drawn.

2. Related Works

In recent years, the theme of integrating Wi-Fi
technology in IoT scenarios has been widely ana-
lyzed, often in a comparative way with respect to
other existing RF techniques. In [3], the ZigBee
protocol [4], widely used in WSNs, has been com-
pared with Wi-Fi-based systems in IoT and Smart
Grid scenarios. ZigBee is a low-power, low-rate and
short-range technology that relies, at the bottom
layers, on the IEEE 802.15.4 standard. The lat-
ter, however, suffers from some limitations, such
as low data transmission rate. Wi-Fi-based WSNs,
instead, provide some significant advantages: i)
high bandwidth, support for real-time and low-
delay communications; ii) large coverage (e.g., 50
m range for ZigBee nodes, 100 m indoor to 300 m
outdoor for Wi-Fi technology); iii) robustness, with
quick installation and reliable fault-recovery; iv)
cost-effectiveness, as hardware cost is reduced us-
ing pre-existing Wi-Fi infrastructures. A compari-
son between IEEE 802.15.4 systems with a 6LoW-
PAN adaptation layer and low-power Wi-Fi is car-
ried out in [5]. The recent development of power-
efficient Wi-Fi components has the advantage of
easy integration with existing infrastructures and
built-in IP network compatibility, thus offering key
cost savings and faster deployment. These features
motivate the adoption of Wi-Fi technologies for all
applications with real-time requirements, for which
response time and reliability become critical. In [6],
it is shown that, considering high OSI layers, Wi-Fi
modules can achieve long battery lifetime, despite
the use of HTTP over TCP/IP. For this reason,
standards and paradigms already employed on the
Web can be leveraged to manage resources of SOs,
with the further advantage of no need for protocol
translation. This fosters the creation of fully Web-
enabled devices [7], through the adoption of Inter-
net protocols for constrained devices (e.g., CoAP).
Nevertheless, an approach in which an HTTP re-
quest obtains, as a response, an HTML document
with a graphical representation of the resource, is
heavy for both client and server, which must to
parse and generate a complete HTML document,

respectively. This evidence motivates the novel ap-
proach proposed in this work, in which a lighter
paradigm for resource representation is used and an
external entity for nodes and resource discovery is
deployed. In [8], WebPlug is proposed to represent
HTTP resources introducing some ontology-related
concepts. However, this solution seems to be in
conflict with known axioms of Uniform Resource
Identifier (URI) representation and requires HTTP
nodes to handle another REST-like paradigm, in-
stead of reusing those adopted by CoRE WG [9].

3. Implementation

3.1. Architecture

The goal of the proposed architecture, whose
main component modules are shown in Fig. 1, is
to exploit the basic concept of the IoT, integrating
Wi-Fi-based devices in the WoTT testbed, mainly
composed of CoAP-enabled IEEE 802.15.4 nodes.

Figure 1: Overview of the proposed architecture.

3.1.1. Resource Directory Module
The Resource Directory (RD) module [10] acts

as an information repository for resources hosted
by the endpoints in an IoT network. An endpoint
is an IP-enabled entity associated with an address
and a port: therefore, a physical node can host one
or more endpoints, each one owning one or more
resources. The RD is also able, in conjunction with
a proxy module, to handle requests through differ-
ent application protocols (e.g., HTTP and CoAP).
In the proposed architecture, all endpoints adver-
tise themselves through the JmDNS library [11], a
Java-based implementation of the mDNS discovery
protocol, regardless of the supported application
protocol, so that resources hosted by endpoints are
automatically added to the RD.
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3.1.2. Node Manager Module
The Node Manager module is a Java-based en-

tity managing the communication with all nodes
integrated in the WoTT. It is composed of several
sub-modules. (i) The HTTP Poller, implemented
using the Jetty library, retrieves the list of avail-
able HTTP resources from the RD, looking for the
desired ones accordingly with CoRE interface (if )
and resource type (rt) attributes. Once the re-
source address is retrieved, the HTTP Poller starts
the interaction with them. Because the CoAP-
defined observe option is not natively supported
by HTTP, the module must send periodic HTTP
GET requests to the available HTTP resources.
(ii) The CoAP Fetcher, implemented with the Cal-
ifornium (Cf ) library, is responsible for interacting
with CoAP-based endpoints. (iii) The Executor
module processes the responses received by other
modules (encoded in JSON format to allow a light
data exchange) and decides the actions to be per-
formed, if the responses satisfy some criteria (e.g.,
forwarding the obtained data to the Cloud [12] or to
remote processing infrastructures [13] [14], or mak-
ing new requests to an actuator in the WoTT).

3.1.3. Wi-Fi Nodes
Among many options, the Wi-Fi node integrated

in the WoTT is the TI SimpleLink Wi-Fi CC3200
LaunchPad [15]. This board is equipped with two
processors, which control the integrated Web server
and the TCP/IP stack for networking operations,
and a radio interface through the IEEE 802.11
b/g/n protocol. The board is also equipped with
temperature and three-axis accelerometer sensors:
sensed values can be extracted by means of inter-
nal prioritized tasks. The LaunchPad board has
been chosen because it is one of the most complete
devices available for IoT application development
and can be battery powered. These features make
it mobile, thus increasing the heterogeneity of the
WoTT.
To smartly manage the new Wi-Fi node, the pro-
posed networking architecture abides by the follow-
ing principles: the internal representation of the re-
source list and the representation of the values of
each sensor must be maintained on the LaunchPad
board. The former aspect has been solved by “re-
engineering” the board and enabling to create, at
start-up time, a new HTTP resource reachable at
/.well-known/core URI: this represents the entry-
point used for resource discovery and returns the
list of all available HTTP resources in CoRE Link-

Format fashion [16], in which each resource is de-
scribed by its URI, if and rt CoRE attributes. Fur-
thermore, the criticality related to the representa-
tion of the resource values is because, by default,
the LaunchPad node responds to an HTTP GET
request encapsulating the last retrieved value into
an HTML page, which is difficult to read and parse.
Considering this observation, in the proposed ap-
proach the measured value is written in a text file
by using the JSON format. This solution is more
readable, lightweight, and easily interpreted than
that provided by TI.

3.2. Use Case

The proposed architecture has been tested by
implementing the Wi-Fi node-based IoT-based
surveillance system shown in Fig. 2: a security cam-
era takes a snapshot of a monitored environment if
a sensor detects an unexpected presence.

Figure 2: IoT-based surveillance infrastructure.

The system is managed by the Node Manager mod-
ule running on a Raspberry Pi 1 Model B, which
starts querying the RD to discover the movement
sensor and the surveillance camera. The former
is handled by the accelerometer sensor on the TI
LaunchPad Wi-Fi board, which is installed on the
door in the supervised environment. The board
starts advertising itself, to be discovered by the RD
module. The camera entity is represented by an-
other Raspberry Pi 1 Model B, already integrated
in the WoTT testbed and equipped with a PiNoIR
camera module (able to see in the dark with in-
frared lighting), running a built-in HTTP server
(written in Python language) and a CoAP server
(written with Cf library). Both of these servers
allow the capture of pictures upon a request to spe-
cific URIs. First, the Node Manager discovers the
movement resource on the Wi-Fi node, identified by
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the CoRE attributes if=core.s and rt=accl, and the
surveillance camera, with if=core.s and rt=camera.
The HTTP Poller then starts to periodically poll
the LaunchPad board with HTTP GET requests,
whose responses are finally handled by the Execu-
tor module. The current value received from the
Wi-Fi node is then compared with two thresholds
and, if a movement is detected (namely, the accel-
eration intensity is above a pre-set threshold), the
Executor asks the CoAP Fetcher module to send a
synchronous CoAP GET request to the Raspberry
Pi board handling the surveillance camera, which
captures a new snapshot (at a resolution of 320×240
px) and forwards it back to the Executor module.
In Table 1, the experimentally measured times (in
terms of average values and standard deviations),
with reference to the different steps highlighted in
Fig. 2, are shown.

Operation
Average

Duration [s]
Standard

Deviation [s]
Intrusion sensor

polling (steps 3–5) 0.91 0.24

Snapshot request
(steps 6–7) 1.7 0.47

Table 1: Measured times.

The choice to send a CoAP request, instead of an
HTTP one, is to highlight the heterogeneity of the
analyzed use-case and of the proposed architecture,
in which there is no physical connection between
the Wi-Fi board and the camera, because they in-
teract only owing to the presence of the RD.

4. Conclusions

In this paper, we have introduced a novel ap-
proach to integrate Wi-Fi nodes into a Web of
Things testbed (denoted as WoTT), in which the
use of a Resource Directory module, endpoints
and resource discovery mechanisms, in conjunc-
tion with a CoRE Link-Format resource representa-
tion, makes the proposed architecture scalable and
lightweight, because HTTP and CoAP resources on
heterogeneous devices are managed in a similar way.
Future developments will involve the adoption of
the Webhooks approach [17].
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