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Smart cities are part of the ongoing advances in technology to provide a better life quality to its inhab-
itants. Urban mobility is one of the most important components of smart cities. Due to the growing num-
ber of vehicles in these cities, urban traffic congestion is becoming more common. In addition, finding
places to park even in car parks is not easy for drivers who run in circles. Studies have shown that drivers
looking for parking spaces contribute up to 30% to traffic congestion. In this context, it is necessary to pre-
dict the spaces available to drivers in parking lots where they want to park. We propose in this paper a
new system that integrates the IoT and a predictive model based on ensemble methods to optimize the
prediction of the availability of parking spaces in smart parking. The tests that we carried out on the
Birmingham parking data set allowed to reach a Mean Absolute Error (MAE) of 0.06% on average with
the algorithm of Bagging Regression (BR). This results have thus improved the best existing performance
by over 6.6% while dramatically reducing system complexity.
� 2020 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The continuous growth of the urban population favored by the
massive rural exodus pushed cities towards the optimization of
their urban resources. In this regard, the will of cities actors and
the progress in information and communication technologies
(ITC) gave birth to the ‘‘smart cities” (Bélissent, 2010). The advent
of smart cities is a growing global trend. They aim to integrate ICT
solutions to improve the quality of life of its citizens and their
interaction with government officials. Thus, traffic and urban
mobility are one of the major problems of urban development.
They face many challenges of sustainable mobility in face of
increasing demand of parking spaces especially those related to
the limitation of capacity of the city’s transport, traffic and parking
systems. One of the typical smart city illustrations is the use of
public transport applications and the provision of custom informa-
tion routines to users. For the design of these applications (usually
with support for mobile devices), valuable information must be
provided by users to optimize their movement. At the same time,
transport companies are forced to improve the quality of services
provided to meet the challenges of smart urban mobility.

The urban mobility in smart cities highlights several issues that
are anchored on sustainable development, which aims to make
them more attractive, more ecological and more economical while
strengthening the social link. Currently, some smart tools help dri-
vers by reporting phenomena such as traffic jams, accidents or
even road conditions (Tang and Gao, 2005; De Fabritiis et al.,
2008). The rise in urban mobility is accentuated by the increasing
number of journeys in personal means compared to the often pre-
carious public transport. This growth in urban mobility is causing a
huge number of vehicles that make traffic and even parking more
tedious in the face of these sustainable development issues (Jin
et al., 2014). This directly affects driver activity by the wasted time
they spent to find available parking spaces, the disruption of urban
traffic flow and the increased pollution in cities. According to
(Zheng et al., 2015), 30% of traffic jams are caused by vehicles in
search of parking. In this context, knowing in advance the available
parking spaces would overcome this problem. Machine learning
techniques would be the best tools for predicting this availability
with great precision (Zantalis et al., 2019; Camero et al., 2018).

Different machine learning applications have been proposed in
the literature to predict parking spaces, these methods vary in the
types of collected data and also in the used methods to analyze
es with
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these data. Some works used as data the captured images in real
time (Xiang et al., 2017) comparable to simple sensor systems.
These images have always been processed in real time by algo-
rithms such as deep learning (Amato, 2017; Almeida et al., 2015;
Bachani et al., 2016; Amato et al., 2016) to give users real-time
availability. These models based on real time already have several
drawbacks namely: images are more complex to analyze. Our sys-
tem overcomes this problem by introducing a data centric-IoTs for
data collection, analysis and processing. Our predictive data analy-
sis system must be strengthened from time to time by the most
recent data to adjust and update the prediction. The authors
(Stolfi et al., 2017; Camero et al., 2018) had to deal with this type
of data by using the very complex algorithms often specialized in
image processing (Convolutional Neural Network ‘‘CNN”). In short
even if performance is improved, they remain to be optimized not
only in terms of complexity but also in terms of performance and
execution time. In this paper, we introduce a model based on
ensemble methods which is able to overcome the above mentioned
problem. Basically in this work, we propose a data-centric
approach that aims to predict parking space availability for a given
city parking. The proposed system uses machine learning tech-
niques and also integrates different connected sources of informa-
tion (IoT). The main sources of data used for the test of our model
comes from car parks in Birmingham city. For the predictions, dif-
ferent regression techniques were used to predict a parking lot
availability for a given time. Interesting results were obtained with
predictors based on different regression techniques.
1.1. Research contributions

The key contributions of this work are:

� The integration of an IoT-based system in smart cities and par-
ticularly in the case of smart parking;

� The global system uses ensemble model to predict the availabil-
ity of places in a smart parking;

� The optimization of different ensemble-based models for pre-
dicting availability rate in smart parking;

The rest of this paper is organized as follows: Section 2 explains
the related work. Section 3 will present IoT and predictive analysis
for smart cities challenges. Section 4 details the proposed method-
ology. In Section 5, the obtained results are analysed and discussed.
Finally, Section 6 concludes this work.
2. Related work

This section is devoted to the literature review and aims to clar-
ify through the readings, the main terms, concepts and currents of
thought related to the field of parking. Parking is a very large sub-
ject; for this purpose, this section focuses on the elements related
to the specific objectives of this paper.

In Seong-eun et al. (2008), the parking management system is
broken down into two subsystems. A first vehicle detection system
(VDS) and a second vehicle management system (VMS). The VDS
detects the status of the parking spaces and sends the collected
information to the VMS subsystem to provide to drivers. Another
intelligent parking management system is proposed in Kumar
et al. (2007). The authors of Kumar et al. (2007) compare the use
of different types of sensors (acoustics, light sensors and magnetic)
for parking management. Information from different types of sen-
sors is sent to a central server in a finite time. Some authors such as
(Gandhi and Rao, 2016) developed prototype using sensor circuit,
RFID and IoT to detect the car details and then used IR sensor to
find the presence of the car so that all details are accessed from
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remotely through IoT. The RFID-based technique has also been
used by Pawowicz et al. (2019) to improve traffic control manage-
ment in smart city but the problem of prediction will still remains
with this technology. In Giuffr et al. (2012), the authors proposed a
smart parking system, called Intelligent Parking Assistant (IPA).
Their system relies mainly on the use of sensor networks in intel-
ligent parking management. However, this work does not take into
account machine learning algorithms and the advantages of IoT.

Alkheder et al. (2016) introduced a smart parking system for
shopping malls in the city Abu Dhabi, especially on weekends, hol-
idays and even weekdays. In this article (Rajabioun and Ioannou,
2015), the authors have developed a self-regressive model space-
time vector that can be used to predict the evolution of the avail-
ability of parking for on-street and off-street parking at the driver’s
expected arrival time. The project takes into account temporal cor-
relations in parking availability as well as spatial correlations. It is
used to recommend the parking location having the highest prob-
ability. They used real-time parking data from the San Francisco
area to evaluate the results and verify the model. Bachani et al.
(2016) presented a comprehensive analysis of the crucial aspects
of the design of an intelligent parking system, namely the selection
of sensors and the optimal position of their deployment for accu-
rate detection.

Amato (2017) proposed an intelligent parking system based on
computing vision, they used deep learning to determine the avail-
ability of spaces in a parking lot. Their system is compared with
two methods that exist in the literature PKLot (Almeida et al.,
2015) and CNRPark-EXT (Amato et al., 2016). Xiang et al. (2017)
proposed an approach for detecting real-time parking occupancy
at gas stations using Haar-AdaBoosting and CNN algorithms.
Another case study of deep learning concerns (Shoeibi and
Shoeibi, 2019) which introduced an automated valet parking based
on hybrid robotic valets in smart parking and helps to optimize the
usage of parking space with Deep Q-Learning which as a reinforce-
ment learning method. The Paper (Mago and Kumar, 2018) pro-
posed a model for design of an optimized parking management
system based on advanced video processing techniques which will
be useful for assigning vehicles to the outdoor parking number
available at the entry point. His method allows a real-time dicta-
tion which is far from the objective of predictive analysis which
aims to anticipate real time. In Camero et al. (2018), the authors
presented a new technique based on deep learning with recurrent
neural networks to process the parking occupancy rate forecast.
The same authors in Stolfi et al. (2017) proposed a study of parking
occupancy data in order to test several forecasting strategies such
as: polynomial adjustment, fourier series, k-means grouping and
time series. The models built by this different authors are still crit-
ical, don’t take into account emerging technologies such as IoT and
could be the subject of improvement; which led to rest of this
work.

In this paper we propose a parking management architecture
where we propose a new method for predicting available parking
spaces using a combination between the trio of smart city, IoT
and machine learning which are neglected parking management
architectures proposed in the above works.
3. IoT and predictive analysis for providing the smart cities
challenges

3.1. Smart cities challenges

The concept of smart city is quite new and represents a new
approach to urban development. This one promotes the integration
of new information and communications technology (ICT) in the
management of cities to effectively meet the needs of citizens.
. Cherif et al., Improving parking availability prediction in smart cities with
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Fig. 2. Services types provided by ITS.
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The idea of the intelligence of a city is therefore to improve the
quality of services and urban interactivity while minimizing costs
and resources. Smart cities, for example, help to improve relations
between citizens, service providers and governing authorities.
Generally, a smart city relies on the following three streams as
illustrated in the Fig. 1:

� Logistics flow: Logistics flow in a ‘‘smart city” corresponds to
urban traffic systems(UTS).

� Energy flows: In urban areas, they correspond to all energy
transfers from the production sources to the distributors and
then to the use entities (vehicles, homes, public lighting, charg-
ing stations, etc.).

� Data flow: With the arrival of new technologies in cities (smart
phones, sensor networks, vehicles, demotic and building sys-
tems, etc), a lot of data from different applications is stored
and can be transformed into knowledge.

A smart city can be improved with the mechanisms of IoT and
intelligent transport system (ITS). Indeed, the concepts of IoT and
ITS can offer valuable real-time information to smart city players.
For example, in Fig. 2, we illustrate the various services provided
by ITS in a smart city. Among these challenges, many are related
to the problem of smart parking and thus challenge the Internet
of Things and predictive analysis.

3.2. IoT and predictive analysis for smart parking challenges

The Internet of Things (IoT) is speeding up the pace of innova-
tion in the transport sector, particularly with regard to smart park-
ing and urban mobility. Today, many smart car parks are equipped
with connected systems that allow drivers to view their smart-
phone apps, set directions, use roadside assistance, open doors
remotely, and locate free parking spaces. Thus, the Internet of
Things will also bring to the automotive sector novelties of which
we have not yet the slightest idea. However, any new technology
involves new challenges including: technology complexity, secu-
rity, privacy, data management and analysis (Arasteh et al., 2016;
Mainetti et al., 2015; Kubler et al., 2016).

Are we not already drowned in the data? the IoT will produce
even more data, adding additional complexity to our enterprise
information management systems. Indeed, fully functional IoTs
such as intelligent parking systems can generate a large amount
of data. These so-called data-centric IoTs have focused on all
aspects of data flow, including collection, processing, storage and
visualization (Jin et al., 2014).

The massive volume of data poses challenges associated with
the collection of these data, their processing, storage, management
Fig. 1. Components of smart city.
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and manipulation. Advanced scanning technologies will be needed
to provide relevant information from the data generated by the
connected instruments. It will also open up new opportunities to
optimize business processes, offering new features for e-
government, supply chain and urban transport management. Data
capture and analysis will be maximally effective if capture, analy-
sis, and delivery is done from a cloud-based system. It is the case of
the automatic management system of intelligent parking. In the
next section, we will present our ensemble-based model to opti-
mize the prediction of space availability in smart parking
(Arasteh et al., 2016; Mainetti et al., 2015).
4. Methodology

4.1. System model of smart parking

The intelligent parking system is an intelligent parking system
that uses a detection device to define the occupancy rate of the
parking space. It helps the driver to park safely and informs him/
her of the availability of parking spaces through appropriate vehi-
cle management. Thanks to intelligent technologies, optimized
parking can reach the city centre. A sensor system indicating to dri-
vers where the nearest free parking space is located has already
been successfully tested in multi-storey car parks. Street tests are
currently underway. In San Francisco, CA, 6000 sensors have been
embedded in the asphalt and are working in conjunction with an
application and a GPS (Lin et al., 2017; Rodier and Shaheen,
2010). An advanced smart parking system architecture needs to
have the following elements:

i) Sensor,
ii) Gateway hardware;
iii) Server/Cloud;
iv) Mobile application.
as shown in the Fig. 3.

4.2. About ensemble-based models

Ensemble-based prediction methods combine several indepen-
dent basic models that are in most cases decision trees or neural
networks. Each of these basic models provides an alternative
. Cherif et al., Improving parking availability prediction in smart cities with
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Fig. 3. Smart parking system.
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prediction of the problem and the final prediction is a combination
(usually by weighted or unweighted vote) of alternative
predictions.

The prediction technique by combining the predictions of a set
of individual base models generally allows for more stable and
accurate output prediction because the error is much smaller than
that provided by one of the individual base models which form the
overall model. Indeed, the final ensemble-based model corrects the
errors made individually by the basic models to drastically reduce
the total error. To be effective, the basic models should be forced to
fulfill two conditions namely to be independent and to be weak
models.

The initial idea was to divide the training data D into n basic
data to train n modelsm1;m2, . . .mn. But this technique was quickly
exceeded because it promotes under-fitting when n becomes high.
To overcome this limit, there are methods of re-sampling the train-
ing data into n independent and larger data sub-samples to gener-
ate weak models. To do this, various techniques among which the
most used known are: bagging and boosting.

Thus, the most favorable algorithms for these conditions are
unstable algorithms such as decision trees and neural networks,
a slight modification of which in the data set makes it possible
to obtain a different model. The Fig. 5 illustrates the flow chart
of a prediction system from a set-based model. In the rest of
this part we will present our basic model which are the deci-
sion trees, then the two techniques of sampling (bagging and
boosting) and finally our three models of set namely Random
Forest regressor, Gradient boosting regressor and Adaboost
regressors.
4.3. KNN for regression

KNN is a lazy learning algorithm that uses a non-parametric
method to solve a classification or regression problem (Pow
et al., 2014). It assigns the class or regression value by averaging
the nearest k neighbor values, for numeric instances, or applying
the majority vote for k neighbors, if the instance values are cate-
gorical. After selecting the k nearest neighbors, the value can be
predicted either by averaging the k neighbor outputs (uniform
weighting) or a weighted sum defined by a function (Sinta et al.,
2014; Imandoust and Bolandraftar, 2013).
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4.4. Decision trees

The prediction tree technique relies on the use of the tree to
represent the recursive partition of the initial total space. Each of
the terminal nodes, or leaves, of the tree represents a cell of the
partition and is associated with a simple model that applies only
to that cell. To better understand, consider a regression problem
with a continuous output variable Y and two independent variables
X1 and X2. We are inspired by the fact that we have to divide to
better reign, to first divide our space into two regions and model
the Y response (mean of Y) individually in each region. Then we
continue to split each individual region into two more regions
and continue the process until a stop rule is met (Faris et al.,
2019). To generalize the previous case: consider a regression prob-
lem consisting of p entries with a single output variable. For exam-
ple, we have k instances, each instance being composed of
ðyi; xi1 ; xi2 :; xij ; ::; xip Þ for i ¼ 1;2; . . . ; k; j ¼ 1;2; . . . ; p. In terms of pre-
dicting the availability rate of places in a smart car park, yi can be
the availability rate at parking i; ðxi1 ; xi2 ; . . . ; xij ; . . . ; xip Þ are relevant
variables for the rate time of predicted availability, such as time,
date, capacity, identifier, or other factors. The characteristic space
is partitioned into M regions E1; E2; . . . ; Em. In other words, the
regression tree divides the traffic conditions into categories based
on the value of the input parameters and models the response (de-
pendent variable) individually for each category. The answer for
each region is often treated as a Cm constant.

minimizeðSSEÞ ¼
XEm
Ek¼1

Xn
i¼1

ðyi � CkÞ2 ð1Þ

minimize SSEþ ajTj ð2Þ
Since the optimization criterion consists in minimizing the sum of
squares, the best Cm is only the mean of yi in the Rm region
(Zhang and Haghani, 2015). To find the optimal region we use a cost
complexity parameter ðaÞ which penalizes our objective function in
Eq. (1)for the number of terminal nodes of the tree ðTÞ as in Eq. (2).
To choose the best division variable and the dividing point, a greedy
algorithm was implemented. For each division variable, the best
division point can be determined by scanning all possible values,
this should be done very quickly. By browsing all the input
. Cherif et al., Improving parking availability prediction in smart cities with
nd Information Sciences, https://doi.org/10.1016/j.jksuci.2020.01.008
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variables, it is possible to find the best pair of split variable and split
points. A single regression tree is the basic model for the powerful
Random Forest and Gradient Boosting Regression trees methods.

4.5. Ensemble-based models for regression

The general idea of the whole is summarized in Fig. 4 which
shows that these models are based on three main stages namely:
bootstrapping, intermediate modeling and aggregation. The boot-
strapping consists in dividing all data D into n data D1;D2, . . ...,
Dn. From each data set Di we will construct an intermediary regres-
sor Ri and the final regressor will be an aggregation of the interme-
diate regressors Ri. From this general idea will be born several
methods among which the most powerful are the bagging used
in the Random Forest algorithm and the Boosting used by Gradient
Boosting and Adaptive Boosting.

4.6. Bagging method

4.6.1. Bagging Regression (BR)
The term bagging comes from the contraction of Bootstrap

Aggregating. We present this family of methods in a regression
context, but they also extend very easily to supervised classifica-
tion. We denote by ðX;YÞ a random vector representing the learn-
ing data where X takes its values in Rp and Y in R. We denote
Dn = ðX1;Y1Þ; . . . ; ðXn;Yn) a sample independent and equally dis-
tributed. and with the same law that ðX;YÞ and m̂ðxÞ ¼ E½Y jX ¼ x�
the regression function. For x 2 Rp, we consider the mean squared
error of an estimator m and its bias-variance decomposition as
follows:

ðm̂ðxÞ �mðxÞÞ2 ¼ ðEm̂ðxÞ �mðxÞÞ2 þ Vðm̂ðxÞÞ ð3Þ
They consist in aggregating a number B of models m̂1; m̂2, . . ., m̂B

such that:

m̂ðxÞ ¼ 1
B

XB
k¼1

ðm̂kðxÞÞ ð4Þ

and we have:

Em̂ðxÞ ¼ Em1ðxÞ ð5Þ
and

Vðm̂ðxÞÞ ¼ 1
B
Vðm1ðxÞÞ ð6Þ
Fig. 4. Ensemble-based Model.
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The bias of the aggregate model is therefore the same as that of
the m̂k but the variance decreases. Of course, in practice it is almost
impossible to consider independent models m̂k insofar as they all
depend on the same sample Dn. The bagging approach is to try to
mitigate the dependency between the models that are aggregated
by building them on bootstrap samples.

Algorithm1 Bagging Regressor (BR)

Input:
� xthe observation to predict;
� dnthe observation;
� Bthe number of Trees;
� m 2 Nthe number of candidate variables to cut a node.

Output: the estimator m̂ðxÞ ¼ 1
B

PB
k¼1m̂kðxÞ

1: for k ¼ 1 to B do

2: Draw a bootstrap sample dknin dn
3: Adjust the regressor on this bootstrap sample m̂ðxÞ.
4: end for

4.6.2. Random forest regression (RFR)
Random forest is nothing more than a particular bagging

method consisting of an aggregation of trees based on random
variables. Most often, trees are built with the classification and
regression tree (CART) algorithm whose principle is to recursively
partition the space generated by the explanatory variables in a
dyadic way. More precisely, at each stage of the partitioning, a part
of the space is cut into two sub-parts according to a variable Xj

(Zhang and Haghani, 2015).

Algorithm2 Random Forest Regressor (RFR)

Input:
� xthe observation to predict;
� dnthe observation;
� Bthe number of Trees;
� m 2 Nthe number of candidate variables to cut a node.

Output: hðxÞ ¼ 1
B

PB
k¼1hðx; yÞ

1: for k ¼ 1 to B do
2: Draw a bootstrap sample in dn
3: Construct a CART tree on this bootstrap sample, each

cutoff is selected by minimizing the cost function of CART
over a set of mrandomly selected variables among the
p. We note hð:; kÞthe built tree.

4: end for

4.7. Boosting method

In the state of the art of machine learning, boosting is proving to
be one of the most effective ideas of the past three decades and
continues to be the subject of abundant literature (Freund et al.,
1999; Freund and Schapire, 1996). As the name implies, the gen-
eral principle of boosting is to build a family of models that are
then aggregated by a weighted average of estimates (in regression)
or a majority vote (in classification). Unlike the above bagging
method, in boosting the classical increase in subset creation is
not random. The general idea of most boosting methods is to train
predictors sequentially, each trying to correct its predecessor
(Géron, 2017). The performance depends on the performance of
previous models as each new subset is iterated on the previous
contained elements that could have been misclassified by previous
models. AdaBoost and Gradient Boosting are among the most pop-
ular boosting methods.
. Cherif et al., Improving parking availability prediction in smart cities with
nd Information Sciences, https://doi.org/10.1016/j.jksuci.2020.01.008
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4.7.1. Adaptive boosting regression (ABR)
The adaptive boosting method is based on the fact that a new

predictor to correct the error of its predecessor simply pays a little
more attention to the training instances under which the predeces-
sor has adapted. The result is new predictors that focus more and
more on difficult cases. For example, to create an AdaBoost classi-
fier, consider a first classifier that is nothing more than a decision
tree. This primitive tree formed is used to make predictions on the
set of formations. The weight corresponding to the misclassified
training instances is then increased. A second classifier is then
formed based on these updated weights (Mishra et al., 2017).
The second classifier again makes predictions about the training
game. The weights are then updated, and so on. Once all the pre-
dictors have been formed, the set makes predictions very similar
to bagging or pasting operations. The only difference is that the
resulting predictors have different weights based on their overall
accuracy over the weighted training set (Géron, 2017). The process
of Adaptive Boosting is presented in the Algorithm3.

Algorithm3 AdaBoosting Regressor (ABR)

Input:
� xthe observation to predict;
� dn ¼ ðx1; y1Þ; . . . ; ðxn; ynÞthe sample;
� the weak rule;
� Mthe number of iterations.;

Output: the estimator ĝMðxÞ
1: Initialization:

g0ð:Þ ¼ argminxf ðxÞ ¼
1
n

XM
m¼1

Lðyi; cÞ

2: for m ¼ 1 to M do
3: Calculate the opposite of the gradient @

@y Lðy; gÞ- and
evaluate it at points gm1

ðxiÞ :

Ui ¼ � @lðyi; gmðxiÞÞ
@gðxiÞ

� �
gðxi Þ¼gm�1ðxiÞ

; i ¼ 1; . . . ;n:

4: Adjust the weak rule on the sample ðx1;U1Þ; . . . ; ðxn;UnÞ,
we notice hm the rule thus defined.

5: Update: gmðxÞ ¼ gm�1ðxÞ þ khmðxÞ
6: end for

4.7.2. Gradient Boosting Regression (GBR)
Another very popular reinforcement algorithm is gradient

enhancement. Gradient Boosting works similarly to AdaBoost by
sequentially adding predictors to a set, so that everyone tries to
correct the errors of its predecessor. However, instead of adjusting
the instance weights at each iteration, as AdaBoost does, this
method tries to fit the new predictor to the residual errors commit-
ted by the previous one (Géron, 2017).

Algorithm 4 Gradient Boosting Regression (GBR)

Input:
� xthe observation to predict;
� ha weak rule,
� dn ¼ ðx1; y1Þ; . . . ; ðxn; ynÞthe sample;
� ka regularization parameter such as 0 < k < 1;
� Mthe number of iterations.;

Output: the estimator ĝMðxÞ ¼
PM

m¼1amgmðxÞ
1: Initialization: Initialize the weight distribution of training

data by wi ¼ 1
N ; i ¼ 1;2; . . . ;N
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2: for m ¼ 1 to M do
3: Adjust the weak rule on the sample dn weighted by the

weights w1; . . . ;wn, we note gmðxÞ the estimator resulting
from this adjustment.

4: Compute em ¼
PN

i¼1
wi �1yi¼gm ðxÞP

i¼1
nwi

5: Compute am ¼ logð1�em
em

Þ.
6: Readjust the weights:

wi ¼ wi � expðwi � 1yi¼gmðxÞÞ; i ¼ 1; . . . ;N

7: end for

Algorithm 4 (continued)
5. Experimental results and discussion

In this subsection, we will detail the experiments of the process
of parking availability prediction based on ensemble method.

5.1. Dataset

As shown in Fig. 5, our global predictive system consists of
several phases. The first step consists of collecting data from
the sensors installed in the different smart parkings. At this
level, the data is collected in parking database as a csv file.
The data analyzed in this paper comes from the Birmingham
car park and was first used in Camero et al. (2018) and Stolfi
et al. (2017) comprising valid occupancy rates of 29 car parks
operated by NCP (National Car Parks) in the city of Birmingham
in the U.K. Birmingham, which is a major city in the West
Midlands of England, standing on the small River Rea. It is
the largest and most populous British city outside London, with
an estimated population of 1,124,569 as of 2016 (Camero et al.,
2018). Several cities in the U.K. have been publishing their open
data to be used, not only by researchers and companies, but
also for citizens to better know the place where they live.
The Birmingham data set is licensed under the Open Govern-
ment License v3.0 and it is updated every 15 min from 8:00
AM to 4:30 PM (18 occupancy values per car park and day).
In our study, we worked with data collected from Oct 4,
2016 to Dec 19, 2016 (11 weeks) which is available on UCI
machine Learning Repository (Camero et al., 2018; Stolfi et al.,
2017).

The selection of relevant data consists in eliminating irrelevant
and redundant information (Khurana and Saxena, 2018; Sharma
and Mir, 2019). For the Birmingham Parking Database, the features
considered relevant to the problem are: SystemCodeNumber is an
alphanumeric code that identifies a car park. LastUpdated: contains
the date and time of the last update for occupancy data for each
parking block. Schedules are recorded between 8:30 am and
6:30 pm. Capacity: contains the capabilities of each car park. Occu-
pancy: contains the occupations of each car park which are
updated every 30 min. Other features such as the occupancy rate
and the exit rate of each parking lot were not considered in this
work.

From these features we have generated a specific feature called
the availability rate that we have noted AVR which is the ratio of
the capacity minus the occupation at time t of the date d, on the
capacity of the parking lot. In our case, it is calculated by the fol-
lowing formula:
. Cherif et al., Improving parking availability prediction in smart cities with
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Fig. 5. Global ensemble-based System for Real-time Parking availability Prediction.
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AVRpðtÞ ¼
Capacityp � OccupancypðtÞ

Capacityp
ð7Þ

As an example, car park ‘‘BHMBCCMKT01” has a capacity of 577
parking space, the 04/10/2016 at 07:59:42 it has an occupancy of
61, so we can deduce are occupancy rate at this time which is
61/577 and is 10.57%. The availability rate in this car park at this
time of this date is 89.43% and shows that the user can easily park
in this parking at this time without harming the traffic. Fig. 6 illus-
trates the distribution of park availability rate according to the day
time Fig. 6a, then by day of week Fig. 6b and finally according to
each park lot Fig. 6c. Knowing these availability rates in real time,
we are now looking to predict future availability rates without
knowing occupation using machine learning algorithms. The avail-
ability rate of parking spaces is the fifth variable of our problem
which will be our label.
5.2. Performance measures

In order to build an optimal approach, we compared the perfor-
mance of different models using three main measures: the mean
absolute error (MAE), the r-square (R2) and the root mean square
error (RMSE). The three terms can judge the difference between
Fig. 6. Distribution of th
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the real and predicted parking availability rates in different
aspects. They are calculated as follows: (Xu and Ying, 2017)

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1
ðAVRi;p� AVRiÞ2

N � 1

s
ð8Þ
MAE ¼
XN

i¼1
jAVRi; p� AVRij

N
ð9Þ
R2 ¼ 1�
XN

i¼1
ðAVRi; p� AVRiÞXN

i¼1
ðAVRi; p� AVRiÞ

ð10Þ

where N is the total number of instances, AVRi;p is the predicted
availability rate of the instance i and AVRi is the real availability rate
of this instance. The choice of a single measure may not always
allow to separate the models. If the RMSE will show the error char-
acterized by the variance and mean between the predicted and the
real by favoring the effects of the high deviations, the absolute error
may reflect the effect of the precision in the prediction of the wait-
ing time and R2 will show us the proportion of the actual waiting
time that has been correctly predicted. The optimal model will
result from the homogeneity between these three measures.
e park availability.
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5.3. Optimizing simulation parameters

We want to compare the performances of the different learning
methods discussed in the Section 4 to the prediction of the avail-
ability rate of parking spaces. We have the database exposed in
Section 5.1 part. We divided this data into a training set (80%) to
build the models and a testing set (20%) to evaluate the con-
structed models and then compare their performance. First, we
looked for parameters to build stable and optimal models. For bag-
ging methods, the most important are the number of iterations, the
out of bag error (EOOB) and the best weak learner. For the boosting
method, it was necessary to find the number of iteration, the learn-
ing rate and the best weak learner.

The Fig. 7 illustrates the tests that were performed to select
these parameters using a simple decision tree as weak learner.
Figs. 7a and b provide the optimal parameters for the boosting
method. From Fig. 7a, we found that unlike default value learning
rate (0.1), the optimal rate is rather around 0.5 for Gradient Boost-
ing. This same rate could be adopted for AdaBoost. Fig. 7b shows
that the optimal number of estimators for Gradient Boosting is at
least 300, whereas for Adaboost it is not very important (around
40 estimators). Fig. 7c shows that, starting from the estimator,
the stable optimal classifier based on the bagging is constructed.
The out-of-bag error is almost equal to 0. In Fig. 8, we illustrate
the shape of the regression distribution of 200 first instances of
the database for the four algorithms GBR, ABR, RFR and BR. From
this figure, we see that the distribution of BR then RFR shows that
it would be more favorable to better performance unlike GBR and
ABR which would be relatively less efficient. Analysis of the results
would lighten this trend.
Performance comparison.

RMSE MAE R2

Bagging RFR 0,001888 0,000682 0,999951
BR 0,001823 0,000673 0,999954

Boosting GBR 0,034405 0,025432 0,983772
ABR 0,106124 0,088783 0,845595
5.4. Results analysis and discussion

We performed two main tests to evaluate the chosen algo-
rithms: first on the entire database of all lots of car parks and sec-
ond on each parking lot data.
Fig. 7. Optimizing paratemet

Fig. 8. Comparison of the regression distribution look
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5.4.1. Results analysis for global parking
At first, we tested our approach on the entire database of all lots

of car parks. We considered the variable ‘‘SysteCodeNumber” as an
id that was coded by numbers from 0 to 28 for the 29 lots to pre-
dict overall parking availability. The tests carried out consisted of
analyzing and comparing the performances of four methods. We
illustrated two algorithms which use the bagging optimization
method (BR and RFR) and two others which use boosting (ABR
and GBR). The results obtained are shown in Table 1 from which
we generated Fig. 9 which clearly illustrates these comparative
performances. Overall for the three measurements, the bagging
methods (BR and RFR) are given the best results compared to the
boosting method.

With 0.001823 and 0.000673 for RMSE and MAE respectively,
BR gave the optimal performance for these 2 measures. In terms
of R2, BR and RFR gave the same almost perfect performance reach-
ing 0.999954. these performances are very slightly above RFR with
an improvement not exceeding 0.00007 for these two measures.

GBR has given 0.034405, 0.025432 and 0.983772 peer-ratings
for MAE, RMSE and R2 respectively. These values were better than
ABR which gave 0.088783, 0.106124 and 0.845595 respectively for
these three measures.

Among the two boosting methods tested (GBR and ABR), the
results were very different compared to bagging methods where
they were similar as shown by the trend of Fig. 7. Compared to bag-
ging methods, the boosting methods were a little less effective for
the tests performed. The discrepancies between the optimal
ers of boosted methods.

for 200 first instances by the different algorithms.

. Cherif et al., Improving parking availability prediction in smart cities with
nd Information Sciences, https://doi.org/10.1016/j.jksuci.2020.01.008

https://doi.org/10.1016/j.jksuci.2020.01.008


Fig. 9. Comparison of the performances of the used regression algorithms.
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method (BR) and GBR were varied between 0.015 and 0.033. While
they were between 0.088 and 0.155 between BR and ABR.
5.4.2. Results analysis for each parking lot
We tried our methods to predict the availability on each indi-

vidual parking lot. Table 2 shows the results obtained for the three
loss functions (i.e: MAE, RMSE and R2) in contrast to previous work
where only one loss function was used. In the same table, we com-
pared the average, minimum and maximum performance (i.e:
MAE, RMSE and R2) of each method. In terms of MAE, the RFR
method gave the lowest average value 0.00057 compared to the
Table 2
MAE, RMSE and R2 of the predicted availability in each car park lot.

MAE RMSE

BR ABR GBR RFR BR A

BHMBCCMKT01 0,0005 0,0091 0,0014 0,0006 0,0014 0
BHMBCCPST01 0,0006 0,0114 0,0013 0,0005 0,0018 0
BHMBCCSNH01 0,0006 0,0093 0,0014 0,0006 0,0009 0
BHMBCCTHL01 0,0005 0,0101 0,0011 0,0005 0,0013 0
BHMBRCBRG01 0,0007 0,0143 0,0014 0,0007 0,0012 0
BHMBRCBRG02 0,0007 0,0107 0,0016 0,0007 0,0011 0
BHMBRCBRG03 0,0004 0,0061 0,0009 0,0004 0,0009 0
BHMEURBRD01 0,0013 0,0021 0,0010 0,0015 0,0016 0
BHMEURBRD02 0,0005 0,0145 0,0014 0,0005 0,0010 0
BHMMBMMBX01 0,0004 0,0146 0,0010 0,0004 0,0013 0
BHMNCPHST01 0,0004 0,0151 0,0010 0,0004 0,0008 0
BHMNCPLDH01 0,0007 0,0091 0,0011 0,0006 0,0024 0
BHMNCPNHS01 0,0005 0,0081 0,0012 0,0005 0,0008 0
BHMNCPNST01 0,0007 0,0100 0,0014 0,0006 0,0015 0
BHMNCPPLS01 0,0003 0,0060 0,0009 0,0004 0,0014 0
BHMNCPRAN01 0,0003 0,0104 0,0009 0,0003 0,0013 0
Broad Street 0,0007 0,0154 0,0014 0,0007 0,0014 0
Bull Ring 0,0005 0,0172 0,0013 0,0005 0,0009 0
NIA Car Parks 0,0007 0,0172 0,0014 0,0006 0,0009 0
NIA North 0,0005 0,0081 0,0009 0,0006 0,0015 0
NIA South 0,0014 0,0084 0,0010 0,0009 0,0022 0
Others-CCCPS105a 0,0005 0,0045 0,0011 0,0005 0,0014 0
Others-CCCPS119a 0,0005 0,0078 0,0010 0,0005 0,0019 0
Others-CCCPS133 0,0004 0,0054 0,0007 0,0004 0,0011 0
Others-CCCPS135a 0,0006 0,0057 0,0012 0,0006 0,0011 0
Others-CCCPS202 0,0005 0,0091 0,0012 0,0005 0,0008 0
Others-CCCPS8 0,0003 0,0157 0,0005 0,0003 0,0004 0
Others-CCCPS98 0,0004 0,0043 0,0009 0,0004 0,0008 0
Shopping 0,0003 0,0004 0,0059 0,0003 0,0006 0

Mean 0,00058 0,00974 0,00112 0,00057 0,0012 0
Max 0,00144 0,01811 0,00163 0,00152 0,00239 0
Min 0,00030 0,00209 0,00056 0,00029 0,00042 0
Std 0,00022 0,00429 0,00026 0,00023 0,00051 0
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other methods. For RMSE and R2, we found that BR gave the opti-
mum mean values (0.0012 and 0.99981 respectively) compared to
the other methods. Still in Table 2, we were interested in the
extreme values (Min and Max), then in the standard deviations
of each method. We found that BR followed by RFR gave the lowest
standard deviations for all measures. Thus, we concluded that opti-
mizing by bagging and especially BR was the most efficient method
for predicting the availability of space in each car parks lot.

5.4.3. Comparison with previous works
Given that the main objective of the prediction is to predict val-

ues as close as possible to reality, we have compared the perfor-
R2

BR GBR RFR BR ABR GBR RFR

,0121 0,0021 0,0013 0,9999 0,9952 0,9999 0,9999
,0148 0,0020 0,0015 0,9999 0,9946 0,9999 0,9999
,0123 0,0020 0,0010 0,9999 0,9973 0,9999 0,9999
,0122 0,0017 0,0012 0,9999 0,9973 0,9999 0,9999
,0170 0,0020 0,0011 0,9999 0,9971 0,9999 0,9999
,0138 0,0023 0,0011 0,9999 0,9974 0,9999 0,9999
,0080 0,0014 0,0010 0,9998 0,9965 0,9999 0,9999
,0030 0,0015 0,0018 0,9971 0,9908 0,9975 0,9964
,0182 0,0020 0,0010 0,9999 0,9963 0,9999 0,9999
,0195 0,0018 0,0013 0,9999 0,9964 0,9999 0,9999
,0171 0,0015 0,0007 0,9999 0,9902 0,9999 0,9999
,0124 0,0025 0,0024 0,9998 0,9956 0,9998 0,9998
,0211 0,0017 0,0008 0,9999 0,9999 0,9999 0,9999
,0128 0,0021 0,0018 0,9999 0,9901 0,9999 0,9999
,0078 0,0015 0,0014 0,9998 0,9972 0,9998 0,9998
,0130 0,0017 0,0015 0,9998 0,9957 0,9998 0,9998
,191 0,0020 0,0015 0,9999 0,9993 0,9999 0,9999
,0207 0,0018 0,0010 0,9999 0,9946 0,9999 0,9999
,0102 0,0019 0,0008 0,9999 0,9954 0,9999 0,9999
,0109 0,0019 0,0035 0,9997 0,9982 0,9995 0,9985
,0054 0,0014 0,0024 0,9989 0,9956 0,9996 0,9987
,0104 0,0018 0,0012 0,9999 0,9940 0,9998 0,9999
,0069 0,0021 0,0013 0,9998 0,9939 0,9997 0,9999
,0075 0,0013 0,0016 0,9998 0,9973 0,9997 0,9996
,0127 0,0016 0,0010 0,9999 0,9920 0,9999 0,9999
,0188 0,0017 0,0008 0,9999 0,9958 0,9999 0,9999
,0053 0,0007 0,0004 0,9999 0,9933 0,9999 0,9999
,0073 0,0014 0,0009 0,9999 0,9973 0,9999 0,9999
,0047 0,0009 0,0006 0,9999 0,9969 0,9998 0,9999

,0018 0,0017 0,0013 0,99981 0,99478 0,99980 0,99973
,00495 0,00250 0,00349 0,99999 0,99820 0,99997 0,99999
,00038 0,00073 0,00043 0,99719 0,98564 0,99759 0,99643
,00507 0,00037 0,00064 0,00053 0,00299 0,00043 0,00052

. Cherif et al., Improving parking availability prediction in smart cities with
nd Information Sciences, https://doi.org/10.1016/j.jksuci.2020.01.008

https://doi.org/10.1016/j.jksuci.2020.01.008


Table 3
Comparing MAE of the predicted availability in each car park lot with previous works.

P F KM KP SP TS RNN BR ABR GBR RFR

BHMBCCMKT01 0.041 0.053 0.087 0.086 0.059 0.067 0.063 0,0005 0,0091 0,0014 0,0006
BHMBCCPST01 0.076 0.072 0.148 0.149 0.083 0.111 0.137 0,0006 0,0144 0,0013 0,0005
BHMBCCSNH01 0.132 0.141 0.15 0.148 0.139 0.069 0.117 0,0006 0,0093 0,0011 0,0006
BHMBCCTHL01 0.122 0.142 0.134 0.131 0.123 0.08 0.103 0,0005 0,0101 0,0014 0,0005
BHMBRCBRG01 0.101 0.148 0.148 0.149 0.133 0.095 0.123 0,0007 0,0143 0,0016 0,0007
BHMBRCBRG02 0.087 0.116 0.122 0.122 0.097 0.088 0.112 0,0007 0,0107 0,0009 0,0007
BHMBRCBRG03 0.068 0.085 0.113 0.112 0.074 0.059 0.076 0,0004 0,0061 0,0010 0,0004
BHMEURBRD01 0.044 0.057 0.087 0.085 0.036 0.042 0.077 0,0013 0,0021 0,0014 0,0015
BHMEURBRD02 0.072 0.078 0.064 0.063 0.067 0.068 0.062 0,0005 0,0145 0,0010 0,0005
BHMMBMMBX01 0.063 0.067 0.074 0.072 0.084 0.129 0.084 0,0004 0,0156 0,0010 0,0004
BHMNCPHST01 0.060 0.079 0.13 0.127 0.073 0.034 0.050 0,0004 0,0141 0,0011 0,0004
BHMNCPLDH01 0.030 0.034 0.087 0.084 0.036 0.072 0.072 0,0007 0,0093 0,0012 0,0006
BHMNCPNHS01 0.072 0.084 0.082 0.078 0.06 0.082 0.102 0,0005 0,0181 0,0014 0,0005
BHMNCPNST01 0.085 0.083 0.15 0.154 0.117 0.074 0.124 0,0007 0,0100 0,0009 0,0006
BHMNCPPLS01 0.078 0.088 0.067 0.066 0.08 0.058 0.076 0,0003 0,0060 0,0009 0,0004
BHMNCPRAN01 0.083 0.094 0.143 0.14 0.084 0.055 0.089 0,0003 0,0104 0,0014 0,0003
Broad Street 0.047 0.057 0.073 0.071 0.041 0.034 0.064 0,0007 0,0154 0,0013 0,0007
Bull Ring 0.088 0.119 0.113 0.112 0.101 0.074 0.100 0,0005 0,0172 0,0013 0,0005
NIA Car Parks 0.033 0.033 0.048 0.049 0.028 0.054 0.033 0,0007 0,0081 0,0014 0,0006
NIA North 0.067 0.079 0.102 0.101 0.073 0.067 0.079 0,0005 0,0084 0,0009 0,0006
NIA South 0.040 0.036 0.064 0.064 0.031 0.078 0.053 0,0014 0,0045 0,0010 0,0009
Others-CCCPS105a 0.032 0.050 0.119 0.121 0.05 0.072 0.065 0,0005 0,0078 0,0011 0,0005
Others-CCCPS119a 0.090 0.092 0.081 0.081 0.089 0.095 0.091 0,0005 0,0054 0,0010 0,0005
Others-CCCPS133 0.083 0.108 0.093 0.092 0.087 0.061 0.091 0,0004 0,0057 0,0007 0,0004
Others-CCCPS135a 0.057 0.075 0.078 0.076 0.058 0.029 0.049 0,0006 0,0091 0,0012 0,0006
Others-CCCPS202 0.016 0.024 0.074 0.075 0.025 0.023 0.033 0,0005 0,0157 0,0012 0,0005
Others-CCCPS8 0.038 0.055 0.081 0.079 0.04 0.047 0.061 0,0003 0,0043 0,0005 0,0003
Others-CCCPS98 0.092 0.089 0.177 0.179 0.101 0.097 0.092 0,0004 0,0059 0,0009 0,0004
Shopping 0.035 0.054 0.065 0.066 0.032 0.032 0.037 0,0003 0,0036 0,0006 0,0003

Mean 0.067 0.079 0.102 0.101 0.073 0.067 0.079 0,00058 0,00974 0,00112 0,00057
Max 0.132 0.148 0.177 0.179 0.139 0.129 0.137 0,00144 0,01811 0,00163 0,00152
Min 0.016 0.024 0.048 0.049 0.025 0.023 0.033 0,00030 0,00209 0,00056 0,00029
Std 0.029 0.033 0.035 0.035 0.033 0.026 0.028 0,00022 0,00429 0,00026 0,00024
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mance of our method to those obtained in previous works as
shown in Table 3. The comparison was made in terms of MAE
which is the only metric used in previous works. This same table
shows that on average our best method (BR) has reduced the
MAE by 7.8% compared to RNN (Camero et al., 2018), then by more
than 6.7% compared to (Stolfi et al., 2017) which used and com-
pared polynomials (P), Fourier series (F), k-means clustering
(KM), polynomials fitted to the k-means- centroids (KP), shift and
phase modifications to KP polynomials (SP), and time series (TS).
In addition BR gave a very low standard deviation (0.00016) com-
pared to that of previous work whose minimumwas at least 0.026.
Better still, BR turns out to be faster compared to the algorithms of
previous works.
6. Conclusion

Urban mobility is one of the most important components of
smart cities or even one that directly benefits citizens on a daily
basis. This urban mobility is enormously affected by congestion,
which is accentuated by at least 30% by the search for free places
for parking (Zheng et al., 2015). The prediction of the availability
of places to urban drivers considerably reduces this congestion
and therefore urban pollution. Several authors have proposed
approaches and models that were not optimal for this prediction.
To overcome this, in this paper, we proposed a system integrating
IoT and set-based regression models. The data-centric IoT that we
proposed should make it possible to exploit all the connected
objects in connection with the smart car parks in order to collect
the data, analyze them and share the results to the drivers. Our
ensemble-based model for predictive analysis optimized the pre-
diction of the availability of parking spaces in smart car parks.
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The tests that we carried out on the data of the parking lot of Birm-
ingham made it possible for example to reach an average absolute
error (MAE) of 0.06% on average with the algorithm of Bagging
Regression (BR). Our best performance has improved the existing
best performance of Camero et al. (2018) and Stolfi et al. (2017)
by more than 6.6%, while dramatically reducing complexity. Our
future work will focus on predictions of optimal travel meshes to
urban taxis using regression models and IoT to increase urban
eco-transport and sustainable development.
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