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Numerical time integration schemes for Landau-Lifshitz magnetization dynamics
are considered. Such dynamics preserves the magnetization amplitude and, in the
absence of dissipation, also implies the conservation of the free energy. This prop-
erty is generally lost when time discretization is performed for the numerical solu-
tion. In this work, explicit numerical schemes based on Runge-Kutta methods are
introduced. The schemes are termed pseudo-symplectic in that they are accurate
to order p, but preserve magnetization amplitude and free energy to order q > p.
An effective strategy for adaptive time-stepping control is discussed for schemes
of this class. Numerical tests against analytical solutions for the simulation of fast
precessional dynamics are performed in order to point out the effectiveness of
the proposed methods. © 2017 Author(s). All article content, except where oth-
erwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5007340

Numerical integration of the Landau-Lifshitz (LL) equation is extensively used in micromagnetic
simulations. A special and well known feature of magnetization dynamics of Landau-Lifshitz-type
is that the amplitude of magnetization is preserved in time.1–4 In addition, in a broad range of situ-
ations connected to technological applications, non-conservative effects in magnetization dynamics
(e.g. damping, spin-torque, ac excitations, etc.) can be treated as perturbations of the precessional
dynamics occurring at constant energy.5 Hence, when conservative LL dynamics is considered, two
quantities are preserved in time: (i) magnetization amplitude; (ii) free energy. Existing off-the-shelf
numerical integration schemes such as, for instance, standard Runge-Kutta (RK) methods, do cor-
rupt, in general, these intrinsic properties of conservative magnetization dynamics. As a consequence,
besides usual considerations on truncation errors, a challenging accuracy test for numerical schemes
for the integration of LL dynamics is given by checking the preservation properties (i)-(ii) in the dis-
crete dynamics with respect to the time step of the chosen integrator. This is especially crucial when
the long-term dynamical behavior of the system has to be simulated, and this is the circumstance
where the global error is expected to increase dramatically as time advances. Moreover, in order to
exploit the massive scalable parallelism of many-integrated-cores (MIC) architectures, such as graph-
ical processing units (GPU), explicit schemes are expected to perform better since they do not require
the solution of a large number of nonlinear coupled equations at each time step. In the past, several
explicit schemes which fulfill the property (i) have been developed.3,4,6–9 On the other hand, as it is
well-known in the area of Hamiltonian dynamics,1,2 the property (ii) can be exactly fulfilled only by
using implicit methods, such as the midpoint rule.7 Nevertheless, the so-called pseudo-symplectic RK
schemes10,11 are able to preserve quadratic invariants approximately up to a given order of accuracy.
In this work, a class of pseudo-symplectic schemes for Landau-Lifshitz magnetization dynamics
is presented, based on multi-stage RK methods, and its properties are tested on a benchmark case
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of fast precessional magnetization switching.12 Schemes belonging to the aforementioned class are
able to guarantee the preservation of both properties (i)-(ii) with order q greater than the classical
order p of the method. In addition, for these methods, simple and effective adaptive time step control
can be implemented in order to keep the error within prescribed bounds as time advances, which is
also discussed in the sequel. Numerical schemes of this class lead to spatially uncoupled difference
equations suitable for massively parallel computations typical of GPUs. Finally, it is worth stressing
that, when also non-conservative effects are included (damping, spin-torque, etc.), pseudo-symplectic
schemes reproduce the energy balance properties of the LL dynamics with far greater accuracy than
usual time integration methods.

In order to have the main focus to time integration issues, we address the case of single-domain
particle dynamics, since usual spatial discretization techniques based on finite-difference or finite-
element methods do not affect the generality of the presented approach, which can be applied at no
additional cost to spatially-inhomogeneous micromagnetic simulations. Conservative magnetization
dynamics is governed by the Landau-Lifshitz equation, which in normalized form reads:5

dm
dt
=−m × heff = f(m), (1)

where m is the magnetization unit vector, heff is the effective field normalized by the saturation mag-
netization Ms, and time is measured in units of (γMs)−1 (γ is the absolute value of the gyromagnetic
ratio).

In the case of single-domain particles, the effective field can be written as

heff =−
∂g
∂m
=−D ·m + ha, (2)

where D is a symmetric matrix (usually D = diag{Dx, Dy, Dz}, with Dx, Dy, Dz being effective
demagnetizing factors referred to the principal axes of the particle and taking into account shape and
uniaxial magneto-crystalline anisotropy), ha is the external applied magnetic field and g is the free
energy (in units of µ0M2

s V , where V is the volume of the particle), which is

g(m, ha)=
1
2

mT · D ·m − hT
a ·m. (3)

It is well known that, under constant applied field ha, Eq. (1) admits two integrals of motion, i.e.
magnetization amplitude and free energy, which can be seen by scalar multiplying both sides of (1)
by m and heff, respectively:

m ·
dm
dt
=

d
dt
|m|2 = 0⇔ |m|2 = 1, (4)

dm
dt
· heff =−

dg
dt
= 0⇔ g(m, ha)= g0, (5)

where g0 = g(m(t = 0), ha). The former equation implies that magnetization dynamics must occur on
the unit-sphere, whereas the second equation forces magnetization to evolve along the contour lines
(at level g0) of the free energy g on the unit-sphere.

When time integration of Eq. (1) is performed according to usual numerical techniques (Euler,
Runge-Kutta, etc.), the conservation properties (4)–(5) are not preserved in a discrete sense exactly,
but rather with a global truncation error of order O(∆tq), where ∆t is the time step of the method and
q is an integer number which generally coincides with the classical order of the numerical method
denoted with p.

In the following, we introduce a class of numerical methods which present q > p, namely they
are able to enforce the preservation of properties (4)–(5) to a higher order of accuracy with respect
to the classical order p.

A set of techniques characterized by this property is based on a special class of explicit Runge-
Kutta (RK) schemes referred to as pseudo-symplectic RK methods.10 Basically, they are s-stage
explicit Runge-Kutta methods where the coefficients aij and bi in the Butcher’s tableau are designed
in order to yield q > p. This approach has been recently developed in the area of computational fluid
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dynamics for incompressible Navier-Stokes equations which can be expressed, in the inviscid limit,
in the following semi-discretized form:11

du
dt
=F(u) · u=−P · C(u) · u, (6)

where u is the discrete velocity vector, C(u) is a linear skew-symmetric operator arising from appro-
priate spatial semi-discretization of the convective term, and P is a symmetric projection operator
accounting for the pressure gradient. By using this approach, pseudo-symplectic s-stage RK methods
capable of preserving quadratic invariants of the dynamical system (6) up to order q = 7 have been
developed.11

Now we observe that conservative LL dynamics can be easily put in a form similar to Eq. (6) when
ha = 0 (ha,0 does not affect the results of our analysis). In fact, by introducing the skew-symmetric
operator Λ(v) such that Λ(v) ·w = v ×w, Eq. (1) can be rewritten as:

dm
dt
=F(m) ·m=Λ(D ·m) ·m. (7)

In the following, we consider a generic s-stage Runge-Kutta method for Eq. (7), which reads:

mn+1 =mn + ∆t
s∑

i=1

biF(mi) ·mi, (8)

mi =mn + ∆t
s∑

j=1

aijF(mj) ·mj, (9)

where aij and bi are the scheme coefficients, and determine the order of accuracy and the properties of
each particular method. Note that for explicit schemes aij = 0 for j ≥ i. If one computes the variation
of |m|2 = mT ·m in one time step using Eqs. (8)–(9), it can be seen that:11

∆|m|2

∆t
=−∆t

s∑
i,j=1

(
biaij + bjaji − bibj

)
mT

i · F
T (mi) · F(mj) ·mj. (10)

A similar equation can be written for the energy rate of change related to Eq. (5). In order to set ∆|m|2

to zero, one should impose the condition
(
biaij + bjaji − bibj

)
= 0, which would require using costly

implicit schemes.13

However, by following the approach described in Ref. 11, appropriate RK coefficients which
guarantee order q > p can be derived. A list of pseudo-symplectic RK (PSRK) methods relevant
to magnetization dynamics is reported in Table I. In order to test these PSRK schemes, Eq. (1) has
been integrated with random initial conditions and with D being a random symmetric matrix. The
time step was selected to be equally log-spaced across the interval ∆t ∈ [0.01, 0.1]. The numerically
determined orders p, q are also reported in table I. Remarkably enough, we notice that, despite the
theoretically expected q = 4 for the 2p4q3s scheme, we obtain order 5 in both amplitude and energy
conservation with 3 stages, which means only 3 evaluations of the effective field. Further tests on
these schemes are reported in the sequel. The pseudo-symplectic schemes described before are able
to considerably reduce the error on the conservation of quadratic invariants, on equal time step, with

TABLE I. List of pseudo-symplectic explicit (PSRK) methods for LL dynamics. The shorthand notation 2p3q2s(3) means
p = 2, q = 3, s = 2 and 3 evaluations per time step of the right-hand side of Eq. (7). The order of accuracy found by numerical
tests is also reported. Nonzero coefficients of the Butcher’s tableau are listed in the last column.

order of accuracy

RK scheme ||∆m|| ∆g 1 � |m|2 RK coefficients

2p3q2s(2) 2 3 3 a21 = 1, b1 = 1/2
2p4q3s(3) 2 5 5 a21 = 1/2, a32 = 1, b1 = 1/4, b2 = 1/2, b3 = 1/4, c2 = 1/2, c3 = 1
3p6q5s(5) 4 7 7 Ref.10, p. 453
4p7q6s(6) 4 7 7 Ref.11, p. 90
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respect to standard Runge-Kutta methods. Here, we propose to further improve the efficiency of
the algorithm by employing an adaptive time step size selection, which is a widely used strategy in
numerical methods aimed to obtain the same accuracy with fewer steps, or better accuracy with the
same number of steps.14 Such techniques are based on computing a proper (error) controller, and to
adjust the step size dynamically to ensure that the error is kept within a user-prescribed tolerance. In
most situations, the controller is the local truncation error Tn+1, and the updating formula for the time

step size to keep it within the desired tolerance δ reads ∆tn+1 =∆tn ���
δ

Tn+1
���
1/(p+1)

. In general, the local
truncation error is computed by comparing two numerical solutions, with one being more accurate
than the other. This usually leads to non-negligible increase in computational cost, as for the case
of the Taylor-series method or the Richardson extrapolation.14 Of particular interest are methods
with built-in error estimates, such as the so-called embedded Runge-Kutta schemes, which are able
to provide two numerical solutions of different accuracy with little additional computational cost.15

Embedded methods will be addressed in more detail in future work. The adaptive time-stepping
strategy proposed in this paper is inspired by a method recently developed by Capuano et al. in the
context of the fluid flow equations, with the aim of preserving kinetic energy efficiently.16 The main
idea is to employ the error on the conservation of quadratic invariants as the error controller in the
computation of ∆tn+1, and to adjust the time step accordingly. The rationale behind the method is that
for conservative or slightly dissipative systems, the most important character of the temporal error to
be controlled is the one contributing spuriously to the balance of quadratic invariants. Indeed, these
are intrinsic properties of the continuous system and, as such, should be preserved also on a discrete
level. Supposedly, the accuracy of the solution itself is in turn indirectly controlled, and the costly
computation of two solutions is inherently avoided. Again, we remark the similarity between the
Landau-Lifshitz and the Navier-Stokes equations, both possessing two quadratic invariants. While
the analogue of the free energy g is the global kinetic energy of the flow, a Casimir inviscid invariant of
the Navier-Stokes equations is the so-called helicity, which is the mean scalar product of the velocity
with its curl.17

In the case of conservative LL dynamics, the discrete quadratic invariants evolution is governed
by Eq. (10), together with its counterpart for free energy. We thus define the two error controllers

χm ≡∆|m|2 ∼O(∆tq+1), χg ≡
∆g
g0
∼O(∆tq+1) (11)

and select the time step as follows

∆tn+1 =∆tn min



�����
δm

χn+1
m

�����

1
q+1

,
������

δg

χn+1
g

������

1
q+1 


, (12)

where δm and δg are the chosen tolerances for χm and χg respectively. After preliminary tests we
have chosen δm = 10�11 and δg = 10�8, but of course different values can be selected depending on
the required accuracy of the problem under study. We also note that the practical implementation of
Eq. (12) requires the explicit computation of |m|2 and g, with little additional computational cost.
Nevertheless, such quantities are often computed as part of the output of numerical micromagnetic
codes and, therefore, do not produce as a matter of fact any practical increase of computational cost.

In order to compare the proposed methods, we apply them to simulate conservative magnetization
dynamics associated with fast precessional switching, which occurs by applying a field transverse to
the initial magnetization and is much faster than conventional switching.18,19 Successful switching
is obtained by switching the field off at the right moment20 and the equilibrium magnetization is
achieved after relaxation from a high to low energy state.21 However, the ballistic dynamics is so fast
that the dissipation can be neglected and the essence of the process can be inferred from analyzing
conservative dynamics. We consider here precessional switching driven by hard-axis field pulses,
which is very fast owing to the strong out-of-plane demagnetizing effects.12 In this situation, despite
its strongly nonlinear nature, the LL Eq. (1) can be solved in exact form.22 Thus, we consider the
demagnetizing coefficients Dx = 0.0411, Dy = 0.1062, Dz = 0.8527 and the driving field pulse along
the hard-axis z with amplitude haz = 0.3 greater than the critical field

√
(Dy − Dx)(Dz − Dy)= 0.22.
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FIG. 1. (top) analytical solution man
x (t) of Eq. (1) vs. time; (bottom) time step selected by adaptive controller vs. time. Results

obtained using the scheme PSRK 2p4q3s.

The initial magnetization is mx = �1 and the initial time step is ∆t = 0.1 (corresponding to 0.57 ps if
µ0Ms = 1T).

We present results for two implementations of the second-order (p = 2) scheme PSRK 2p4q3s (see
Table I): the former with fixed time step ∆t = 0.1 and the latter with the aforementioned adaptive time
step control. The tolerances for the adaptive controller have been chosen δm = 10�11 and δg = 10�8,
respectively. In order to monitor the behavior of global truncation errors on solution, amplitude and
energy over time, we simulate a moderately long time interval t ∈ [0, 6000] (corresponding to about
34.2 ns in physical units). Some periods of the analytical solution man

x (t) are reported in the top
panel of Fig. 1. Then, in the lower panel of Fig. 1, the time step selected by the adaptive controller,
ranging from 0.081 to 0.251, is plotted as function of time. Remarkably, the adaptive controller
yields a number of 51938 steps for the above simulation, which is 13.4% less than 60000 associated
with the fixed time step ∆t = 0.1. As far as accuracy is concerned, the deviation of the numerical

FIG. 2. Deviation of numerical solution mx(t) from the analytical solution man
x (t) of Eq. (1) vs. time for (a) fixed, (b) adaptive

PSRK method, respectively; (c) magnetization amplitude preservation test, 1 � |m| vs. time; (d) free energy preservation test,
|g(t) � g0 | vs. time, g0 =

Dx
2 = 0.0205. Solid (dashed) lines (c)-(d) refer to fixed (adaptive) method.
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solution with respect to the analytical one as function of time is reported in Fig. 2(a)–(b) for the
fixed and adaptive time step implementations, respectively. Although for the sake of clarity we have
reported only the error for mx(t), we remark that the error norm |m � man| has a similar behavior.
By comparing Fig. 2(a)–(b), one can see that the maximum global error at the end of the simulation
is 0.03 for the fixed and 0.02 for the adaptive scheme. Thus, one can conclude that the adaptive
time step method is able to reduce the growth rate of the global error on the solution mx(t) with
respect to the fixed time step method with a lower computational cost. This is a desirable feature
when long-term magnetization dynamics has to be simulated. Furthermore, as far as the amplitude
and energy conservation properties are concerned, we have reported time evolutions of the quantities
1 � |m| and |g(t) � g0| in Fig. 2(c)–(d). On one hand, it can be observed that PSRK with effective order
q = 5 exhibits a remarkable performance both on magnetization amplitude and energy conservation,
keeping truncation errors respectively around 10�7 and 10�8 with only three effective field evaluations.
On the other hand, PSRK methods can be easily integrated in micromagnetic codes by using standard
numerical integration libraries. As a final remark, we again point out that, when non-conservative
terms (damping, spin-torque, etc.) are considered in the LL equation, the conservation properties of
PSRK methods reflect in the enforcement of the correct physical energy balance of the dynamics.
Moreover, when spatially-inhomogeneous magnetization dynamics is considered, the above results
still hold, provided that the spatial discretization preserves the structural properties of the effective
field operator (symmetry of matrix D), as in usual finite-difference/finite-element methods.

This work was carried out in the frame of Program for the Support of Individual Research 2016
funded by University of Naples Parthenope.
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