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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Micro-milling process of CuZn37 brass is considered important due to applications in tool production for micro replication technology. Variation 
in material properties, work material adhesion to tool surfaces, burr formation, and tool wear result in loss of productivity.  Chip shapes together 
with localized temperature, plastic strain, and cutting forces during micro milling process can be predicted using Finite Element (FE) modelling 
and simulation. However, tool-workpiece engagement suffers from tool run-out affecting process performance in surface generation. This work 
provides experimental investigations on effects of tool run-out as well as process insight obtained from 3D FE simulations with and without 
considering tool run-out. Scanning electron microscope (SEM) observation of the 3D chip shapes demonstrates ductile deformed surfaces together 
with localized serration behavior. FE simulations are utilized to investigate the effects of cutting speed on cutting forces. Cutting force and chip 
morphology results from simulations are compared with force measurements, and actual chip morphology acquired by SEM revealing reasonable 
agreements. 
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1. Introduction  

The demand for microproducts has been continuously 
increasing in biomedical, automotive, aerospace and 
electronics industries [1]. Among different processes 
commonly used, micro cutting and micro milling provide high 
economic efficiency due to high material removal rates. Tool 
diameters are typically smaller than 1 mm, tool edge roundness 
is about few microns, and the chip thickness has the same order 
of magnitude with edge roundness [2]. At this length scale, 
ploughing, size effect, burr formation, rapid tool wear, higher 
than expected cutting forces and tool run-out, which are the 
most common micro milling related issues [3-5], cannot be 
neglected. Tool run-out is certainly the most important issue 
causing geometrical inaccuracies [3-5]. This phenomenon 
occurs due to the sum of the geometrical displacements of the 
tool axis, the spindle axis, and the tool-holder axis from the 
ideal axis of rotation [6]. The ratio between this offset and the 
feed per tooth could be easily high in high speed micro milling. 

The deviation of the tool edge trajectories involves an 
asymmetric cutting condition. A change of undeformed chip 
thickness, a load imbalance between the flutes, a decrease of 
the tool life and a reduction in workpiece quality are the main 
consequences of tool run-out. 

The development of a good model for describing cutting 
operation on a micro scale is essential to understand how all 
process variables influence the product final quality. In fact, the 
traditional experimental approach run into several difficulties 
at this scale. Measuring tool temperature and tool wear, 
evaluating chip morphology and determining the cutting force 
values are challenging tasks. Finite Element (FE) simulations 
can be applied to predict these process variables reasonably 
well, to analyse the generated surfaces and to optimize the 
machining parameters. 

In this study a complete 3D FE model for orthogonal milling 
is presented. Material behaviour in high deformation rate, 
hardening, and thermal softening are all considered. Cutting 
forces and chip morphology obtained from simulations are 
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1. Introduction  

The demand for microproducts has been continuously 
increasing in biomedical, automotive, aerospace and 
electronics industries [1]. Among different processes 
commonly used, micro cutting and micro milling provide high 
economic efficiency due to high material removal rates. Tool 
diameters are typically smaller than 1 mm, tool edge roundness 
is about few microns, and the chip thickness has the same order 
of magnitude with edge roundness [2]. At this length scale, 
ploughing, size effect, burr formation, rapid tool wear, higher 
than expected cutting forces and tool run-out, which are the 
most common micro milling related issues [3-5], cannot be 
neglected. Tool run-out is certainly the most important issue 
causing geometrical inaccuracies [3-5]. This phenomenon 
occurs due to the sum of the geometrical displacements of the 
tool axis, the spindle axis, and the tool-holder axis from the 
ideal axis of rotation [6]. The ratio between this offset and the 
feed per tooth could be easily high in high speed micro milling. 

The deviation of the tool edge trajectories involves an 
asymmetric cutting condition. A change of undeformed chip 
thickness, a load imbalance between the flutes, a decrease of 
the tool life and a reduction in workpiece quality are the main 
consequences of tool run-out. 

The development of a good model for describing cutting 
operation on a micro scale is essential to understand how all 
process variables influence the product final quality. In fact, the 
traditional experimental approach run into several difficulties 
at this scale. Measuring tool temperature and tool wear, 
evaluating chip morphology and determining the cutting force 
values are challenging tasks. Finite Element (FE) simulations 
can be applied to predict these process variables reasonably 
well, to analyse the generated surfaces and to optimize the 
machining parameters. 

In this study a complete 3D FE model for orthogonal milling 
is presented. Material behaviour in high deformation rate, 
hardening, and thermal softening are all considered. Cutting 
forces and chip morphology obtained from simulations are 
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compared with experimental results for model validation. 
Micro milling tests are properly designed to obtain an 
orthogonal cutting configuration and to allow the comparison 
with FE predictions. The force measurement system has been 
tested for accuracy on the load cell to ensure its validity for the 
desired bandwidth [7]. 

2. Experimental tests  

Full immersion micro milling of brass (CuZn37) was 
performed by using the ultra-precision 5 axes machining center 
Kern Pyramid Nano (precision of ±0.3 µm). The experimental 
setup (tool and workpiece geometries, positioning and 
movements) is illustrated in Fig. 1. Prismatic workpiece 
(30 mm x 26 mm x 5 mm) is blocked between two Aluminum 
brackets and is fixed on three components load cell 
(Kistler 9317C) with four bolts. Two machining operations 
were executed; (i) roughing to prepare a thin wall on the 
workpiece, and (ii) orthogonal milling of the thin walled 
workpiece. After roughing, the workpiece was heat-treated for 
stress relieving. FE simulations only concern the second 
operation. A workpiece with 144 µm ± 6 µm thin wall was 
obtained by using four-flutes 6 mm diameter end mills. Two-
flute micro end mills with a rake angle of γ = 0° and a helix 
angle of β=0° from SECO company (103L008R005-MEGA-
64-T) were used to cut the thin wall without engaging the tool 
bottom under dry conditions. Tool material was tungsten 
carbide with (Ti,Al)N coating. 
 

 
(a) 

 
(b) 

Fig. 1. (a) Orthogonal milling process with thin wall cutting in 3D 
configuration, (b) 2D configuration with zero helix angle micro end mill. 

Tool geometrical details were measured using 3D digital 
optical microscope Hirox RH-2000 (measurement accuracy of 
0.8 µm). The tool diameter was measured as 
Φ = 782 µm ±4 µm and tool edge radius was measured as 
rβ = 4.7 µm ±0.4 µm. Only the side cutting edge of the tool was 
engaged with the workpiece. Cutting conditions allow 
machining to be considered approximately as orthogonal 
cutting. 

Different cutting speeds were used with an aim of 
investigating their influence on tool run-out and cutting force 
values. A new tool was used for each test to avoid tool wear 
effects. Tool advance per rotation in x-direction was kept equal 
to 10 µm/tooth. Process parameters are summarized in Table 1. 

During machining some chip samples were collected and 
then investigated using a scanning electron microscope (SEM). 

A force measurement and data acquisition system that 
consists of a piezoelectric 3-component force sensor (Kistler 
9317C) connected to charge amplifiers (Kistler 5015A) which 
receive as input three charge signals proportional to the cutting 
force and return amplified voltage signals as output was used. 
The force measuring system accuracy is equal to 0.1 N [6]. 

In micro milling processes, high spindle speed is commonly 
utilized to overcome the very small feed rate and to maintain 
adequate productivity [7]. Since the cutting force signals 
fluctuation is equal to few Newton in few milliseconds the 
sampling rates must be high to avoid aliasing distortions. In this 
work, the maximum tooth passing frequency was 1 kHz (as 
indicated in Table 1) and the sampling rate was fixed at 50 kHz. 
Furthermore, a limited bandwidth could distort the force 
signals, as discussed in [3, 4 and 7]. When tooth passing 
frequencies overlap the load cell natural frequencies, the ideal 
condition of unity gain and low phase delay is not guaranteed. 
The modal parameters of the clamping system (dynamometer 
fixed on machining center, workpiece, and brackets) were 
detected using impact testing. The measured natural 
frequencies of the clamping system (Fig. 2) decrease from 
5000 Hz (i.e. the natural frequency of the load cell) to 2145 Hz 
for x-direction and 2192 Hz for y-direction always remaining 
higher than the maximum tooth passing frequency of 1000 Hz.  

Table 1. Micro milling process parameters. 

Cutting parameters Test 1 Test 2 Test 3 

Cutting Speed, vc [m/min] 50 62.5 75 

Tooth passing frequency [Hz] 664 848 1000 

Axial depth of cut, ap [μm] 139 150 143 

 

 

Fig. 2. FRF analysis of natural frequency tested on the entire system. 
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3. FEM simulation  

Finite Element simulation of micro milling was developed 
using the Lagrangian FE software Deform-3D, performing a 
thermo-mechanical analysis. A finite element model in 3D was 
developed instead of a 2D model to capture the 3D chip 
formation and a more accurate representation of the micro 
milling process in the simulation results. Simulations are 
divided into two groups: (i) without considering run-out, and 
(ii) with tool run-out. 

The 3D FE model includes a visco-plastic workpiece and a 
rigid tool. Fig. 3a shows the simulation set-up as summarized 
below. 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. Micro milling: (a) FEM 3D model; (b) configuration with run-out; (c) 
typical signal of cutting force for a two-flute micro end mill with run-out. 

At the beginning of the simulation, workpiece mesh has 
about 44,000 tetrahedral elements. This number was increased 

up to 200,000 to ensure a high-quality mesh. A minimum 
element size was kept constant as 1.3 µm. The highest mesh 
density region was placed around the tool-workpiece contact 
zone and allowed to follow the chip developed by the milling 
process. The heat generated by the workpiece deformation was 
allowed to transfer along the tool path surface and the lateral 
surfaces. The external surface temperature was fixed at 20°C. 

The CuZn37 material constitutive model was implemented 
by using Johnson-Cook (J-C) law. The flow stress is defined as 
shown in Eq. (1): 

𝜎𝜎 = [𝐴𝐴 + 𝐵𝐵 ∙ 𝜀𝜀𝑛𝑛] [1 + 𝐶𝐶 𝑙𝑙𝑙𝑙 �̇�𝜀
�̇�𝜀0
] [1 − ( 𝑇𝑇−𝑇𝑇0

𝑇𝑇𝑚𝑚−𝑇𝑇0
)
𝑚𝑚
] (1) 

Where 𝜎𝜎 is the flow stress, 𝜀𝜀 is the true strain, 𝜀𝜀̇ is the true 
strain rate, 𝜀𝜀0̇ is reference true strain rate, 𝑇𝑇 is the workpiece 
temperature, 𝑇𝑇𝑚𝑚  is the material melting temperature 
(𝑇𝑇𝑚𝑚 = 916°C), 𝑇𝑇0 is the room temperature (𝑇𝑇0 = 20°C). The J-
C model constants [8] are shown in Table 2. 

Table 2. Johnson-Cook model constants. [8]. 

Model constants A B C n m 

Values 112 505 0.009 0.42 1.68 

 
Tool geometry reproduces the SECO tool 103L008R005-

MEGA-64-T. It was designed only with one flute in order to 
reduce the number of mesh element and to speed up the 
simulation. The tool was meshed into 210,000 tetrahedral 
elements with a minimum size of 0.8 µm, concentrated around 
the active tool cutting edge. 

For simulations with negligible tool run-out, only one flute 
cutting was modelled. In the case with considerable tool run-
out, cutting with both flutes was simulated in order to underline 
the differences related to cutting forces and chip morphology 
between the first and the second edge cuts. In particular, for 
each tool flute cutting, a simulation was designed changing 
workpiece geometry and tool movement details by considering 
tool run-out effects. 

In each case, workpiece geometry was designed as a half-
ring (external diameter = 1000 µm) with a depth in z-direction 
of 139 µm for Test 1, 150 µm for Test 2, 143 µm for Test 3 
respectively, as measured in experimental tests. The arch-
shaped curve represents the undeformed geometry as a result 
of the previous cut. It was designed using the set of Eqs. (2) for 
simulations without run-out and set Eqs. (3) for simulations 
with run-out [9]. 

 
 x = r ∙ cos(ω ∙ t) 

 set of Eq (2) 
 𝑦𝑦 = 𝑟𝑟 ∙ sin(𝜔𝜔 ∙ 𝑡𝑡) + 𝑓𝑓∙𝑡𝑡

60  

 
 x𝐶𝐶𝐶𝐶1 = r𝐶𝐶𝐶𝐶1 ∙ cos(ω ∙ t) (a) 

 set of Eq (3) 
 y𝐶𝐶𝐶𝐶1 = r𝐶𝐶𝐶𝐶1 ∙ sin(𝜔𝜔 ∙ 𝑡𝑡) + 𝑓𝑓∙𝑡𝑡

60 (a) 

 𝑥𝑥𝐶𝐶𝐶𝐶2 = 𝑟𝑟𝐶𝐶𝐶𝐶2 ∙ cos(𝜔𝜔 ∙ 𝑡𝑡 + 𝛼𝛼) (b) 

 y𝐶𝐶𝐶𝐶2 = 𝑟𝑟𝐶𝐶𝐶𝐶2 ∙ sin(𝜔𝜔 ∙ 𝑡𝑡 + 𝛼𝛼) + 𝑓𝑓∙𝑡𝑡
60  (b) 
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The set of Eqs. (3) shall contain some terms in addition to 
set of Eqs. (2) in order to consider tool run-out. In Fig. 3b the 
problem geometry is shown. The symbols r𝐶𝐶𝐶𝐶1 and 𝑟𝑟𝐶𝐶𝐶𝐶2 are the 
radii of the first (A) and the second (B) cutting edge and they 
are equal to the distance between the tool edges (A and B) and 
the spindle center (O), and α is the phase angle of the cutting 
edges. The tool run-out model [6] assumes that there is no 
inclination between the tool and the spindle axes (tilt effects are 
negligible). The ultra-precision machine tool used in this study 
is sufficient to hold this assumption. 

The values of 𝑟𝑟𝐶𝐶𝐶𝐶1, 𝑟𝑟𝐶𝐶𝐶𝐶2 and α can be obtained from some 
measurements and the geometrical resolution of the problem 
illustrated in Figure 3b [6]. The radius of first cutting edge 
(𝑟𝑟𝐶𝐶𝐶𝐶1) could be directly measured by mean of a microscope as 
the half of the channel width on the workpiece. But, the 
uncertainty of the optical measurement at this scale and the 
high elastic recovery effects of CuZn37 brass do not allow 
applying the direct measurement. For this reason, a new 
parameter, namely Δr (i.e. the increment of tool radius due to 
tool run-out), was introduced. Once Δr value is defined, it is 
possible to calculate the radius of first cutting edge (𝑟𝑟𝐶𝐶𝐶𝐶1) by 
using Eq. (6): 

𝑟𝑟𝐶𝐶𝐶𝐶1 = 𝐴𝐴𝐴𝐴̅̅ ̅̅
2 + ∆𝑟𝑟 (6) 

Different values of Δr were used in order to investigate its 
effect on the simulation outputs (Table 4). The tool diameter 
(AB in Fig. 3b) was fixed at 0.782 mm as the average of the 
measurements. Referring to Fig. 3c, it is possible to observe 
that in presence of tool run-out the cutting time of the first 
cutting edge (TCE1) is higher than that of the second cutting 
edge (TCE2). The cutting time of each tooth depends on the 
cutting-edge phase angle (α), and can be estimated by using 
Eq. (4) and Eq. (5): 

𝑇𝑇𝐶𝐶𝐶𝐶1 = 𝑇𝑇 ∙ 2𝜋𝜋−𝛼𝛼
2𝜋𝜋  (4) 

𝑇𝑇𝐶𝐶𝐶𝐶2 = 𝑇𝑇 ∙ 𝛼𝛼
2𝜋𝜋 (5) 

where T = TCE1 + TCE2 is the total cutting period. 
To estimate the periods (i.e. T, TCE1 , and TCE2) a Matlab 

script was developed. The filtered Fx experimental force signal 
was fit by means of a Fourier series utilizing the Curve Fitting 
application of Matlab. Once defined the fitting curve 
coefficients, utilizing the Matlab function “fminbnd” it is 
possible to locate the minima of this curve which correspond to 
the valleys of the force signal. In this manner the periods T, 
TCE1, and TCE2 are identified and the corresponding values of α 
can be calculated by using Eq. (5). Periods and α angle for each 
test are reported in Table 3.  

The rest of the run-out parameters (r0 and γ in Fig. 3b) can 
be determined through trigonometry. By using law of sines, β 
and δ were determined. Then, with law of cosines, the radius of 
the second cutting edge (rCE2 = 𝑂𝑂𝑂𝑂̅̅ ̅̅ ) was calculated too. Run-
out length (r0 = OO’̅̅ ̅̅ ̅) can be determined by using law of cosines 
on triangle OO’B. Once the run-out parameters have been 
calculated, it is possible to calculate how to offset the tool 

center compared to the spindle center for FE simulation 
purposes. 

Table 3. Tool run out parameters. 

Tool run-out parameters Test 1 Test 2 Test 3 

Ω [RPM] 19920 24960 30000 

TCE1 [ms] 1.5202 1.218 1.0001 

TCE2 [ms] 1.4919 1.1997 0.9999 

α [°] 178.311 178.600 179.986 

 
The distance between O and O’ (i.e. r0) was decomposed in 

x and y components, called Δx and Δy. Because of rotating tool 
movement, Δx(t) and Δy(t) change in time and can be 
calculated as: 

∆𝑥𝑥(𝑡𝑡) = 𝑟𝑟0 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜅𝜅 (7) 

∆𝑦𝑦(𝑡𝑡) = 𝑟𝑟0 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠 𝜅𝜅 (8) 

where the time dependent angle κ can be calculated with 
Eq. (9), obtained by a geometrical analysis of Fig. 3b: 

𝜅𝜅(𝑡𝑡) = 𝜋𝜋
2 − 𝛼𝛼1 − 𝜔𝜔 ∙ 𝑡𝑡 (9) 

κ(t) depends also on angle α1, which can be obtained by 
Eq. (10). 

𝛼𝛼1 = 𝑎𝑎𝑟𝑟𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠 [𝑟𝑟0+𝑑𝑑
2 𝑐𝑐𝑐𝑐𝑐𝑐 𝛾𝛾

𝑟𝑟𝐶𝐶𝐶𝐶1 ] (10) 

These results were used for both workpiece design and tool 
center shift compared to spindle center. Eqs. (3a) were used to 
design the workpiece profile in the simulation of the passes 
where the tool is engaged with r𝐶𝐶𝐶𝐶2 (tool edge B is working) 
and Eqs. (3b) were used when the tool was engaged with rCE1 
(tool edge A is working). In FE simulations without run-out, 
tool was positioned with its center O’  overlapped to the 
spindle rotation center O and then a rotation around O ≡ O’ 
was set. In FE simulations with tool run-out, tool center O’ was 
initially offset by Δx(t*) and Δy(t*), calculated at different time 
(respectively t1* and t2*) for simulating the tool edge A and tool 
edge B: the first edge starts to engage the workpiece when 
ω·t1*=0; the second edge starts to engage the workpiece when 
ω·t2*=2π-α. Then the tool rotation was set around spindle 
center O, from 0° to 180°. In Table 4, the parameters of the FE 
simulation designs considering tool run-out are summarized. 

As previously explained, the movement was assigned to the 
tool, using speeds according to the experimental values. Tool 
boundary conditions allow to transfer heat throughout the 
entire body. The heat transfer conduction coefficient between 
tool and workpiece plays a key role in chip formation dynamics 
[10, 11]. This parameter was set equal to 105 N s-1 mm-1 °C-1. It 
is a higher than usual value, necessary to generate sufficient 
temperature in the short duration of the simulation (about 
0.001 s). Heat exchange is allowed also between the system 
and the environment. All material properties for the workpiece, 
the tool, and the coating are given in Table 5. 
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Table 4. Parameters used for tool run-out simulations. 

Values 

in µm 

rCE1=392µm 

Δr = rCE1-AB/2=1µm 

rCE1 = 393 µm 

Δr = rCE1-AB/2= 2 µm 

 Test 1 Test 2 Test 3 Test 1 Test 2 Test 3 

𝑟𝑟𝐶𝐶𝐶𝐶2 390.08 390.05 390.00 389.06 389.06 389.00 

𝑟𝑟0 5.843 4.874 1.001 6.087 5.167 2.000 

Δx(t1*) 5.749 4.764 0.04 5.734 4.752 0.044 

Δy(t1*) 1.042 1.029 1.00 2.042 2.029 2.000 

Δx(t2*) -5.777 -4.788 -0.04 -5.792 -4.800 -0.045 

Δy(t2*) -0.872 -0.912 -1.00 -1.872 -1.912 -2.000 

Table 5. Thermal and mechanical properties of materials. 

Properties CuZn37 WC (Ti,Al)N 

Thermal conductivity (Ns-1°C-1) 370 59 Function of T 

Heat capacity (Nmm-2 °C-1) 3.272 15 Function of T 

Thermal exp. Coeff.(°C-1) 2.2e-05 5e-06 9.4e-06 

Young’s modulus (MPa) 1.1e+05 6.5e+05 6.0e+05 

Poisson’s ratio 0.33 0.25 0.25 

 
The friction between workpiece and tool was modelled 

using the hybrid model, which considers both sticking and 
sliding contacts [10, 11]. Shear friction factor m was set equal 
to 0.9 and Coulomb friction coefficient µ was fixed at 0.4. 

4. Comparison of predicted cutting forces and chip shapes  

Simulations achieve a good prediction of the experimental 
forces. For simulation without considering tool run-out, Test 2 
is used because in this experiment the difference of cutting 
force between the tool teeth was minimum (see Fig. 4). In 
Fig. 4a and Fig. 4b, a comparison between simulated and 
experimental results for Test 2 is presented. Lower and upper 
bounds of experimental charts are built with a confidence level 
equal to 68%.  

 

 

 

Fig. 4. Comparison of predicted and experimental forces (no run-out). 

In Fig. 5a, the values of load peaks (experimental and 
simalted under different value of ∆r) are considered for Fx and 
Fy for each cutting edge (EA and EB) and for each test 

Upper and lower bounds are necessary to check the 
overlapping between FE and experimental results taking into 
account the variability of the experimental data. In fact, they 
are calculated as an average value on several tool rotations. In 
Test 1 and Test 2, there is a good match on both force 
components, and better results deals with the value of ∆r of 
2 µm. The entire force plots for Test 1 in this configuration 
(∆r = 2 µm) are shown in Fig. 5. However, model validity for 
Test 3 is not satisfactory. Experimental loads for this test are 
significantly higher than the force values of Test 1 and Test 2 
(see Fig. 6). A possible explanation for this result can be related 
to the experimental set-up. The thin-wall cut with higher 
cutting speed undergoes to greater vibrations which affect the 
force measurements. Furthermore, considering the simulation 
results, it is well-known how, at the high cutting speed (i.e. 
higher strain-rates), the material constitutive law expressed by 
Johnson-Cook model underestimates the actual flow stresses 
and, as a consequence, the predicted cutting forces. 

 

 

 
Fig. 5. (a) Comparison between experimental forces and simulations results 

for Test 1 (run-out effects considered). 

(c)  

Fig. 6. Comparison between experimental forces and simulations results for 
each test. 
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Fig. 7. Comparison between a SEM image of a chip sample (a) and a part of 
the simulated chip shape (b) for Test2. 

A possible explanation for this result can be related to the 
experimental set-up. The thin-wall cut with higher cutting 
speed undergoes to greater vibrations which affect the force 
measurements. Furthermore, considering the simulation 
results, it is well-known how, at the high cutting speed (i.e. 
higher strain-rates), the material constitutive law expressed by 
Johnson-Cook model underestimates the actual flow stresses 
and, as a consequence, the predicted cutting forces. 

Reasonably good results are obtained for the chip shapes 
from the FE simulations. Fig. 7 shows an exemplary 
comparison between simulated and experimental chip shapes. 
It is possible to observe that the simulation is able to predict the 
chip segmentation as well. 

 

5. Conclusion  

This study presents an experimental and Finite Element 
simulation based investigations about the effect of tool run-out 
on 3D orthogonal micro milling configuration. The size of the 
tool run-out deviation does not result in direct connection to the 
cutting speed and it remains in the magnitude order of few 
micrometres. The cutting forces are significantly influenced by 
tool run-out and this effect can be reliably predicted by the FE 
simulation model coupled with tool run-out. This methodology 

relies on measurement of tool run-out from orthogonal micro-
milling tests and on measuring cutting forces generated by two 
flutes of the micro end mill. It was shown that while FE 
simulations accurately predict cutting forces in the presence of 
no tool run-out effect, the improved FE simulation 
methodology by considering tool motion with calculated tool 
run-out results in reasonably good cutting force predictions as 
well. It is also noted that the qualitative comparison of 
predicted chip flow and chip shapes is reasonably good results. 
A more quantitative analysis of experimental chip samples as 
compared with predicted chips is required for further validating 
the mechanism of chip formation when considering tool run-
out in micro milling processes. 
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