
Computer Networks 61 (2014) 176–183
Contents lists available at ScienceDirect

Computer Networks

journal homepage: www.elsevier .com/locate /comnet
The FEDERICA infrastructure and experience
http://dx.doi.org/10.1016/j.bjp.2013.12.029
1389-1286/� 2014 Elsevier B.V. All rights reserved.

⇑ Corresponding author. Tel.: +39 0649622000.
E-mail addresses: mauro.campanella@garr.it (M. Campanella), fabio.-

farina@garr.it (F. Farina).
M. Campanella ⇑, F. Farina
Consortium GARR, Via dei Tizii 6, 00185 Roma, Italy

a r t i c l e i n f o
Article history:
Received 30 August 2012
Received in revised form 11 September 2013
Accepted 20 December 2013
Available online 3 January 2014

Keywords:
Future Internet
Network architectures
NREN
Virtualization
Distributed systems
Infrastructure as a Service
a b s t r a c t

The European Commission co-funded project FEDERICA started in 2008 with the objective
to support Future Internet research and experimentation. The project created a Europe-
wide infrastructure based on virtualization in wired networks and computing elements,
offering fully configurable and controllable virtual testbeds as a service to researchers. This
article reviews the architecture, its deployment and current active status, usage experi-
ence, including virtual resource reproducibility and elaborates on challenges for Future
Internet testbed support facilities.
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1. Introduction 3 provides the experience and lessons learned in providing
The FEDERICA project (Federated E-Infrastructure Ded-
icated to European Researchers Innovating in Computing
Network Architectures) [2–6] has been designed and oper-
ated to support research and experimentation on current
and Future Internet. The project consortium comprised
twenty stakeholders from Research Institutes, Universities,
National Research and Education Networks (NREN) and
industrial partners. The project started in January 2008 as
an EC 7th Framework Programme project (RI-213107) co-
funded by the e-Infrastructure Unit, and formally ended
on November 2010. Since then, the NREN partners main-
tained the facility, which is now partially supported by
the GN3 and GN3plus FP7 projects (GÉANT) [10]. The facil-
ity is currently serving other EC projects in the FIRE EC Unit
[9] (Future Internet Research and Experimentation, now
Unit E4 ‘‘Experimental Platforms’’).

The article is organized as follows: Section 2 provides a
brief overview of the FEDERICA architecture, implementa-
tion, results on reproducibility and current status. Section
its services. Section 4 elaborates on the issues in operating
the infrastructure and in its evolution. The article con-
cludes with Section 5 on infrastructure perspective for
the future.
2. The facility

To support research and experimental validation on
new networking technologies and applications, the facility
has been engineered using computing and network physi-
cal resources, implementing virtualization capabilities in
all its resources. The choice poses the minimum number
of technological constraints to researchers and virtual
testbeds.

Virtualization is defined here as the capability to create
a virtual version of a physical resource. The virtual re-
sources (e.g., a virtual network circuit, disk partition, vir-
tual computer) are typically created by segmenting a
physical resource. Virtualization creates un-configured,
clean, virtual resources, e.g., an image of the hardware of
a computing element on which (almost) any operating sys-
tem can be installed, a point-to-point network circuit, a
portion of disk space. The virtual resources can be then tai-
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lored and configured to users’ needs and even moved from
one virtualization-enabled physical platform to another.

The use of virtualization has been the key enabler of the
novel architecture, decoupling the physical substrate from
the testbeds. Virtualization allows the facility to provide
to the user complete control and configuration capabilities
within the assigned virtual resources, allows disruptive
testing and permits serving more than one user at the same
time, maintaining separation and privacy, and optimizing
the use of the physical infrastructure. Some additional
requirements for the facility have been taken into account:

� Ensure reproducibility of experiments when requested.
Given the same initial conditions and hardware models,
the behavior of a single virtual resource should be the
same, as a basic principle to obtain the same experi-
mental results.
� Be capable to interconnect or federate with other

e-Infrastructures and Internet.
� Favour testing of functionalities, protocols and new

ideas rather than very high performance capabilities.

The framework for such an infrastructure is based on
two distinct layers. The lower is the virtualization sub-
strate, i.e. the physical environment which contains all
the hardware and software to instantiate the virtual re-
sources. On top of it there is the virtual infrastructures
layer, containing all the virtual sets of resources (named
slices). In the case of FEDERICA some network physical re-
sources are provided by GÉANT and NRENs [16] infrastruc-
tures, which are the physical layer at the bottom. Fig. 1
provides a pictorial view of the architecture.
2.1. Service description

The service architecture of FEDERICA follows the Infra-
structure as a Service (IaaS) paradigm. The main FEDERICA
service is to provide testbeds in a wired large scale envi-
ronment, in the form of ‘‘slices’’. A slice is a set of virtual
computing and network resources in a network topology
and with characteristics according to users’ requirements.
The researchers may select from a collection of preconfig-
ured virtual host, usually Linux based, and request to the
Fig. 1. Pictorial view of th
network operation centre (NOC see 2.2.3) an almost fully
configured slice, or choose to receive the resources un-con-
figured (i.e. with no operating systems, applications, IP ad-
dresses and routing). The user can access the service once
he/she has agreed on an Acceptable user Policy and has
been granted a set of credentials to access the resources
in his/her slice. The slice creation process has been initially
based on human interaction.

Reproducibility for a virtual host and a Quality of Ser-
vice (QoS) for a network circuit can be requested. The
QoS cannot be requested for an aggregate of resources,
but only for single ones. It’s the responsibility of the user
to ensure a global QoS in his/her experiment.

The service includes constant monitoring of virtual re-
sources’ main characteristics (e.g., traffic load on circuits,
CPU, RAM usage).

The current FEDERICA service is open to all research
entities, including the private sector and there is no fee
associated for its use. If a user requests non-standard hard-
ware or a direct physical connection, incurred costs are
supported by the user.

The facility may evolve its services to include ‘‘cloud’’
services, like Platform as a Service (where various pre-con-
figured system images and network scenarios can be pro-
vided from a repository), and Application as a Service
(where a set of applications can be preselected by users).
2.2. Implementation

The FEDERICA physical topology (substrate) is depicted
in Fig. 2, it is composed of circuits, network equipment and
computing physical resources. At present it is composed of
10 distributed physical points of presence. The topology is
a mesh of one Gigabit Ethernet circuits, which offer resil-
iency and load balancing to the network substrate. The
capacity has been chosen as a compromise between the
cost of wide area circuits and the total capacity. The choice
has been adequate for the users’ requirements. The circuit
capacity can be sliced, still providing high-speed links, and
although expensive, it is contributed by the participating
NRENs without requesting a users’ contribution. The cir-
cuits have been provided initially as Ethernet over SDH
and will be, after August 2012, provided using IP/MPLS as
e FEDERICA facility.



Fig. 2. FEDERICA network topology (June 2012).
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point to point virtual circuits carrying Ethernet frames.
Each PoP hosts a rack with network and computing ele-
ments, Fig. 3 shows a typical installation. The four PoPs
in DE, IT, PL, CZ are fully meshed and each hosts a program-
mable high-end router/switch from Juniper Networks, an
MX480 model with dual CPU and 1 line card with 32 ports
at 1 Gb Ethernet (8 optical and 24 copper). The MX func-
tionalities include virtual and logical routing, Multiproto-
col Label Switching, VLANs, IPv4, IPv6. The MX480 in
Germany and Poland are equipped with Ethernet linecards
with hardware QoS capabilities capable of a very precise
Fig. 3. FEDERICA rack in the Milan PoP.
capacity slicing. These provide up to 1000 virtual circuits
with strict capacity guarantees, when requested. Smaller
multi-protocol switch/routers (Juniper EX series) are in-
stalled in non-core PoPs. The computing equipment (called
V-Node in the following) is based on off the shelf PC hard-
ware, running virtualization software. Each PC contains 2
quad-core CPU running at 2 GHz, 32 GB RAM, 8 Ethernet
10/100/1000 Mbps network interfaces and 2 SATA disks
of 500 GB each. All the interfaces of the V-Nodes are con-
nected to the Juniper equipment. Figs. 3 and 4 display
the typical configuration. There are typically two V-Nodes
in each core PoP and one in the other PoPs.

The substrate is configured to be a single IPv4 and IPv6
public Autonomous System. The AS has a full BGP peering
in the four core nodes with hosting NRENs, which announce
it to the Internet. A slice may receive public or private IP ad-
dresses and its resources are reachable from Internet for re-
mote management through a user access portal.

The choice of the virtualization software for the V-
nodes is the free version of the VMware [25] hypervisor
(ESXi). This choice has been made initially after a review
of available virtualization software. In particular the com-
pleteness and structure of the application programming
interface, the availability of usage examples, available
expertise, free tools to import and convert node images
were evaluated. The capabilities and performance of the
free version have been adequate for the requirements.

Each PoP is ready to host user’s equipment, according to
space availability, and to physically interconnect user’s
sites.
2.2.1. Reproducibility and quality of service
Determining the reproducibility of a combined set of

many resources is still an open research area. The interac-
tion among all the elements in a testbed makes their
behavior complex to predict and to regulate. The addition



Fig. 4. Back view of a V-Node.

Fig. 5. Memory bandwidth rate during STREAM benchmark execution for
a Large instance with default parameters.
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of the virtualization software introduces an additional ele-
ment of variability that may alter the stability of the
behavior and performance of each resource, see e.g. [23].

The project performed an internal validation of repro-
ducibility capabilities of its elementary building blocks:
virtual nodes (V-Nodes) and point-to-point virtual circuits.

Measurements have been collected using a dedicated
slice made of four virtual computing nodes connected by
virtual circuits. The nodes were configured in pairs: two
‘‘small’’ virtual nodes (0.9 GHz CPU, 1 GB RAM, 10 GB local
storage, 1 Ethernet interface) and two ‘‘large’’ (1.8 GHz
CPU, 2 GB RAM, 100 GB local storage, 1 Ethernet interface).
The small VMs are used primarly to test CPU and memory,
the large are used also for disk access evaluation. The net-
working performance and its reproducibility have been
tested generating 100 Mbps full-duplex traffic between
pairs of VMs, hosted in different PoPs.

The characteristics that have been sampled during the
reproducibility tests are: the use of the CPU, the memory
bandwidth, the read/write bandwidth of the disk channel
and the use of network capacity. Standard benchmarking
tools have been adapted to exercise the components. Fol-
lowing an approach similar to the ones proposed in [13]
[12], High Performance Linpack (HPL) and STREAM bench-
marks from the High-Performance Computing Cluster
benchmarking suite have been used to sample CPU and
RAM bandwidth respectively. The high-performance com-
puting systems benchmarks results, expressed in flops,
are used to compare performance with and without the
hypervisor on a physical machine. The IOzone tool has
been used to measure disk I/O performance with different
disk access patterns (e.g., sequential read and write, ran-
dom read and write). Netperf has been adopted to measure
the circuits’ bandwidth.

The results indicate that reproducibility can be pro-
vided configuring in the hypervisor guaranteed, fixed val-
ues for CPU cycles and memory size of the virtual
machine. The performance remains stable even in case of
physical resource contention, with a slightly lower stability
of the bandwidth to disk storage, mainly due to the simple
hardware in the testbed. The variability of a virtual re-
source due to virtualization itself can be limited to below
1% for CPU cycles and less than 0.5% for random access to
memory. The result is in line with reproducibility and per-
formance measurement in clouds [22,24]. The configura-
tion of a virtual circuit to guarantee capacity is also
achievable and it performs exactly as configured when
hardware assistance in the router is used.

Descriptive statistics and statistical tests on mean, devia-
tion and on the distributions profile have been used to ana-
lyze the data collected and validate the correlations. The
end-user license for VMware restricts the publication of
benchmarking and results are a function of hardware and
software release used. However, the statistical indicators
show that benchmarks on the VMs are stable over time and
that variability can be reduced, enforcing reproducibility.
The minimum bias introduced by virtualization and by the
substrate network has been measured to calibrate the results.
Virtualization, when no specific configuration is used, implies
a loss of 5 MHz with standard deviation of 1.8 MHz on the
tested CPU (2 GHz), therefore it can be assumed that the vir-
tualization represents a negligible offset and it does not inter-
fere in the tests of the researchers. FEDERICA active network
monitoring has been used to confirm that the network cir-
cuits in the substrate are stable and errorless in the typical
timescale of tens of minutes of each test. The results of HPL
and STREAM indicate stable behavior also when contention
was introduced. When CPU affinity (the static binding of a vir-
tual CPU on a specific physical core) is activated, the deviation
of the observations is further reduced by 60%. An additional
reduction of deviation has been observed for memory inten-
sive tasks when both CPU and RAM affinity are active. The ef-
fect of the activation of both affinities on the STREAM
benchmark running over a small instance is shown in Figs.
5 and 6. The bandwidth sustained by the virtual network
interfaces has been assessed both for half and full-duplex
transfers. The netperf benchmarking tool has been adopted
to gauge the rates for periods of 120 s and the measurements
have been repeated. The observed sustained rates are re-
ported in Fig. 7. The VMs are capable of using 100 Mbps
full-duplex connections even in case of contention. Higher



Fig. 7. Network bandwidth: half and full duplex measurements.
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bandwidths experiments require a specific mapping over the
substrate resources, balancing the trade-off between re-
sources underutilization and reproducibility.

Measurements on storage have shown a reduced level
of reproducibility mainly given by the V-Nodes’ local stor-
age. Every V-Node is equipped with two SATA disks: one
entirely dedicated to store virtual machines images, and
one shared between the images and VMware installation.
The IOzone tool has been used for sequential and random
tests under different contention patterns. When the stor-
age is accessed exclusively, measurements indicate that
the behavior of the experiments is repeatable. On the con-
trary, when storage is under contention, the performance
can fluctuate up to the 20% of the observed bandwidth.
Based on the V-Nodes storage setup, it can be concluded
that slices with intensive disk activity need stronger isola-
tion to minimize the interactions with other experiments.

As a result of testing, the project has defined a set of de-
fault configuration rules for virtual instances of type small,
medium and large, which provide a default level of repro-
ducibility. The ’’medium’’ configuration allocates a CPU
core to each image, a fixed block 2 GB of RAM, 100 GB of
local disk space and a physical network Ethernet interface.
With this configuration a single V-Node can host up to 7
images. Reproducibility can be further enforced using spe-
cific capabilities of the virtualization software, like fixed
allocation and ‘‘affinity’’.
2.2.2. Monitoring
The substrate and virtual resources in each slice (if the

user agrees) are constantly monitored. The monitoring sys-
tem is based on the G3 system developed by Cesnet [7] and
it includes the Nagios [14] system for monitoring the com-
puting elements. The system uses passive monitoring,
using simple network management protocol (SNMP), and
includes proprietary extensions, e.g. to be able to monitor
VLAN packets inside a VLAN. In the Cesnet PoP a flow mon-
itoring probe is also available.

The monitoring system is currently monitoring about
40.000 physical and virtual entities (circuits, CPU cores,
RAM, temperature, interfaces). Due to the large amount
of entities to monitor, the timers and the monitoring pro-
Fig. 6. Repetition of STREAM memory benchmark with NUMA and CPU
affinity activated.
cedures have been tuned to reduce and spread evenly in
time the frequencies of queries to avoid generating peaks
of network traffic and loading CPU of the resources. The
system analyses the information in real time and is capable
of signalling faults. Each slice monitoring information is
available to the respective owner via the web in the user
portal and raw data can be downloaded in rrdtool [21] ex-
port xml format.

Fig. 8 shows the active map of all monitored entities,
the shades of gray represent the load of the element. As
an example at the right is shown the traffic statistics of a
V-Node ethernet interface in Cesnet, where test traffic at
about 1 Gb/s is generated to a node in GARR, the data
shown are averaged over 300 s each.
2.2.3. User access and the network operating centre
The use of the infrastructure is accessible, free of

charge, to public and private researchers on the current
and Future Internet. The access to the infrastructure is
supervised by a User Policy Board (UPB). The UPB examines
with the users their requests, grants access and defines a
priority according to the analysis of technical feasibility,
and current resources availability. The decision is not
based on the scientific merit of the proposal. The motiva-
tion for mandating a controlled access is related to the
need of an initial strong support to discuss the capabilities
of FEDERICA and the user requirements. The user should
also accept a policy document for the use of FEDERICA.
More information on user’s forms and templates is avail-
able in the web site [2] in the users’ section.

The infrastructure is centrally managed and monitored
by a Network Operation Centre. The NOC has also the task
to initially create the slices using a partially automated
procedure. The detailed up-to date knowledge by the
NOC of facility use and resource allocation permits to en-
sure guarantees of the service in the overall network,
avoiding congestion due to overbooking and enforcing sin-
gle resource reproducibility (quality of service) when re-
quested. The user can access using a web browser a User
Portal to access its personal account, request a slice, upload
files, request slice information and access information on
its slice.



Fig. 8. FEDERICA facility active monitoring map (June 2012).
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2.2.4. Authentication and authorization, security
The system is based on credentials assigned to each

user and managed through an LDAP server. The core rou-
ters implement strict access firewall policies for the traffic
to and from Internet, permitting traffic generated only by
addresses related to users or the NOC.

2.3. Current status

The facility is active and its operation is partially sup-
ported by the EC FP7 project GN3 [10] and it is currently
supporting FIRE projects. The development activities have
been focused to increase the automatization of slice provi-
sioning and to introduce a resource specification descrip-
tion with is compatible with the Slice-based Federation
Architecture (SFA) [20], extending the associated resource
specification (rspec) version 2 to represent the facility.
SFA is widely adopted by future Internet Testbed facilities,
notably by many GENI [11] projects and it is used by the
federation of PlanetLab [19] based domains.

The facility plans to enable OpenFlow [17] in its net-
work hardware in the next months, as a service. It is al-
ready possible to support Openflow in slices, using
virtual resources and software implementation of nodes.

3. Service offering experience

During the operational lifetime of the project, since Jan-
uary 2009, the consortium partners approached and con-
sulted more than 50 potential user groups all over
Europe that resulted in 20 slice requests for specific user
experiments, with 5 slices active at the same time on aver-
age. The article [5] provides a comprehensive overview of
the research projects that have been using the virtual infra-
structure slices of FEDERICA until 2011 to validate their re-
search concepts, even being disruptive to their testbed
slice, to obtain results in realistic network environments.
The projects may be grouped according to their main
objective; validation of virtual infrastructure features,
evaluation of multilayer network architectures, and design
of novel data and control plane protocols at various layers.

After the project ended in 2010, the facility continued
operation and at present it is supporting the EC co-funded
projects NOVI [15] on approaches to compose virtualized
e-Infrastructures, CONFINE [8] on the development of a uni-
fied access to an open testbed where to deploy, run, monitor
and experiment with services, protocols and applications on
real-world community IP networks, and BonFIRE [1] to sup-
port experimentation and testing of innovative scenarios
from the Internet of Services research community, specifi-
cally focused on the convergence of services and networks.
In the case of NOVI, in addition to a set of slices, the collabo-
ration extends to SFA compliance, rspec extension to de-
scribe the FEDERICA substrate and API to automatically
configure resources. The research and development of feder-
ation is also ongoing with the BonFIRE project. FEDERICA is
providing to each project a slice, connecting also their local
testbeds sites using Layer 2 Ethernet virtual circuits.

The duration of the experiments ranged between 3 and
8 months. The slice set-up phase initially required between
few days and a couple of weeks, as a function of slice com-
plexity and user requirements. The manual procedure to
create the slice has been progressively automated using
web services to offer a graphical user interface and an
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application programming interface. Routers can be created
with very simple configurations to be completed by the
user, including single area OSPF and BGP instances. The
collaboration with the NOVI project permitted to test the
federation capabilities based on SFA.

At the time of writing, notable management and user
interfaces for computing elements have been recently
developed for the cloud environment (see e.g. the Open-
Stack software [18]) and their use in the production envi-
ronment is under evaluation. The procedure to automate
the creation and integration of a virtual network connect-
ing virtual resources remains very complex.

The slice contained more than one hundred resources in
the case of the PHOSPHORUS project (see [5]), with an
average of 20 virtual resources in a slice. FEDERICA has al-
ways been able to create the slices as requested. The vir-
tual routers are provided either in the form of system
images using standard Linux based software routers, or
of virtual routers (with completely separate routing and
forwarding tables) in the Juniper equipment.

After testing ends, each user is requested to provide a
feedback on the facility and its service using a form avail-
able in [2] users’ section. The feedback has been quite po-
sitive, signalling the usefulness of a facility with services as
described above. The users main suggestions were to in-
crease the user support, automation of procedures and
NOC responsiveness. The following paragraphs analyses
the main users’ comments and support experience.

3.1. User interface and access

The ease-of-use and effectiveness of the user interface
and the NOC support are of paramount importance to at-
tract and serve users. The interface should allow the user
to be operational at the basic level in a very short amount
of time, to encourage to continue utilizing and exploiting
the facility services. The preferred interface is based on
http access and a graphical representation of the slice
and the action capabilities. As the users own different
ranges of technical expertise, a command line interface is
not preferred, it is accepted when it allows a greater level
of control and personalization.

3.2. NOC and complexity

The support requested to the NOC is more demanding
than in a network production environment. The issues
and user’s questions are more complex and often refer to
innovative and research area. The personnel should then
use or rely on computing and networking experts, equiva-
lent to a second level NOC.

3.3. Balance between physical and virtual resources

Although virtualization technologies are very efficient in
creating virtual testbeds, in some cases the research is better
served by dedicating a physical resource to a slice, which
adds to the virtual ones. An example is the research on virtu-
alization capabilities themselves and/or on substrate man-
agement and control, like in the case of the NOVI project.
Although it is possible in the computing system to have a vir-
tualization substrate on another virtualization substrate,
adding a physical resources is preferred, also to permit bet-
ter reproducibility. Adding physical resources is also useful
when virtualization capabilities in hardware are not mature
enough. This is the case of the network interface in comput-
ing elements. Each V-Node has been equipped with 8 inter-
faces to dedicate a single interface to each virtual system.

3.4. Reproducibility and quality of service

The users were always urged to perform the experiment
without requesting initially QoS on virtual resources, as
the resource default configuration rules, as detailed in sub-
Section 2.2.1, provides adequate level of reproducibility in
the majority of cases. These rules, associated to overboo-
king avoidance in network resources, results in a behavior
of virtual resources which was deemed very good and did
not interfere, according to feedback, with experiments. Gi-
ven the initial QoS-aware configuration of virtual resources
and over-provisioning in the network circuits, there have
not been any requirements to improve the resource quality
of service in terms of reproducibility.

4. Challenges

A facility that has as main objective the support of re-
search has to provide an environment which is stable, reli-
able, supported by a NOC and with a very sophisticated, yet
simple to use, user interface. The maintenance, evolution
and sustainability of FEDERICA represents an additional,
constant challenge. The facility has to provide production
level support and at the same time evolve and perform re-
search on itself and new technologies. Support personnel
has therefore to include senior networking and computing
experts, which are scarce and expensive. Evolution implies
almost constant hardware and software upgrades e.g. to
support a new technology like Openflow. The user inter-
face needs a constant programming effort especially to at-
tract users and provide them an incentive in respect of
building their own testbeds.

All these needs imply that operational expenses are
usually higher than capital expenses and that every three
to four years there is the need of additional funding to re-
new hardware. The latter procedure is preferred in respect
to a constant renewal process due to lower operational ex-
penses implications. The main challenge is therefore to se-
cure a constant funding flow. The FIRE [9] and GENI [11]
initiatives are debating these challenges, without having
reached a final conclusion. An evolution towards a federa-
tion of facilities may improve the breadth of services avail-
able to the user, but leaves open for each facility the afore
mentioned challenge.

In the case of FEDERICA the current support is being
provided as a shared effort between NRENs and the GN3
and GN3plus project, as the service offered is considered
and confirmed useful to the research area in Europe.
5. Conclusion

The use of FEDERICA has shown the usefulness and po-
tential of a facility based on virtualization in both network



M. Campanella, F. Farina / Computer Networks 61 (2014) 176–183 183
and computing elements that offers testbeds as a service to
researchers. The main challenges are: the constant devel-
opment of a smart and intuitive user interfaces, the unique
mix of production quality environment and research and
the funding to maintain FEDERICA up-to-date and in line
with research needs.

The FEDERICA facility will continue to be operational.
The possibility to extend the service to other communities,
e.g. researchers in smart cities, and establish and develop a
strong international federation with similar initiatives im-
prove is considered are considered key objectives. Federa-
tion and collaboration with the ‘‘Cloud’’ environment is the
next natural step to increase scalability and to offer a richer
environment to researchers.
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