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ABSTRACT A tracking problem is considered for a very recurring class of systems, such as Cartesian
robots with real actuators, conveyor belts, and certain scanning devices used for medical and engineering
applications, as near-field antenna characterization. Theorems are proven for the design of a PID controller
with a possible compensation signal to track sufficiently regular trajectories with a prescribed maximum
error. The developed design methodology is used to identify the current antenna scanning system without
a controller and to design and construct a new controller that provides better performance than the current
one. Moreover, this paper proposes an optimized raster scan acquisition scheme that reduces the number of
field samples and the scanning path length compared with the more conventional approaches. By using the
new controller and the proposed optimized sampling strategy, which provides a sparse distribution of the
samples, the performance of an antenna can be evaluated in a considerably shorter time than that necessary
using the pre-existing controller and standard scanning, as experimentally assessed in this paper.

INDEX TERMS Robust controller design, robust tracking, uncertain nonlinear systems, positive control
systems, near-field antenna measurements, antenna scanning system, optimized raster scanning.

I. INTRODUCTION
Near-field (NF) antenna measurements [1] are an established
solution to antenna pattern characterization. They require
the measurement of field data on a scanning surface located
in the near-field region of the antenna under test (AUT).
The AUT is typically far enough from the source that the
contributions to the measured field of the invisible portion of
the spectrum are vanishingly small. Generally, the geometry
of the scanning surface hosting the sampling points where the
field samples are collected is planar, cylindrical or spherical.
Each solution shows advantages and drawbacks depending
also on the characteristics of the AUT and on the system
where it is installed [2]. After the collection of near-field
data, the far-field (FF) is calculated according to a NF-FF
transformation.

In recent years, many efforts have been made to solve
a very relevant issue that affects NF measurements related
to the large amount of field samples that must be collected
on the scanning surface to make the NF-FF transformation
accurate [3]–[9]. Indeed, the amount of data and the scanning
path length in particular affect the time required to complete

the acquisition, which can be particularly long. However,
the scanning time is determined not only by the number
of field samples to be collected but also by the scanning
path length. Typically, three directions can be pursued to
reduce the acquisition time and to preserve the accuracy of
FF predictions:

1. The characteristics of the employed hardware can be
improved: in practice, the velocity of the probe can
be increased by using measurement instruments with
better performance and reduced latencies.

2. The field samples can be reduced in number and
sparsely distributed along the scanning path [10], and
the scanning path length can be shortened: sparse dis-
tribution of the samples allows for faster movements
between two consecutive sampling points, profiting of
the scanner capabilities and disregarding for the mea-
surement instrument latency.

3. The algorithm controlling the hardware can be
improved by exploiting an efficient and effective
approach that takes advantage of both the available
hardware and the sampling strategy.
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Clearly, successfully acting on the three points above requires
different competencies. However, in practice, the adopted
solutions in the three areas influence each other and require
a strict interaction among the designers of the measurement
setup.

This paper focuses on the last two points above. The
hardware is assumed predetermined because it is already
available. Furthermore, a new approach is presented that
speeds up the NF acquisitions and cultivates a successful
synergy between an optimized sampling strategy and an
optimized control approach. From the electromagnetic theory
point of view, the optimized sampling strategy is based on
the concept of singular value optimization (SVO) [4]–[8].
SVO has recently been proven to determine the number and
distribution of the NF samples by dramatically reducing the
sampling rate and the scanning path length without sacrific-
ing accuracy. In this paper, for the first time, SVO returns a
new (optimized) raster data collection that requires a single-
axis continuous acquisition driven by a smart controller.
Indeed, the scanning area is covered as the composition of
an optimally selected row, hosting samples non-uniformly
spaced according to a row-wise optimality condition. The
raster scan has been specifically conceived to profit from a
simple but effective handling of the hardware, drawn from the
flexibility of the powerful SVO. The approach allows a large
distance between sampling points compared to competitors
and frees space for the controller for large accelerations
between consecutive sampling points to significantly reduce
the scanning time.

Accordingly, from the control theory viewpoint, the prob-
lem requires the design of a controller that can profit at the
best from both the sparsity of the field measurements and the
available hardware.

It is worth noting that this control problem is shared
with other disciplines, since many electro-mechanical, ther-
mal, chemical, biological and medical linear and nonlinear
systems exist, which are subject to parametric uncertain-
ties and have non-standard disturbances, that need to be
efficiently controlled. For these systems, robust and simple
controllers that can track quickly with the prescribed pre-
cision and non-standard references must be designed and
constructed.

Numerous scientific papers addressing this goal are avail-
able in the literature, also very recent, which propose adaptive
sliding mode controllers, feedback linearization and fuzzy
control techniques applied to theoretical and engineering
problems (e.g., [11]–[20]).

Some robust tracking methods for uncertain linear and
nonlinear MIMO systems of realistic trajectories have also
been provided by Celentano [21]–[24].

However, in the literature, the following practical limita-
tions remain for several cases:
• the considered references and disturbances are often
standard waveforms (polynomial and/or sinusoidal
ones);

• the control signals are in some cases excessive and/or
unfeasible because of chattering;

• the actuators are assumed to be ideal.
In this paper, new and useful theorems are provided, which
allow to easily design a robust PID control lawwith a possible
compensation signal andwithout chattering. This controller is
used to force an uncertain third-order system with additional
nonlinearities and/or disturbances to track a preassigned tra-
jectory, with bounded third derivative, with a predetermined
maximum error.

The main contributions of these new results to the control
theory presented in this paper consist of the following:
• the considered class of systems that need to be controlled
is very common in practice; some examples include
Cartesian robots with real actuators and several trans-
portation systems;

• the control law is easy to design and implement;
• the trajectory to track can have generic behavior,
provided that its third derivative is bounded;

• suitable filtering laws of the trajectory to track and/or
some techniques useful to choose the reference signal
are provided, to make the implementation of the con-
troller easier and to reduce the control signal, above all
during the transient phase;

• the predetermined maximum error is guaranteed despite
uncertainties, bounded nonlinearities and/or bounded
disturbances;

• a very easy relationship between a single design param-
eter of the controller and the maximum tracking error is
provided, which is useful to obtain the desired tracking
precision.

In addition, the notable utility of this work for industrial
purposes clearly emerges from the presented application;
i.e, a significant class of electro-mechanical systems can be
effectively controlled analogously, via an easily designed and
constructed controller, to track sufficiently regular trajecto-
ries with high precision.

The developed design methodology is used to identify,
design and construct a scanning system used together with an
optimized raster sampling to speed up the acquisition process
in a planar NF antenna characterization. Several experimental
validation tests and useful applications have been made at the
Microwave and Millimeter Wave Laboratory at University of
Naples Federico II.

The paper is organized as follows. In Section II, the
measurement process is placed in a general mathematical
framework that makes the application of the SVO concept
straightforward. In Section III, the NF acquisition based on
SVO is summarized, while the new optimized raster sampling
strategy is illustrated in Section IV. In Section V, the new
control theory to design the control system of the NF scanner
is presented. In Section VI, the general controller design is
provided. In Section VII, the design, realization and vali-
dation of the controller for the antenna scanning system is
presented. Some results of the experimental testing campaign
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are reported in Section VIII, where the performance of the
proposed approach is compared with that of standard scan-
ning, showing significant improvements. Conclusions and
future developments follow in Section IX.

II. THE MEASUREMENT PROCESS
As mentioned in the Introduction, one of the key points to
speed up the acquisition process in NF measurements comes
from the definition of a convenient sampling point number
and distribution that minimizes the scanning path length and
the number of samples located therein.

In this section, the concepts underlying the field measure-
ments are presented. The probe is assumed to not interact with
the AUT because of mutual couplings or with the surrounding
environment.

FIGURE 1. Schematic representation of the measurement process.

The schematic representation of the measurement process
is presented in Fig. 1. A source radiates the field, and a probe
antenna is moved along a trajectory on the scanning surface
to collect the information available therein. The information
is carried out by the impinging field, i.e., the field produced
by the radiator all over the sensing region when the probe is
absent. In particular, for each probe position, the information
is extracted from the field in the region sensed by the probe,
and a voltage is made available to the users by the measure-
ment instrument.

As long as the probe antenna is made of linear mate-
rials and linear components, in the phasor representation,
the relationship between the impinging field in the sensed
region, represented by a complex vector field, say Es, and
the voltage acquired by the instruments, which is typically
a vector network analyzer (VNA), say v0, is expressed by a
linear functional M

M |Es→ M
(
Es
)
=< Es,M >= v0. (1)

In eq. (1), the symbol <, > denotes the duality, represent-
ing the linear functional in terms of a vector field M in
the dual space of that containing Es [25]. M represents the

measurement process and accounts for the probe/instruments
response and the probe location.

To obtain v0 from Es, Es should be known all over the
sensed region, which in practice is the region occupied by
the probe. In fact, the voltage v0 can be determined only
if the total field is known at the probe terminals, i.e., the
superposition of the field Es impinging on the probe and
the scattered one. The total field can be determined after
solving the scattering problem for the probe; to this end,
the characteristics of the probe and Es on the whole body of
the antenna are required.

III. THE NF ACQUISITION STRATEGY BASED ON THE SVO
In this section, the optimized NF/FF transformation based on
SVO is briefly illustrated.

FIGURE 2. Geometry of a Planar NF acquisition system.

Consider the case of a planar scanner for NF measure-
ments. The geometry of the system is depicted in Fig. 2. The
general bounded field source is assumed in the half-space
z′ ≤ 0, while the scanning plane where the probe (probes)
must be located is assumed to be the plane z′ = z0. The
scanning plane is assumed to be located outside of the reactive
region of the source to have negligible contributions of the
invisible part of the plane wave spectrum to the field therein.

According to the plane wave expansion theorem [26],
the field in the half-space z′ ≥ z0, say H, is completely
determined once the tangent components of the E-field on the
scanning plane, say Ed , are given. Then, as long as the probe
is embedded in H, touching the scanning plane, the sensed
field Es is completely determined by Ed .

Accordingly, eq. (1) turns into

M |Ed → M
(
Ed
)
=< Ed ,M >= v0. (2)

In the formal framework introduced here, the measurement
process turns into the selection of a finite set (the measure-
ment process involves the collection of a finite number of
voltages) of functionals M (or equivalently M ). Such func-
tionals make it possible to retrieve sufficient information to
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calculate the FF radiated by the source in the directions inH.
This set of Q functionals, say {Mq}

Q
q=1, can represent different

probes exploited to sense the field to extract independent
features of Ed , or the same probe moving with the same
end, along the scanning path. The second solution is the one
typically adopted since it allows the use of small probes with
a limited impact on the coupling between the probe itself and
the radiating system. The different functionals correspond
to different acquisition processes, which in turn correspond
to the voltage measurements for different probe locations.
In this case, for an ideal probe that picks up the value of the
field in a point along a direction, M = mδ(r − rm), where
m identifies the measured component direction of the field
and the conversion factor of probe/instrument, δ represents
the Dirac pulse, and rm is the position where the field is
measured. The operator R is now introduced and maps the
quantities that describe the radiative characteristics of the
radiator, say J , to Ed . Depending on the case, the vector
field J can represent equivalent currents (magnetic or electric
according to the adopted formulation) or the field compo-
nents tangent to the source envelope. J is assumed to belong
to a finite dimensional linear space, say J, with minimum
dimension N , that is relevant to evaluate both Ed and the FF,
in all the conditions of interest [4].

Accordingly, eq. (2) turns into

A|J ∈ J → M
(
R (J)

)
=< R (J),M >= v0. (3)

Once a set of basis functions for J is introduced, say
{
Jn
}N
n=1,

J can be written as J =
∑N

n=1 αnJn and eq. (3) becomes

v0 =
∑N

n=1
αn < R (Jn),M >. (4)

The antenna characterization amounts to find the vector α of
the coefficients αn, given a vector of Q voltages (correspond-
ing to the set of Q measurement functionals), say b. Indeed,
given α and thus J , the FF can be easily calculated by standard
formulas from the electromagnetic theory [4].

In other words, unlike what is typical, the NF antenna
characterization can be recast as a linear inverse problem on
finite dimensional linear sub-spaces

b = A · α, (5)

where A is the matrix whose entries are

Aqn =< R (Jn),Mq > . (6)

The inversion of A is typically ill-conditioned. However, one
degree of freedom is still available since the functionals Mq
are still free to be selected to improve the singular value
behavior of A. Indeed, the measurement processes can be
devised to select the matrix among all the possible matrices A
that is the most convenient since it is the best conditioned
thanks to SVO. In this sense, the SVO is a regulariza-
tion algorithm, and the measurement process turns into pre-
conditioning. The residual ill-conditioning can be cured using
a regularization approach, as the truncated singular value
decomposition (SVD) or the L-curve method [27].

The optimization of the singular values behavior is per-
formed here without accounting for the power level signal
through the optimization of the function

9 =

K∑
k=1

σk

σ1
, (7)

where σk are the singular values of A, in decreasing order. 9
is known as the Shannon number and provides a ‘‘measure’’
of the information about J extracted from the field [4]. The
optimal Q is obtained from an iterative procedure based on
the assumption that no more information can be extracted
beyond a certain value of Q [28]. Note that the functional in
eq. (7) is always positive since the singular values of a matrix
are non-negative and the singular values are not identically
vanishing.

IV. THE OPTIMIZED RASTER SCAN ACQUISITION
FOR APERTURE ANTENNAS
The general approach summarized above is here, for the first
time, exploited for the optimized raster acquisition scheme in
the case of aperture antennas.

The raster scanning acquisition is considered here instead
of the quasi raster one [8] since it simply allows a one-
dimensional smart control of the probe continuous move-
ments that profit at the best of the hardware capabilities and
of the sparse distribution of the sampling points. In particular,
the sparse distribution is along the horizontal axis (rows), and
only simple stepmotions along the vertical axis (columns) are
required.

FIGURE 3. Geometry of the optimized raster acquisition for aperture
antennas.

In this case, the source of the field is assumed to be a rect-
angular aperture Dap with dimensions 2aap × 2bap centered
in the Ox ′y′z′ reference system (Fig. 3). As before, the field
is assumed to be measured on the plane, located a distance z0
apart from the aperture. In Fig. 3, the gray dots represent the
field sampling points.
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For the sake of brevity and without loss in generality,
a scalar case is considered with a linearly polarized aperture
field so that Ea = Eaŷ′. Ea takes on here the role of J in
the general description presented in Section III. The probe is
assumed to be electrically small and linearly polarized so that
its correction can be deemed irrelevant. In this way, the SVO
determines the optimal number and spatial distribution of the
sampling points.

The finite dimensional linear sub-space J containing the
aperture field can be easily identified once it is observed
that the aperture field, which is relevant to determine both
the component of Ed , say Ed , and the FF Pattern (FFP),
is a function with bounded support, and band limited. Then,
the prolate spheroidal wave functions [29] can be exploited
as basis functions of J so that

Ea
(
x ′, y′

)
=

∑P

p=1

∑G

g=1
apg8p[x ′, cx]8g[y′, cy], (8)

where 8i[w, cw] is the i-th 1D prolate spheroidal wave func-
tion with ‘‘space-bandwidth product’’ cw, cx = aapkx0,
cy = bapky0, and kx0 and ky0 locate the spectral region of
interest. In eq. (8) P = Int[4aap/λ] and G = Int[4bap/λ],
where λ is the wavelength.

Concerning its formal expression, the radiation operator
R can be easily written based on the plane wave expansion
theory. Plane wave expansion theory enables representing the
field in the half-space z ≥ 0 as a superposition of planewaves,
as detailed in [26]. Accordingly,

Ed (x ′, y′) =
∫∫
R2

dkxdky
_

E(kx , ky)e−j(kxx
′
+kyy′+kzz0), (9)

where R is the set of real numbers, kz =
√
β2 − (k2x + k2y ),

and
_

E is the y′-component of the plane wave spectrum

_

E(kx , ky) =
1

(2π )2

∫∫
Dap

dx ′dy′ Ea(x ′, y′) ej(kxx
′
+kyy′). (10)

The entries of the matrix A can be easily calculated from
eqs. (8-10).

The optimized sampling should provide a rectangular
raster acquisition scheme, wherein a proper spacing of the
acquisition rows and a sparse (non-uniform) sampling point
with a distribution on each row is considered. Indeed, sparsity
allows an increased acquisition speed, even in continuous
scanning. Unlikewhat is commonly done, after using a proper
control strategy, the continuousmovement of the probe can be
performed at variable velocity. Theminimumvelocity is fixed
by the latency of the measurement instrument. The maximum
velocity is imposed by the controller capabilities, by the
accuracy required in the positioning and by the hardware
characteristics of the scanner. In other words, the latency of
the VNA, even if externally triggered, forces an upper bound
to the velocity of the probe movement during the acquisition
of the field sample. However, a powerful control system can

move the probe along a trajectory that is non-uniformly trav-
eled, accelerating and decelerating between two field sam-
pling points, to take full advantage of the reduced sampling
grid and to significantly increase the average speed between
two consecutive measurements.

FIGURE 4. Trajectory traversing three sampling points (red dots) with
varying speed.

FIGURE 5. Illustration of the velocity behavior associated with a
trajectory traversing three sampling points.

To better illustrate this point, Figs. 4 and 5 show a tra-
jectory traversing the three samples on a row (depicted in
red) and the corresponding velocity behavior, respectively.
In the neighborhood of the sampling points, the probe can
move according to the VNA requirements. Then, after the
acquisition, the velocity is increased as much as possible to
quickly reach the next point.

The boost in the acquisition speed is obviously larger as
the sparsity of the sampling points increases. Opposite to
that, if the distribution of sampling points along the rows is
a standard uniform one, then the accelerations of the probe
motion can be faint and useless.

In the newly introduced sampling strategy, based on SVO,
the row locations are expressed as

y′i =
∑
r

crPr (ηi), (11)
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where the Pr are proper basis functions (e.g., Legendre poly-
nomials), the cr are expansion coefficients, and the ηi are
uniformly spaced in [−1, 1]. Moreover, along each row,
the non-uniform sample locations are expressed as

x ′ij =
∑
r

dr
(
y′i
)
Pr
(
ξj
)
, (12)

where the dr are expansion coefficients, and the ξi are again
uniformly spaced in [−1, 1]. Note that the expansion coeffi-
cients dr now depend on the row. The resulting grid allows a
non-uniform raster acquisition with a continuous scan of the
horizontal axis.

SVO is exploited to determine the coefficients cr and dr .

V. FORMULATION OF THE CONTROL PROBLEM
The problem of defining the control system is now
approached. In this section, a new control theory is provided,
and in the subsequent ones, its application to the considered
problem is reported.

Consider the nonlinear uncertain dynamic system:

ẏ = v

v̈+ a1(p)v̇+ a2(p)v = b(p)u+ f (t, y, v, p, d), (13)

where t ∈ T = [0, tf ] ⊂ R is the time, y ∈ Y ⊂ R is the
output, v ∈ V ⊂ R is the rate of variation in the output y,
u ∈ U ⊂ R is the input, d ∈ D ⊂ R is the disturbance,
p ∈ ℘ ⊂ Rµ is the vector of uncertain parameters, f ∈ R is
a nonlinear bounded function and r(t) ∈ R is the reference
signal with bounded third derivative.

Assume that:

a1(p) ∈
[
a−1 , a

+

1

]
, a−1 > 0, a2(p) ∈

[
a−2 , a

+

2

]
,

b(p) ∈
[
b−, b+

]
, b− > 0, |f (t, y, v, p, d)| ≤ f̂ , (14)

∀t, y, v, p, d ∈ T × Y × V × ℘ × D, f̂ ≥ 0,

and that y is measurable.
The aim is to design a control law of the following type

u = Kpe+ Ki

∫
e(τ )dτ+Kd ė+ uc(t, y, v, r, ṙ, r̈, r), (15)

where e = r − y is the tracking error, and uc is a possible
compensation signal, such that the maximum of the absolute
value of the tracking error eM = max

t∈T
|e(t)| is not higher than

a prefixed value.
The class of systems (13) is very common in prac-

tice. Some examples include the Cartesian robots with
real actuators, several transportation systems, some electro-
mechanical systems and electro-hydraulic systems, some
scanning devices for medical and engineering applications,
and some systems whose output is a variable physical
quantity.

As a second remark, it is stressed that a reference signal r(t)
with its bounded third derivative can be obtained by interpo-
lating a set of given points (tk , rk ), k = 0, 1, . . . , n, via cubic

splines or by filtering any piecewise constant or piecewise
linear signal r̃(t) with a suitable fourth-order filter:

ϕ̇ =


0 1 0 0
0 0 1 0
0 0 0 1
−f4 −f3 −f2 −f1

ϕ +


0
0
0
f4

 r̃,

ϕ =


r
ṙ
r̈
r

. (16)

It is worth noting that if the filter is a Bessel with a cut-
off angular frequency ωb greater or equal to the angular
frequency of r̃(t), then (see [23], [24]) r(t) ∼= r̃(t − tr ),
tr = π/ωb.

For mechanical systems, the following theorem is useful.

FIGURE 6. Time history of the acceleration.

Theorem 1: Let v̂ and â be the maximum values that the
velocity and acceleration can reach, respectively. The mini-
mum time Tm for traveling a distance S with a velocity v ≤ v̂,
v(0) = 0, v(Tm) = 0 and an acceleration |a| ≤ â, with
quadratic acceleration and deceleration phases as in Fig. 6,
is Tm = 2Ta + Tc, where:

Ta =
3v̂
2â
, Tc =

S − Sa
v̂

, if Sa =
3v̂2

2â
< S (17)

Ta =

√
3S
2â
, Tc = 0, if Sa =

3v̂2

2â
≥ S. (18)

Proof: The proof of the theorem and an algorithm to
compute a(t), v(t) =

∫ t
0 a(τ )dτ , s(t) =

∫ t
0 v(τ )dτ easily

follow by noting that for assigned values of T and V :

a(t) = −
6V
T 3

(
t2 − Tt

)
, t ∈ [0,T ],

⇒ max a(t) = â =
3V
2T

v(t) = −
V
T 3

(
2t3 − 3Tt2

)
⇒ v(T ) = V

s(t) = −
V
T 3

(
t4

2
− Tt3

)
⇒ s(T ) =

VT
2
. (19)

The availability of ṙ(t), if ẏ = v is measurable, allows avoid-
ing the derivative action of the controller; this is necessary
when the measure of y is noisy in the bandwidth of the system
to control and/or when a real PID can considerably reduce the
control system performance.

Furthermore, to drive the transient and/or to reduce the
control action, above all during the transient phase, the ini-
tial conditions of the filter and its cutoff frequency can be
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suitably chosen or a suitable connecting trajectory rj, ṙj can
be considered.

Based on the previous considerations, a possible scheme of
the control system is reported in Fig. 7.

FIGURE 7. Control system scheme.

To design the controller (15) the lemmas reported in the
Appendix are necessary.

VI. CONTROLLER DESIGN
It is easy to verify that the closed-loop control sys-
tem (13) and (15) can be characterized by the following
equation

e+ a1e+ γ2ë+ γ3ė+ γ4 = ζ̇ = ζp, (20)

where:

γ2 = bKd + a2, γ3 = bKp, γ4 = bKi
ζ = r + a1r̈ + a2ṙ − f − buc. (21)

The following two results hold and are crucial to the design
of the control system.
Theorem 2: Given system (13) without parametric uncer-

tainties and controller (15) with gains Kp, Ki and Kd such that
the roots of the polynomial

p(s) = s4 + a1s3 + γ2s2 + γ3s+ γ4
= s4 + a1s3 + (bKd + a2)s2 + bKps+ bKi (22)

are − a1
4 , −

a1
4 , −

a1
4 ± jω, ω ≥ 0, then, except for a possible

transitory, the error of the control system satisfies the follow-
ing inequality

|e(t)| ≤ Hδp, H =
1

a21/16(a
2
1/16+ω

2)
, δp = max

∣∣ζ̇ ∣∣
(23)

or

|e(t)| ≤ Hpδ, Hp =
1

a1/4(a21/16+ω
2)
, δ = max |ζ | .

(24)

Proof: The proof easily follows from Lemmas 2 and 3 in
the Appendix.
Theorem 3:Given the control system (13) and (15), choose

the gains Kp, Ki and Kd such that the roots of the polynomial

p(s) = s4 + ā1s3 + γ̄2s2 + γ̄3s+ γ̄4
= s4 + ā1s3 + (b̄Kd + ā2)s2 + b̄Kps+ b̄Ki (25)

are − ā1
4 , −

ā1
4 (1 − ε), −

ā1
4 ± jω, and where ā1 = a1(p̄),

ā2 = a2(p̄), b̄ = b(p̄), p̄ are the nominal values of
{a1, a2, b, p}, ω ≥ 0 and ε ∈ (0, 1). Then if

p(s, a1, a2, b) = s4 + a1s3 + (bKd + a2)s2 + bKps+ bKi
(26)

is a Hurwitz polynomial ∀a1 ∈ [a−1 , a
+

1 ], ∀a2 ∈ [a−2 , a
+

2 ],
∀b ∈ [b−, b+], except for a possible transitory, it is:

|e(t)| ≤ Hδp, δp = max
∣∣ζ̇ ∣∣

H = max
a1∈[a

−

1 ,a
+

1 ]
a2∈[a

−

2 ,a
+

2 ]
b∈[b−,b+]

 ∞∫
0

∣∣∣∣L−1 ( 1
p(s, a1, a2, b)

)∣∣∣∣dτ
 (27)

or

|e(t)| ≤ Hpδ, δ = max |ζ |

Hp = max
a1∈[a

−

1 ,a
+

1 ]
a2∈[a

−

2 ,a
+

2 ]
b∈[b−,b+]

 ∞∫
0

∣∣∣∣L−1 ( s
p(s, a1, a2, b)

)∣∣∣∣dτ
. (28)

Proof: The proof follows from Lemmas 2 and 3.
Now, some interesting remarks are provided.
Remark 1: By considering (23), (24), (27), and (28),

the tracking error can be reduced by increasing ω and/or,
if necessary, reducing δ by using an appropriate compensation
signal e.g. of type

uc =
r + a1(p̄)r̈ + a2(p̄)ṙ − f (t, y, v, p̄, d̄)

b(p̄)
, (29)

where p̄, d̄ are the nominal values of p, d . In the hypothesis
of not excessive parametric variations, it follows that the
gain H (Hp) can be made much smaller, and hence, the track-
ing error can be made as small as desired, even without the
compensation uc.
Remark 2: The computation of H via (27) or Hp via (28)

can be easily made, for instance, with the MATLAB com-
mand fmincon.
Remark 3: If the desired precision cannot be obtained due

to high parametric variations, to have a prescribed maximum
tracking error, it is possible to do the following:

- better identify the system to be controlled (13) so that
to reduce the uncertainty interval of the parameters
a1, a2, b;

- increase a1 by varying, if it is possible, some
parameters of the system to be controlled or by
introducing additional control action of the type:
Kdd ë = Kdd (r̈ − v̇), where v̇ can be obtained through
a real derivative if the measurement of v is slightly
noisy or through an additional sensor;

- in the case of the electro-mechanical systems, add a
control action of the type −KRi, where i is the current
absorbed by the motor, or increase the resistance R of
the motor if there are no energy performance problems;
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- reduce the reference signal variability by a suitable time
scale factor, i.e., by considering as a reference the signal
rρ(t) = r(ρt), ρ ∈ (0, 1); this choice is necessary in
some real situations, also to avoid actuator saturation
and/or to ensure that the system to be controlled is not
excessively forced.

Remark 4: If the model of the system (13) is not avail-
able, then it can be identified by using optimization algo-
rithms based on experimental data (e.g., with the help of the
MATLAB commands invfreqs, armax).
Remark 5: If a1, a2, b of the system (13) depends on y, ν,

then the controller design can be performed via a Lyapunov
approach by following the lines of the methods presented
in [23] and [24].

VII. DESIGN AND REALIZATION OF A CONTROLLER
FOR AN ANTENNA SCANNING SYSTEM
Consider the horizontal motion of the antenna scanning sys-
tem reported in Figs. 8 and 9. In details, Fig. 8 shows
the scheme of the antenna scanning system. In particular,
the antenna is mounted on the planar scanner. Only the hori-
zontal motor is detailed, since the control system acts on the
horizontal axis only. In such figure r is the reference signal,
v is the velocity signal from the tachometer, y is the position
reading from the encoder and u is the control signal feeding
the power unit to control the scanner position.

FIGURE 8. Scheme of the antenna scanning system.

Fig. 9 is a photo of the antenna scanner detailing the
horizontal axis sketched in Fig. 8. The probe mount can be
seen on the left and the vertical axis also appears.

The planar scanner available at the Microwaves and
Millimeter Wave Lab, University of Naples Federico II, is an
MI Technologies (MI-3603-6X6) scanner.

From numerous experimental tests, the performance of
the considered antenna scanning system with the controller
designed and constructed by the manufacturer is acceptable
only during the steady-state phase.

Based on the knowledge of the range of the applicable
voltage values u, of the encoder and the tachometer data
only, some experimental tests have been performed to identify
the scanning system, by using a frequency domain approach

FIGURE 9. Photo of the antenna scanner.

FIGURE 10. An experimental result for the identification.

(see Fig. 10) with the help of the MATLAB command
invfreqs.

The identified model is (see Fig. 11)

W (s) =
V (s)
U (s)

=
4890

s2 + 16.5s+ 2070
. (30)

By choosing w = 60 and ε = 0, from (25), it is:

Kd = 0.3338, Kp = 6.1310, Ki = 12.5860. (31)

Note that the system to be controlled has high-frequency
modes which are not identified and modeled. They are due
to the elasticity of the transmission belt and to the cart car-
rying the antenna [30], [31]. Hence, to avoid any spillover
phenomenon and possible high-frequency vibrations due to
the noise amplification caused from the derivative action,
a first-order filter is introduced downstream of the controller

Wf (s) =
1

1+ sτ
. (32)
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FIGURE 11. Ms experimental gain; M gain of the model (30).

FIGURE 12. Variation of H with respect to τ .

In Fig. 12, the value of H as a function of τ is plotted.
Fig. 12 shows that the performance of the control system is

reduced when τ increases until the system becomes unstable.

FIGURE 13. Open-loop frequency response for τ = 0,0.1,0.2.

In Figs. 13 and 14, the open-loop frequency responses
(error-position) and the closed-loop ones (reference

FIGURE 14. Frequency response reference-control for τ = 0,0.1,0.2.

FIGURE 15. Configuration of the realized controller.

signal-control signal) are shown. These figures show the
utility of the filter to eliminate the spillover phenomenon and
the mitigation of the noise of the control signal.

The controller is designed with a filter that has
τ = 0.1, which has been realized by using an industrial
HP PC equipped with a 16 bit input/output data acquisition
board (National Instruments PCI-6035E) (see Fig. 15). The
MATLAB Real-Time Windows Target has been used with a
20 kHz sampling frequency.
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FIGURE 16. Response of the antenna scanning system to a chirp signal
with the current controller.

FIGURE 17. Response of the antenna scanning system to a chirp signal by
using the designed and realized controller.

In Fig. 16, the position of the antenna is reported for a chirp
reference signal and by using the current controller.

In Fig. 17, the response of a chirp signal is plotted by using
the designed and realized controller.

VIII. APPLICATIONS
The first case considered is a continuous scan with a probe
that moves during the measurement of the electromag-
netic field. In the hypothesis that the measuring points are
yk = 0, 2, 4, · · · , 50cm, the maximum velocity is v̂ = 2cm/s
and the maximum acceleration is â = 1.5cm/s2, the behav-
iors of r , ṙ , r̈ obtained by using Theorem 1, and the behavior
of the computed error e, without compensation signal, are
reported in Fig. 18. In Fig. 19, the actual error is shown in
accordance with the computed one.

The second case considers a stepped scan, i.e., the probe
is stopped (e.g., for 1 s) while measuring the electromag-
netic field. It is assumed that the measuring points are
yk = 0, 7, 16, 20, 30cm, the maximum velocity is v̂ = 2cm/s

FIGURE 18. Time histories of r , ṙ , r̈ and of the computed error -
continuous scan.

FIGURE 19. Time history of the actual error – continuous scan.

FIGURE 20. Time histories of r , ṙ , r̈ and of the computed error – stepped
scan.

and the maximum acceleration is â = 2cm/s2. Then the time
histories of r , ṙ , r̈ , obtained by using Theorem 1, and the time
history of the computed error e, always without the compen-
sation signal, are shown in Fig. 20. In Fig. 21, the actual error
is reported in accordance with the computed one.
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FIGURE 21. Time history of the actual error – stepped scan.

FIGURE 22. Theoretical error with a compensation signal – continuous
scan.

FIGURE 23. Experimental error with a compensation signal – continuous
scan.

In Figs. 22, 23, 24, 25 the performance of the antenna
scanning system with the compensation signal uc = (a2/b)
ṙ = 0.4233 ṙ are reported.
Finally, in Figs. 26 and 27 the corresponding performance

of the antenna scanning system by using the controller pro-
vided by the manufacturer are shown.

FIGURE 24. Theoretical error with a compensation signal – stepped scan.

FIGURE 25. Experimental error with a compensation signal – stepped
scan.

FIGURE 26. Response of the antenna scanning system by using the
controller of the company – case: continuous scan.

The third case considered is intended to illustrate how the
synergy between the optimized NF sampling and the control
system improves the performance. Experimental tests have
been carried out to validate the performance.

The AUT is a double ridged broadband horn, Schwarzbeck
BBHA 9120D with a 240 × 140 mm aperture and operating
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FIGURE 27. Response of the antenna scanning system by using the
controller of the company – case: stepped scan.

in the band 1-18 GHz. The test was performed at 9.5 GHz for
z0 = 13λ (see Fig. 3). A picture of the measurement setup is
shown in Fig. 28.

FIGURE 28. The measurement setup. The AUT is visible on the right, while
the scanning probe is visible on the left.

After the optimization process, a total of 458 samples were
obtained with the distribution shown in Fig. 29 along the
scanning path. The samples are arranged in horizontal rows
so that the raster scan is straightforward.

A second NF data set was collected over a region of
20λ× 20λ with a λ/2 step size to ensure that the comparison
with the standard acquisition is possible. In this case, a total
of 6561 points (shown in Fig. 30) is required to calculate
the FFP.

Figs. 31 and 32 show the reconstructed FFP (red pluses)
according to the optimized approach together with the one
provided by the standard FFP (blue lines) along the principal
cuts. The good agreement between the two different methods
shows that the optimized grid can effectively provide the

FIGURE 29. Location of the optimized sampling points (red circles) and
scanning path (blue line).

FIGURE 30. Standard sampling points distribution with λ/2 step.

FIGURE 31. Cut along the u axis of the reference FFP (blue line) and of
the one reconstructed by using the presented approach (red pluses).

FFP of the AUT with the same accuracy as the standard
approach.

To provide a reference for comparing the performance of
the proposed control system, the optimized samples were
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FIGURE 32. Cut along the v axis of the reference FFP (blue line) and of
the one reconstructed by using the presented approach (red pluses).

also collected using a standard continuous raster scan with
a constant scan velocity set equal to 1 cm/sec according to
the VNA latency (Anritsu 37397C).

Thanks to the new control strategy, with a pseudo-
trapezoidal velocity profile with ν̂ = 4cm/s and â = 8cm/s2

during the movement phase between two sampling points,
the acquisition could be collected in 16 minutes, a time which
is 2.5 times shorter than the time required for a standard scan.
Clearly, a λ/2 sampling takes much longer due to the larger
number of rows and could not profit significantly from the
high performance of the controller due to the higher density
of the sampling points.

FIGURE 33. Scanning path of a single row with the proposed controller
(blue line) and path with constant velocity (black line) along with the
sampling points (red dots).

Fig. 33 shows the trajectory along a single row of the
scanning for the proposed controller (blue line) and for the
continuous scan (black line) along with the measurement
points (red dots).

Figs. 34 and 35 show the NF along a row in terms of
amplitude and phase, respectively. These data were acquired
during the standard scan (blue line) and the proposed

FIGURE 34. Amplitude in dB of the NF sampled on a row of the optimized
grid: standard scanning (blue line) and proposed scanning (red pluses).

FIGURE 35. Phase in degrees of the NF sampled on a row of the
optimized grid with the continuous scan (blue line) and the
proposed controller (red pluses).

scan (red pluses). The agreement between these data shows
that no significant errors are introduced by the smart control
of the scanner.

IX. CONCLUSION
In this paper, the optimized raster scanning for NF mea-
surements has been introduced. The method significantly
reduces the number of sampling points and the scanning
path length. The dramatic reduction in the scanning time
is achieved thanks to a smart controller. To this end, some
theorems, that easily design a robust PID control law with a
possible compensation signal without chattering, have been
provided. They allow to force a very recurring class of uncer-
tain systems to track sufficiently regular trajectories with a
predetermined maximum error.

The proposed control law is easy to design and implement
because it depends on only two design parameters: the first
parameter is related to the precision of the tracking error, and
the second is related to the robustness.

Some methods that generate references with bounded third
derivatives have also been provided.
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By using the stated methodology, a high-performance con-
troller of an antenna scanning system has been designed
and realized. This system has been validated with numerous
experimental tests and has been used much advantageously
to make both continuous and stepped scans.

The authors are working to improve the current system also
about the user interface.

APPENDIX
Lemma 1: A fourth-order SISO linear, time-invariant system
with transfer function

W (s) =
1

(s− p1)(s− p2)(s− p3)(s− p4)

=

(
1

(s− p2) (s− p2)
[
(s− α)2 + ω2

]), (33)

i.e., without zeros and with four real poles (with two
real poles p1, p2 and a pair of complex poles α ± jω,
respectively), is externally positive (is externally positive iff
α ≤ max {p1, p2}, i.e., iff at least a real pole does not lie to
the left of the pair of complex poles in the complex plane,
respectively).

Proof: See [21].
Lemma 2: Consider the system

e+ d1e+ d2ë+ d3ė+ d4e = ζp,

e(0) = ė(0) = ë(0) = e(0) = 0. (34)

IfW (s) = 1/(s3 + d1s4 + d2s2 + d3s+ d4) is asymptotically
stable and there exists a real number δp ≥ 0 such that∣∣ζp∣∣ ≤ δp, then
|e(t)| ≤ Hpδp, Hp =

∫
∞

0
|w(τ )| dτ , w(τ ) = L−1(W (s)).

(35)

Moreover, if W (s) is also externally positive (the poles of
W (s) are −α, −α, −α ∓ jω), then

|e(t)| ≤
δp

d4

(
|e(t)| ≤

δp

α2(α2 + ω2)

)
. (36)

Proof: Since W (s) is asymptotically stable, from the
implicit relation

e(t) =

t∫
0

w(τ )ζ (t − τ, e(t − τ ), ė(t − τ ))dτ, (37)

it is

|e(t)| ≤
∫ t

0
|w(τ )| |ζ | dτ ≤

∫
∞

0
|w(τ )| |ζ | dτ

≤

(∫
∞

0
|w(τ )|dτ

)
δp. (38)

If W (s) is also externally positive, then the system impulse
response w(τ ) is non-negative; hence

lim
t→∞

w−1(t) = lim
t→∞

t∫
0

w(τ )dτ = H = lim
s→0

W (s) =
1
d4
.

(39)

Lemma 3: Consider the system

e+ d1e+ d2ë+ d3ė+ d4e = ζ̇ ,

e(0) = ė(0) = ë(0) = e(0) = 0. (40)

If Wp(s) = s/(s3 + d1s4 + d2s2 + d3s + d4) = sW (s) is
asymptotically stable and there exists a real number δ ≥ 0
such that |ζ | ≤ δ, then

|e(t)| ≤ Hpδ, Hp =
∫
∞

0

∣∣wp(τ )∣∣ dτ ,
wp(τ ) = L−1(Wp(s)). (41)

Moreover, if the poles of Wp(s) are −α, −α, −α ∓ jω, then

|e(t)| ≤
δ

α(α2 + ω2)
. (42)

Proof: The inequality (40) is proven analogously to (36).
To prove (41), since w(t) = L−1 (W (s)) ≥ 0, then it easily
follows∣∣wp(t)∣∣ = ∣∣∣∣dw(t)dt

∣∣∣∣
=

d
dt

∣∣r1e−αt + r1te−αt + r3e−αt sin(ωt + β)∣∣
≤ α |w(t)| . (43)

Finally, inequality (41) derives from (36) and (42).
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