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ABSTRACT

The combination of elevation data together with multispectral high-resolution images is a new
methodology for obtaining land use/land cover classification. It represents a step forward for
both the accuracy and automation of LULC applications and allows users to setup thematic
assignments through rules based on feature attributes and human expert interpretation of land
usage. The synergy between different types of information means that LiDAR can give new
hints at both the segmentation and hybrid classification steps, leading to a joint use of
multispectral, spatial and elevation data. The output is a thematic map characterized by a
custom-designed legend that is able to discriminate between land cover classes with similar
spectral characteristics (level 3 of the CLC legend). Experimental results from a hilly farmland
area with some urban structures (Musone river basin, Ancona, Italy) are used to highlight how
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the proposed methodology enhances land cover classification in heterogeneous environments.

1. Introduction

The increased availability of Light Detection and
Ranging (LiDAR) data provides new sources for
Land Use/Land Cover (LULC) mapping. While
high-resolution multispectral images offer detailed
information on objects, such as spectral signature,
texture and shape, LIDAR data provide important
position and height information [Hada§ and
Estornell, 2016]. The mapping of land cover is
designed to identify the physical land type (e.g.,
water bodies, forests, urban areas), while the land
use is a categorical definition that exploits land
cover information to characterize the functional
aspects as well as the consumption of land resources
[Samal and Gedam, 2015]. Land Cover and Land Use
(LULC) thematic maps directly influence government
policies underlining the importance of their role.
Several authors have combined high resolution
multispectral and LiDAR data with interesting
results. Zeng et al. [2002] show an improvement in
the classification of IKONOS imagery when inte-
grated with LiDAR. Syed et al. [2005] underline
how this integration makes the object-oriented clas-
sification superior to maximum likelihood in terms of
reducing the “salt and pepper” effect. Ali et al. [2008]
describe an automated procedure for identifying for-
est species improved by high-resolution imagery and
LiDAR data. The integration of multispectral imagery

and multi-return LiDAR data for estimating attri-
butes of trees is reported in Collins et al. [2004].
Alonso and Malpica [2008] combine LiDAR elevation
data as well as SPOT5 multispectral data for the
classification of urban areas using a Support Vector
Machine (SVM) algorithm. Ke et al. [2010] and
Zahidi et al. [2015] combine QuickBird imagery
with LiDAR data for object-based classification of
forestal species. Forest characterization using LIDAR
data is dominated by high-posting-density LiDAR
data [Reitberger et al., 2008], Machala and Zejdov
[2014] due to its ability to derive individual tree
structures. Low-posting-density LIDAR maps are lar-
gely limited to applications of terrestrial topographic
mapping [Hodgson and Bresnahan, 2004]. Wang
et al. [2012] combine QuickBird imagery with
LiDAR-derived metrics for an object-based classifica-
tion of vegetation, roads and buildings.
Amalgamation of these two kinds of complemen-
tary datasets has also shown promise in the detection
of buildings [Rottensteiner et al., 2003], [Khoshelham
et al., 2010], [Tan and Wang, 2011], [Ma et al., 2015].
It has been usefully deployed in road extraction [Hu
et al., 2004], [Azizi et al., 2014], [Hu et al., 2014] and
3D city modelling [Awrangjeb et al., 2013], [Kawata
and Koizumi, 2014]. Not limited to these, the techni-
que has been shown to be of use in the classification
of coastal areas [Lee and Shan, 2003] and the
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evaluation of urban green volumes as in [Bork and
Su, 2007], [Zhang et al., 2009], [Tan and Steve, 2011],
[Huang et al., 2013], [Parent et al., 2015]. The diver-
sity and scope of such developments lead generally to
a better characterization of the surveyed land scene.

More recent research by Germaine and Hung
[2011] delineates impervious surfaces from multi-
spectral imagery and LiDAR data through a knowl-
edge based expert system. In the same direction,
Rodriguez-Cuenca et al. [2014] conduct an imper-
vious /non-impervious surface classification using a
decision tree system.

From the described state of art, emerged that
similar hybrid data were used to analyse forestry
landscapes or urban environments with successful
improvement of classification accuracies. However,
the techniques relied mainly on object-based and
decision tree modelling or focused on few CLC
classes. The aim of this work is to define a workflow
able to integrate different techniques (e.g., pixel-based
classification, object-based classification, rule-based
system), combining their advantages in a more gen-
eral approach to increase the overall accuracy in the
Land Use/Land Cover (LULC) mapping.

The present article thus builds upon a body of
previous work showing how pixel and object infor-
mation can be integrated into a hybrid and GIS-ready
solution for thematic mapping (Subsection 2.3) with
measurable benefits in the final results. As a remark it
is important to note that the CLC legend was adopted
by European Union to uniformly map land cover
across member states for planning as well as territor-
ial government legislature [Burkhard et al., 2009],
[Burkhard et al., 2012], [Feranec et al., 2010].

Central to the research conducted here, the T-MAP
system is a GIS-ready solution, pushing towards an
automated thematic mapping (i.e., Land Cover/Land
Use mapping) paradigm in contrast to the traditional
expensive and time-consuming photointerpretation
process. Starting from high resolution remotely sensed
data (e.g., aerial images), T-MAP combines the pixel-
based and object-based approaches into an innovative
hybrid classification solution that makes use of image
segmentation tools and rule-based thematic categori-
zation in order to give a GIS-ready product. In parti-
cular, it incorporates information processing from
developed automated image classification to expert
based image classification.

In this manner, it is possible to incorporate both
the advantages of a supervised pixel-based approach,
like higher reliability and more details, and of an
object-based segment classification, like GIS-ready
image quality and customization in terms of scale
and legend.

Further work, relevant to the research described in
this paper, was carried out using IKONOS/ADS40
multispectral data and led to the development of the
Thematic-MAPping (T-MAP) software [Malinverni
et al, 2011], which yields good results with the
Corine Land Cover (CLC) legend1 (see Appendix A).

Thus, a step forward is achieved in this work by
exploiting the synergy of high spatial resolution mul-
tispectral imagery and high-posting-density LiDAR
data for LULC classification, as it is described in
Section 2. We demonstrate the use of WorldView-2
multi-spectral imagery combined with LiDAR
derived features to improve upon the previous
T-MAP approach: the goal is to define a more effec-
tive and accurate LULC mapping for heterogeneous
landscapes based upon two or multiple sources of
information from the same terrain object. The auto-
matic extraction of LULC homogeneous segments,
possible using the T-MAP pipeline, can be useful
for GIS-based applications of environmental model-
ling and monitoring, like GIS modelling for river
basin maintenance and hazard assessment duty, as it
will be shown below.

2. Materials and methods
2.1 Study area

The study area is situated in the Musone river basin
in Ancona, Italy. This is a typical river basin valley
spread out on a hilly farmland area, between 0 and
572 m as.l. populated by urban structures in the
main valley.

2.2 Datasets

The experiments are carried out on WorldView-2
(WV2) multispectral images together with LiDAR
data. Figure 1 shows the case study area and samples
of the spectral and LiDAR data sources.

The WV2 dataset has 2 m resolution for multi-
spectral bands (red, blue, green, near-IR, red edge,
coastal, yellow, near-IR2) and 0.5 m resolution in the
panchromatic band.

The LiDAR dataset (DTM, DSM First, DSM Last
and Intensity) has 2 m resolution over the coastal
strip (1 km inland from the coastline) and 1 m
resolution for internal areas (all river basins covered
for hydrogeological studies). The LiDAR dataset is
property of the Italian Ministry in conjunction with
the Extraordinary Plan of Environmental Remote
Sensing (EPRS-E).

In addition to this, the experiments have used data
from the Technical Cartography of the Marche

'http://biodiversity.europa.eu/maes/correspondence-between-corine-land-cover-classes-and-ecosystem-types (last

access December 2016)
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Figure 1. Top-right: localization of the Musone river basin in Ancona, Italy. Top-left: study area. Bottom-left: WorldView-2 RGB

imagery. Bottom-right: LiDAR intensity.

Region (CTR) at scale of 1:10.000. The CTR is a
topographic map produced by the Italian administra-
tion and contains informative layers about orogra-
phy, hydrography, vegetation, infrastructures,
buildings, administrative limits and toponyms.

2.3 Overall workflow of the T-MAP approach

The T-MAP system innovated through its hybrid
automatic classification solution [Bernardini et al.,
2010], [Malinverni et al., 2011] that combines pixel
and object/region-based approaches (see Figure 2).
It uses a pre-classification process that calculates
textural (Gray Level Cooccurrence Matrix, Gabor and
Law filters) and has additional features such as the
vegetation indices NDVI and TDVI as well as band
ratios derived from the multi-spectral bands. A selec-
tion of these bands can be sourced to the pixel-based
classification via an Adaptive Boosting approach.
Using an AdaBoost filter, one of the most used boost-
ing algorithms, the performance of a generic classifier
is enhanced by creating a strong hypothesis from
weak classifier combinations (e.g., LMS, SVM,
Perceptron, Tree). The key idea of AdaBoost filtering
is to iteratively focus on difficult patterns increasing
the weights of misclassified training patterns while
decreasing the correctly classified training patterns.

The next part of the T-MAP pipeline is the seg-
mentation processing via a Relief-F approach, which
enables selection of the most relevant features [Liu
and Motoda, 2008].

An image segmentation process generates mean-
ingful regions in terms of spectral attributes and
shape parameters (i.e., compactness, convexity, etc.).
A rule-based and regularised Winner Takes All
(WTA) approach [Mancini et al., 2009] is then
applied within each segment to determine its class
assignment, by working on the results of pixel-based
classification, and to turn it into a “GIS-ready” object.

The “GIS-ready” object is representative of fea-
tures and probabilities on the terrain rather than
being just a pixel distribution. This, by definition,
significantly improves spatial consistency, semantic
representation and hence the number of extracted
classes.

An “object-oriented” approach carried out in this
manner enables spatial information to drive the
extraction of meaningful segmented regions and
hence the assignment of thematic land cover classes.

2.4 Integration of multispectral and LiDAR data

Moving firmly beyond T-MAP, the present analysis
seeks to knit both multispectral and LiDAR
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Figure 2. Overall workflow of the T-MAP approach. The Winner-Takes-All step (Object rule-based WTA) assigns prevalent class to

objects derived from image segmentation.

approaches together in a powerful methodology that
extracts a greater quantity of reliable data than has
been previously possible.

The LiDAR dataset consists of DTM (1m), DSM
first pulse (Im), DSM last pulse (Im) and intensity
(Im) data. For a marginal portion of the study area
near the coast, we use 2 m resolution data with a
resampling operation down to 1 m resolution. The
classification uses the following features:

(I) Ap defined as the difference between the DSM
first and the last pulse;

(IT) Ah defined as the difference between the last
pulse and the DTM.

Figure 3 shows an example of a LIDAR dataset in the
study area. The canopy introduces noise into the
image due to the presence of dense /sparse foliage.

The LiDAR dataset is useful to separate buildings
from other objects, land and trees, but the presence of
a dense canopy can produce errors in the signal. For
this reason, an NDVI index filter is added to LIDAR
features to distinguish between buildings and dense
canopy excluding the vegetation points. Obviously,
the acquisition period plays a key role due to the
season dependence of the NDVT filter.

Figure 4(e) shows how the classification without
spectral information may produce incorrect results:
the permanent crops are completely missed out for
example. This particular result derives from the
majority filter applied to reduce the “salt and pepper”
effect, which removes small isolated objects (< 2

pixels) and tends to fill “holes” (< 2 pixels).
Meanwhile results obtained by adding the NDVTI are
shown in figure 4(f).

The NDVTI is a good general technique for extract-
ing permanent crops, as it reduces “salt and pepper”
effect and avoids the destructive effects of a majority
filter. The training set for the classifications of the
two LiDAR datasets, with or without NDVI, is
formed by only 1400 pixels over an image of 4362 x
4362 pixels (< 0.008%). The selection of training areas
is performed by the photointerpretation of the overall
area. The training set has been reviewed by other
users to avoid any check for bias.

LiDAR datasets with additional features can be
integrated in two feasible ways:

(I) a priori integration adding the actual LIDAR
data as a feature generalization in the Feature
Selection phase (Subsection 2.4.1);

(II) a posteriori integration using LiDAR classi-
fied objects in the Object rule-based WTA
(Subsection 2.4.2).

We can apply a posteriori integration to WTA results
obtained with (“a priori LIDAR WTA”) or without
(“standard WTA”) a priori integration.

The results of such a classification are sensitive to
various factors: training samples (in terms of number
and location), number of iterations, the feature data-
set; in section 3.1.2 we discuss a sensitivity analysis
that enables quality assessment of results over the two
integration approaches.
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Figure 3. A Ah image in an area with canopy, showing noisy data.

2.4.1 A priori integration by increasing feature
space

All LiDAR features (DTM, DSM first, DSM last,
intensity, Ap and Ah) are given as inputs to the
feature selection module together with all textural
and spectral features. Among the LiDAR features,
only the Ah was selected for the pixel-based classifica-
tion. In the fusion of LiDAR and WV2 datasets an
alignment procedure is required to correctly overlap
spatial information: regular grids of LiDAR dataset
have thus been produced by aligning the origin pixel
of WV2 datasets. Selected features are given equal
weights by the pixel-based classification and then
assigned as segment attributes by the WTA algorithm,
always in accordance with the hybrid classification
solution. Figure 5 sketches out the working schema.

2.4.2 A posteriori integration by rules

LiDAR information together with data from NDVI,
obtained from multispectral images, is used to deter-
mine the segment attributes of “LIDAR WTA” (see
Figure 6). The final object rule-based processing “a
posteriori LIDAR WTA” combines the segment attri-
butes obtained during creation of “LiDAR WTA”
with the results of the object rule-based “standard
WTA”. The “standard WTA” incorporates spatial
and geometrical information coming from the seg-
mentation algorithm and includes size, shape and
percentages of WTA land cover classes in each seg-
ment. This new learning system improves the pixel-
based classification result in terms of spatial

consistency, semantic representation and number of
extracted classes. Figure 6 illustrates the working
schema.

Better results are obtained with a priori and a
posteriori integration. This variant is still based
upon the “a posteriori LIDAR WTA” but uses the “a
priori LIDAR WTA?” in place of the “standard WTA”.

In general, standard satellite imagery enables the
automatic classification of wide areas. However, pro-
blems arise with complex and heterogeneous CLC
classes, especially when using only spectral features
or combinations of them (e.g., band ratios and vege-
tation indexes) [Mather and Tso, 2016].

Taking a different approach, the research pre-
sented here instead makes use of LiDAR additional
information and of knowledge based expert rules to
perform an automatic classification.

The inherent rule framework is developed in
accordance with the chosen CLC legend, by defining
rules according to the following formula:

Rule: If (conditions) Then (decision class) End if

where the conditions are related to certain attri-
bute hypotheses that will lead to the assignment of
the decision class to the segment involved, if verified.
The time required to process a rule is negligible
because attributes involved in the hypotheses are
easily accessible from WTA output - that is, the
data is already present in some sense. This increment
in efficiency is an addition to the overall quality of
the workflow.
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"N Tree (class 1)
P Land (class 2)
I Building (class 3)

Figure 4. An example of a study area with permanent crops. (a) Classification of the LiDAR dataset with an area of permanent
crops highlighted. (b) Ah features derived from LiDAR dataset. (c) RGB composite of WV2 bands. (d) NDVI features derived from
WV2 dataset. (e) Classification of the LiDAR dataset without using spectral information. (f) Classification of the LiDAR dataset

augmented with the NDVI index.

Examples of rules implemented in this new system
are graphically represented as a decision tree. The
rules discriminate classes as “not detectable” or they
detect and update erroneous classifications of the
foregoing process. The symbol WTA may represent
either a “standard WTA” or an “a priori LiDAR
WTA” and the symbol LiDAR will be used in place
of “LiDAR WTA”. Table 1 summarizes acronyms
related to the rules, while the Appendix A reports
classes of the CLC legend.

The complex CLC classes “Continuous urban
fabric” (1.1.1) and “Discontinuous urban fabric”
(1.1.2) produce similar spectral signals, so they
required additional rules (Figure 7) to be discrimi-
nated after the WTA step. The idea behind the

rules is to measure the dominance of the building
/infrastructure over other cover classes, without
requiring the specification of other urban
parameters.

LiDAR classification ensures better performance in
extracting urban objects (LiDAR: Building class 3).
We can improve these urban-extraction-rules by
implementing other metrics [DellAcqua et al
(2006)] for environmental characterization or classi-
fication of urban areas. The complex CLC class
“Transitional woodland-shrub” (3.2.4) is very similar
in spectral signature to other classes, like CLC
“Heterogeneous agricultural areas” (2.4.2). Thus
again it required an additional rule (Figure 8) to be
discriminated after the WTA step.
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Figure 6. Workflow describing the proposed
adding LiDAR data to feature space.

hybrid classification schema with a posteriori integration. (*) indicates possibility of

Table 1. Acronyms related to the definition of rules.

Acronym Description
WTA.Winner WTA Winner class

WTA.Second WTA Second-best class

WTA.Win_perc WTA Winner class dominance over the existing ones
LiDAR.Winner LiDAR WTA Winner class

LiDAR.Class_1 LiDAR WTA classified area as Tree class 1

LiDAR.Area LiDAR WTA segment area

LiDAR.Area_th
WTA.Win_perc_th
LiDAR.Win_perc_th

LiDAR threshold for ratio (classified area of a class over segment area)
WTA threshold for class dominance over the existing ones
LiDAR threshold for class dominance over the existing ones

The Figure 8 structure considers the distribution
of pixels (areas) classified as building and transi-
tional woodland-shrubs (respectively WTA classes
1.2.2 and 3.2.4), which wusually represent a

heterogeneous agriculture area. Two thresholds
(*_th) are set to adjust the rule for a reliable work.
The choice of parameters is worked out from several
trial runs. Common representative values are 50%



8 M. STURARI ET AL.

WTA

WTA.Winner =1.2.2

WTA.Second = 1.1.0

CLC WTA

iR

CLC 1.2.2

LiDAR.Winner =

/ CLC1.1.1 ; /‘ CLC 1.1.2 ;

Figure 7. Decision tree for classification of continuous /discontinuous urban areas. These rules extract CLC classes “Continuous

urban fabric” (1.1.1) and “Discontinuous urban fabric” (1.1.2).

for WTA.Win_perc_th and 0.3 for the LiDAR.
Area_th.

Furthermore, rules may also be applied to detect
and update erroneous classifications from the pre-
vious pipeline process, as is the case with the follow-
ing two rules, respectively for CLC “Arable land”
(2.1.0) in Figure 9 and for CLC “Permanent crops”
(2.2.0) in Figure 10.

A parameter (LiDAR Win_perc_th) is set to adjust
dominance of the LiDAR classification in the given
region (LiDAR: Land class 2). The choice of this
parameter is made by again carrying out several
trial runs. A common representative value is 50%
for LiDAR. Win_perc_th.

The rule attempts to evaluate the distribution of
trees and agricultural land considering that trees
belong to permanent crops. The LiDAR classification
component reinforces the detection and then the
discrimination between trees and land. Common
representative values are found to be 50% for the
WTA.Win_perc_th and 65% for the LiDAR.
Win_perc_th.

More rules can be also defined by a domain expert
user to extract classes that are not spectrally separ-
able. This set of rules handles complex classes that are
often available in standard legends like the CLC (e.g.,
CLC “Heterogeneous agricultural areas” 2.4.2).

3. Results and discussion
3.1. Classification using a priori methods

Considering classification by using an augmented
feature space, in order to choose the best feature
combination, we adopt the feature selection algo-
rithm used by [Malinverni et al., 2011]. As a slight
modification to that procedure we also implement a
comparison between certain different combinations
to understand better the impact of any less under-
stood features that might occur during the analysis.

3.1.1. Augmented feature space

Figure 11 shows the result of different T-MAP steps
using the WV2 dataset: the pixel based classification
through spectral features are developed using the
“region growing” approach (Figure 11, mid). During
this process, the radiometry data are treated with the
NDVTI and texture segmentation operations (Figure 11,
left).

The object-based classification on the other hand
is brought about by using the Winner Takes All
(WTA) methodology (Figure 11, right), which com-
bines pixel classification and segmentation through
assigning to each segment the most representative
class.
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f CLC 324 /
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WTA.Win_perc_th

(LiDAR.Class_1/ LiDAR.Area) >
LiDAR.Area_th

/ CLC 3.24 /

Figure 8. Decision tree for classification of heterogeneous agricultural areas. This rule extracts the CLC class “Heterogeneous

agricultural areas” (2.4.2).

Experimental results thus show that the integration
of LiDAR elevation data improves the classification of
multispectral bands, by allowing the separation of
classes that have similar spectral characteristics. In
general, when adding LiDAR information, the classifi-
cation results show a more realistic and homogeneous
distribution of geographic features than those obtained
when using multispectral WV2 images alone.

3.1.2. Sensitivity analysis

Results of each classification are sensitive to various
factors like training samples (in terms of number and
location), number of iterations and the feature data-
set. We did not consider classification using only
LiDAR datasets because the set of classes compared
to WV2 ones are completely different.

We start by analysing classification performance
with the best combination of features - as introduced
in Section 2.2 - changing control-sets and number of
iterations to gauge the sensitivity performance. The

best combination of features is composed from 8 base
bands of WorldView2 imagery (base in tables), vege-
tation index calculated over NIR and red bands
(TDVI in tables), 3 texture filters outputs (GLCM,
Gabor and Law, fext in tables) and LiDAR dataset
(Ah as the difference between the DSM last pulse and
the DTM, LiDAR in tables).

The Overall Accuracy “saturates” with increasing
number of iterations with different threshold values
for the training-set and the two control-sets. Samples
for Control-Set 1 have been manually chosen in a
fashion similar to the Training-Set. For Control-Set 2,
samples of urban area classes (CLC 1.1.0, 1.2.1 and
1.2.2) are chosen in the same areas as the Training-
Set but instead taking regions from the building and
infrastructure layers of the CTR at scale of 1:10.000.
There is a less than desirable correspondence of a
building’s footprints and roadways (as vector repre-
sentations in CTR) between the WorldView-2 ima-
gery and the LiDAR dataset. It directly leads to a
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WTA

WTA.Winner = 1.1.0

WTA.Second = 2.1.0 CLC WTA

f CLC 1.1.0 / LiDAR.Winner =2

LiDAR.Win_perc >
LiDAR.Win_perc_th

/ CLC 1.1.0 /

Figure 9. Decision tree for classification refinement of urban fabric as arable land. This rule extracts the CLC class “Arable land”

(2.1.0).

worse classification with lower value of Overall
Accuracy (approximately 7% lower than in Control-
Set 1 and 17% compared with the Training-Set).

We next compared the behaviour of the Overall
Accuracy with the User Accuracy and Production
Accuracy of urban area classes as a function of the
iterations number. The values of the indices consid-
ered were average values and min-max regions. The
same saturation effect that is observed for the Overall
Accuracy is also observed for User Accuracy and
Production Accuracy of urban area classes. We note
that the saturation effect for average values and the
convergence effect of min-max values is actually an
expected feature of the AdaBoost classifier.

To better understand differences in the classification
performance, due to the addition of the LIDAR dataset
and its derived features, we set number of iterations
comparing minimum Overall Accuracy of classification
using different feature dataset combinations as is shown
in Table 2. Greater increments are shown in green

(smaller values are in red with a graduated colour
scale). Comparison of the Overall Accuracy shows that
the main contribution is due to texture filters, while the
LiDAR dataset seems irrelevant here. When we con-
sider only urban area classes (1.1.0, 1.2.1 and 1.2.2) and
we compare minimum values of averages for User
Accuracy (Table 3) or for Production Accuracy
(Table 4) the importance of adding the LIDAR dataset
to urban areas classification becomes clear.

3.2. A posteriori classification

In all these cases it was necessary, before running
rules, to classify with success buildings and perma-
nent crops or trees with the help of the LiDAR
dataset, which has better performance and a higher
detection rate when compared to visual imagery.
LiDAR features are in fact fundamental to the
extraction of buildings versus other classes as road
or land, tree or grass. However, experimental results
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WTA

WTA.Winner =3.2.4

WTA.Second = 2.2.0

WTA.Win_perc <
WTA.Win_perc_th

LIDAR.Win_perc <
LiDAR.Win_perc_th

Figure 10. Decision tree for classification of permanent crops. This rule extracts the CLC class “Permanent crops” (2.2.0).

WTA1
I Class 110
#1Class 121
£ Class 122
| Class 210
#1Class 220
Class 230
#Class 310
Class 323
' Class 324

Figure 11. Classification of the study area using the spectral WV2 dataset. On the left, the pixel based classification through
spectral features, NDVI and texture. On the middle, the “region growing” segmentation. On the right, the object-based

classification using the Winner Takes All (WTA) methodology.

show how NDVI features must be added to the
LiDAR dataset to improve the classification in build-
ing/road, tree and land categories. In particular, this
is most evident in the discrimination between

buildings and land. The AdaBoost classifier is
instantiated by a training phase of 35 iterations.
Without spectral information, problems arise for
the following classes:
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Table 2. Difference Matrix on Minimum Overall Accuracy. Greater relative increments are in green cells,
while smaller values are in red cells with a graduated color scale from green to red.

Difference on Minumum base +

Overall Accuracy| base

base +
LIDAR TDVI

base +
base + base + base + TDVI +
TDVI + base + text + TDVI + text +
LIDAR text LIDAR text LIDAR

base -

base + LIDAR

base + TDVI
base + TDVI + LIDAR
base + text

base + text + LIDAR
base + TDVI + text
base + TDVI + text + LIDAR

Table 3. Difference Matrix on Minimum User Accuracy for Classes 1.1.0, 1.2.1, 1.2.2. Greater relative
increments are in green cells, while smaller values are in red cells with a graduated color scale from

green to red.

base +

Difference on Minumum base + base + base + TDVI +
User Accuracy base + base + TDVI + base + text + TDVI + text +

for Classes 110, 121, 122| bose LIDAR TDVI LIDAR text LIDAR text LIDAR

base -
base + LIDAR 0.041 -
base + TDVI 0.017 -
base + TDVI + LIDAR -0.002 0.022 -
base + text 0.001 0.024 0.003 -
base + text + LIDAR 0.016 0.039 0.018 0.015 -
base + TDVI + text -0.011 0.012)  -0.009|  -0.012 -
base + TDVI + text + LIDAR | 0.005 0.029 0.007] 0.004 -0.011 0.016 -

Table 4. Difference Matrix on Minimum Producer Accuracy for Classes 1.1.0, 1.2.1, 1.2.2. Greater relative
increments are in green cells, while smaller values are in red cells with a graduated color scale from

green to red.

base +
Difference on Minumum base + base + base + TDVI +
Producer Accuracy base + base + TDVI + base + text + TDVI + text +
for Classes 110, 121, 122| base LIDAR TDVI LIDAR text LIDAR text LIDAR
base -
base + LIDAR 0.154 -
base + TDVI 0.030 -
base + TDVI + LIDAR 0.167 0.013 0.136 -
base + text 0.159 0.005 0.129 -0.008 -
base + text + LIDAR 0.071 0.195 0.058 0.066 -
base + TDVI + text 0.167 0.013 0.137 0.001 0.009  -0.058 -
base + TDVI + text + LIDAR 0.099 0.086 0.094 0.028 0.086 -

(I) Building vs dense canopy /tree (the first and
the last pulse are identical with similar
intensity)

(II) Road vs land (the first and the last pulse
identical with similar intensity)

Figure 12 presents the results of the classification
using the LiDAR data set augmented with the NDVI
index: the pixel based classification (Figure 12, left)
and the WTA using the same image segmentation as
before (Figure 12, right). A segmented region with
the WTA is represented with the more frequent class
of classified pixels, thus obtaining a map with homo-
geneous regions. Finally, smaller areas are merged
with the larger ones, in accordance with the sensitiv-
ity parameters of the segmentation algorithm.

3.2.1. Continuous /discontinuous urban areas

The focus of this classification is the extraction of
continuous and discontinuous urban areas, quite a
difficult challenge for the CLC definition by itself. For
the CLC legend, a continuous urban area has at least
the 80% of the total surface that is impermeable, while
for the discontinuous urban area this percentage value
comes down to the range of 30%-80%. From the spec-
tral perspective, this creates a challenge because a single
closed region of a discontinuous urban area includes
several classes while over-segmentation should be
avoided due to the similarity with a pixel-based classi-
fication. In this way, urban fabric areas are subdivided
into continuous and discontinuous categories accord-
ing to the percentage of surface covered by buildings,
obtaining a more detailed LULC map.
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Figure 12. Pixel-based classification (left) and WTA classification (right) of the LiDAR dataset.

3.2.2. Heterogeneous agricultural areas

The heterogeneous agricultural areas or croplands are
another challenging class due their intrinsic variety of
objects. Heterogeneous agricultural areas are defined
by the CLC project itself as the “juxtaposition of small
parcels of annual crops, city garden pastures, fallow
lands and/or permanent crops somewhere with scat-
tered houses™.

According to this definition, it is clear how this
class is more a land use rather than a land cover class
and is composed of more objects with different spec-
tral signatures. Pure object based approaches are
unable to extract this kind of class considering the
bending effect of spectral signatures inside an object.
By applying the above mentioned rule, segments can
be converted into heterogeneous agricultural areas
and classified as a Complex cultivation pattern
(CLC class 2.4.2, third level).

Experimental results highlight how the ability to
model the distribution of classes within a closed
segment exploiting the benefits of a pixel based clas-
sification can enable the classification of areas that a
pure object based approach would probably fail to
detect.

3.2.3. Permanent crops

The correct extraction of permanent crops plays a key
role for a large set of stakeholders involved in the
management of high value agricultural areas.

This actually happens in Italy where vineyards, fruit
trees, berry plantations and olive groves are often con-
sidered key resources for the local economy owing to
the international demand for high quality products.

In this context, one can infer that it is important and
vital to correctly map and monitor the CLC class 2.2
known as “permanent crops”. In the WV2 classification
and more in general with T-MAP, textural features
(i.e., using Gabor and Haralick filters) are added to
the feature set to enable the detection of repetitive
patterns that are typically dominant on permanent
crops. Despite this expedient, in some areas, the texture

can be irregular, weak and the textural filters can actu-
ally fail. To overcome this problem, a rule is developed
to consider both the WV2 and LiDAR dataset and the
distribution of trees and permanent crops (CLC class
3.2.4 and 2.2.0) inside a given segment.

Figure 13 shows some of the working steps with
permanent crops that are easily recognizable in the
WV2 image (Figure 13, upper left). These are also
correctly detected (as trees) by the LIDAR pixel-based
classification (Figure 13, upper right). The (down left)
image in Figure 13 shows how the permanent crops
are not correctly detected in the WV2 classification
working only with spectral and connected textural
features.

3.2.4. GlS-ready CLC and stability maps
The stability map (Figure 14, right) is generated by
considering the ratio between the second-best and the
winner class for each segment. Red areas with stabi-
lity indices close to unity have to be reviewed while
yellow ones are to be considered reliable.

The stability map is a useful tool extending the
well-known concept of the confusion matrix espe-
cially during the instantiation of the training set:
small areas can be processed and checked providing
feedback (stability maps) and then the training set
and classifier parameters may be tuned to provide
better classification results.

We considered the stability map as a comparison
term between different strategies in our methodol-
ogy. In Table 5 we compare computed average sta-
bility and standard deviation by class and by
strategy.

There is a clearly detectable improvement in WTA
stability for urban areas (1.1.0, 1.1.1, 1.1.2, 1.2.1,
1.2.2) comparing classification using only WV2
against a priori integration with LiDAR. A posteriori
integration gives capability to discriminate additional
classes (e.g. 1.1.1, 1.1.2 and 2.4.2 with rules described
in Section 2.4.2) or to reclassify areas (e.g. 2.2.0) by
defining the most appropriate rules.

2http://sia.eionet.europa.eu/CLC2000/classes (last access June 2016)
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Figure 13. Classification of permanent crops by WV2 + LiDAR classification.
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Figure 14. GIS-ready CLC map and Stability map for the WV2+LiDAR classification.
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Table 5. Comparing different methodologies by stability average value and standard deviation. N/A
indicates class not extractable, while * indicates no objects extracted for that class and methodology.

WorldView-2 WorldView-2+LiDAR a priori ~ WorldView-2 a posteriori WorldView-2+LiDAR a
Class Classification integration integration posteriori integration
1.1.0 0.531 £+ 0.366 0.509 + 0.374 0.520 + 0.366 0.506 + 0.374
111 N/A N/A 0.486 + 0.205 0.502 + 0.194
1.1.2 N/A N/A 0.462 + 0.230 0.417 £ 0.229
1.2.1 0.528 + 0.368 0.492 + 0.365 0.528 + 0.368 0.492 + 0.365
1.2.2 0.571 £ 0.323 0.559 + 0.322 0.592 + 0.343 0.582 + 0.339
2.1.0 0.322 + 0.293 0.320 + 0.296 0.325 + 0.296 0.321 £ 0.297
2.1.1 0.556 + 0.274 0.551 £ 0.272 0.556 + 0.274 0.551 £ 0.272
220 0.663 + 0.348 0.662 + 0.348 0.663 + 0.339 0.661 = 0.340
2.2.1 0.601 £ 0.281 0.607 + 0.283 0.601 £ 0.281 0.607 + 0.283
23.0 0.402 + 0.314 0.407 + 0313 0.402 = 0.314 0.407 + 0313
24.2 N/A N/A * 0.603 £ 0.118
3.1.0 0.283 + 0.324 0.292 + 0.330 0.283 = 0.324 0.292 + 0330
3.23 0.528 + 0.350 0.526 + 0.357 0.528 + 0.350 0.526 + 0.357
3.24 0.445 + 0.276 0.458 + 0.278 0.444 + 0.276 0.457 + 0.278

4. Conclusions and ongoing research

The key idea of this paper is to use both spectral and
LiDAR data to improve classification results in terms of
extracted classes and robustness. The methodology is
based on a hybrid approach that combines pixel-based
and object-based classifications. The WTA approach
models the variety and/or the dynamics of a closed seg-
ment supporting the extraction of complex/heteroge-
neous classes that, by their CLC definition, are not
actually spectrally separable. The post-integration of
spectral and LiDAR classification by a set of rules
enhances/reinforces the extraction of CLC classes as con-
tinuous or discontinuous urban areas, arable lands, het-
erogeneous agricultural areas and permanent crops.

Values of the NDVI index derived from the multi-
spectral imagery aid in the extraction of vegetation
from human-made materials and improve the classi-
fication of LiDAR data, while elevation and attribute
height data extracted from the LiDAR data help in
discriminating attributes such as buildings, roads and
the often-dry streams and waterways.

The LiDAR dataset augments the spectral classifi-
cation owing to the robust detection of tree, building
and land classes and improves the extraction of third
level CLC classes.

Improvements are evident in classes with similar
spectral characteristics but for which altitude is a relevant
discrimination factor. Experimental results show that
LiDAR should be augmented by using the NDVT index
to avoid the misclassification between dense canopy and
buildings, in particular in heterogeneous environments.

The double linking of LiDAR and spectral data
suggests the importance and the relevance of multi-
source heterogeneous data when dealing with a
highly detailed legend (such as the CLC legend at
the third and fourth levels). As the level of detail
increases the spectral separation decreases due to
the dominance of the semantic over the spectral
class definition. The set of rules takes into account
the concept of heterogeneous areas where different
objects with different spectral signatures are present.

In conclusion, the new proposed methodology:

(I) represents a step forward evaluating the syner-
gistic use of high spatial resolution multispec-
tral imagery and high-posting-density LiDAR
data (1 and 2 m) for LULC classification;

(II) automates complex manual procedures, sav-
ing time and money and also increasing the
number of acquisitions and analyses.

Finally, the resulting LULC map is GIS-ready and
so suitable for use inside GIS based approaches, like
the two we have performed, always in the Musone
river basin, to detect changes in the estuary mapping
[Mancini et al., 2015] and to determine the class and
location of buffer strips [Pierdicca et al., 2016].

Acknowledgement

We would like to express our appreciation for the contri-
bution of Jack Dyson in the proof reading of this work.

References

Ali, S., Dare, P., Jones, S., 2008. Fusion of remotely sensed
multispectral imagery and lidar data for forest structure
assessment at the tree level. IAPRS -The International
Archives of the Photogrammetry, Remote Sensing and
Spatial Information Sciences 37, 1089-1094.

Alonso, M., Malpica, J., 2008. Classification of multispec-
tral high-resolution satellite imagery using lidar eleva-
tion data. Lecture Notes in Computer Science (including
subseries Lecture Notes in Artificial Intelligence and
Lecture Notes in Bioinformatics) 5359 LNCS, 85-94.

Awrangjeb, M., Zhang, C., Fraser, C., 2013. Automatic
extraction of building roofs using lidar data and multi-
spectral imagery. ISPRS Journal of Photogrammetry and
Remote Sensing 83, 1-18.

Azizi, Z., Najafi, A., Sadeghian, S., 2014. Forest road detection
using lidar data. Journal of Forestry Research 25, 975-980.

Bernardini, A., Frontoni, E., Malinverni, E., Mancini, A,
Tassetti, A., Zingaretti, P., 2010. Pixel, object and hybrid
classification comparisons. Journal of Spatial Science 55,
43-54.

Bork, E., Su, J., 2007. Integrating lidar data and multi-
spectral imagery for enhanced classification of rangeland



16 M. STURARI ET AL.

vegetation: A meta analysis. Remote
Environment 111, 11-24.

Burkhard, B., Kroll, F., Mller, F.,Windhorst, W., 2009.
Landscapes’ capacities to provide ecosystem services - a
concept for land-cover based assessments. Landscape
Online 15, 1-22. do0i:10.3097/L0.200915.

Burkhard, B., Kroll, F., Nedkov, S., Mller, F., 2012. Mapping
ecosystem service supply, demand and budgets. Ecological
Indicators 21, 17-29. doi:10.1016/j.ecolind.2011.06.019.

Collins, C., Parker, R., Evans, D., 2004. Using multispectral
imagery and multi-return lidar to estimate trees and
stand attributes in a southern bottomland hardwood
forest, in: ASPRS 2004 Annual Conference Proceedings
on CD-ROM, Denver, Colorado, May 23-27.

Del’Acqua, F., Gamba, P., Casella, V., Zucca, F,
Benediktsson, J., Wilkinson, G., Galli, A., Malinverni,
E., Jones, G., Greenhill, D., Ripke, L., 2006. Hysens
data exploitation for urban land cover analysis. Annals
of Geophysics 49, 311-318.

Feranec, J., Jaffrain, G., Soukup, T., Hazeu, G., 2010.
Determining changes and flows in european landscapes
1990-2000 using corine land cover data. Applied
Geography 30, 19-35. doi:10.1016/j.apgeog.2009.07.003.

Freund, Y., Schapire, R.E., 1997. A decision-theoretic general-
ization of on-line learning and an application to boosting.
Journal of Computer and System Sciences 1, 119-139.

Friedman, J., Hastie, T., Tibshirani, R., 2000. Additive
logistic regression: A statistical view of boosting. The
Annals of Statistics 38, 337-374.

Germaine, K., Hung, M.C,, 2011. Delineation of impervious
surface from multispectral imagery and lidar incorporating
knowledge based expert system rules. Photogrammetric
Engineering and Remote Sensing 77, 75-86.

Hadas, E., Estornell, J., 2016. Accuracy of tree geometric
parameters depending on the lidar data density.
European Journal of Remote Sensing 49, 73-92.

Hodgson, M., Bresnahan, P., 2004. Accuracy of airborne lidar-
derived elevation: Empirical assessment and error budget.
Photogrammetric Engineering and Remote Sensing 70,
331-339.

Hu, X,, Li, Y., Shan, J.c,, Zhang, J., Zhang, Y., 2014. Road
centerline extraction in complex urban scenes from lidar
data based on multiple features. IEEE Transactions on
Geoscience and Remote Sensing 52, 7448-7456.

Hu, X., Tao, C., Hu, Y., 2004. Automatic road extraction
from dense urban area by integrated processing of high
resolution imagery and lidar data. Proceedings of ISPRS
XXth Congress 35, 288-292.

Huang, Y., Yu, B,, Zhou, J., Hu, C,, Tan, W., Hu, Z., Wu, ],
2013. Toward automatic estimation of urban green volume
using airborne lidar data and high resolution remote sen-
sing images. Frontiers of Earth Science 7, 43-54.

Kawata, Y., Koizumi, K., 2014. Automatic reconstruction of
3d urban landscape by computing connected regions
and assigning them an average altitude from lidar
point cloud image, in: Proceedings of SPIE -The
International Society for Optical Engineering.

Ke, Y., Quackenbush, L., Im, J., 2010. Synergistic use of
quickbird multispectral imagery and lidar data for
object-based forest species classification. Remote
Sensing of Environment 114, 1141-1154.

Khoshelham, K., Nardinocchi, C., Frontoni, E., Mancini,
A., Zingaretti, P., 2010. Performance evaluation of auto-
mated approaches to building detection in multi-source
aerial data. ISPRS Journal of Photogrammetry and
Remote Sensing 65, 123-133.

Sensing of

Lee, D., Shan, J., 2003. Combining lidar elevation data and
ikonos multispectral imagery for coastal classification
mapping. Marine Geodesy 26, 117-127.

Liu, H., Motoda, H., 2008. Computational Methods of Feature
Selection. Chapman and Hall/CRC, ISBN: 978-1584888789

Ma, L., Wu, D, Deng, J., Wang, K,, Li, ], Gu, Q., Dai, Y.,
2015. Discrimination of residential and industrial build-
ings using lidar data and an effective spatial-neighbor
algorithm in a typical urban industrial park. European
Journal of Remote Sensing 48, 1-15.

Machala, M., Zejdov, L., 2014. Forest mapping through
object-based image analysis of multispectral and lidar
aerial data. European Journal of Remote Sensing 47,
117-131.

Malinverni, E., Tassetti, A., Mancini, A., Zingaretti, P.,
Frontoni, E., Bernardini, A., 2011. Hybrid object-
based approach for land use/land cover mapping
using high spatial resolution imagery. International
Journal of Geographical Information Science 25,
1025-1043.

Mancini, A., Frontoni, E., Zingaretti, P., 2009. A winner takes
all mechanism for automatic object extraction from multi-
source data, in: 17th International Conference on
Geoinformatics, Geoinformatics 2009, Fairfax, VA.

Mancini, A., Frontoni, E., Zingaretti, P., Longhi, S., 2015.
High-resolution mapping of river and estuary areas by
using unmanned aerial and surface platforms. 2015
International Conference on Unmanned Aircraft
Systems, ICUAS 2015, 534-542.

Mather, P., Tso, B., 2016. Classification Methods for
Remotely Sensed Data, Second Edition. Environmental
engineering, ISBN 9781420090741, CRC Press.

Parent, J., Volin, J., Civco, D., 2015. A fully-automated
approach to land cover mapping with airborne lidar
and high resolution multispectral imagery in a forested
suburban landscape. ISPRS Journal of Photogrammetry
and Remote Sensing 104, 18-29.

Pierdicca, R., Frontoni, E., Zingaretti, P., Mancini, A.,
Malinverni, E.S., Tassetti, A.N., Marcheggiani, E., Galli,
A, 2016. Smart maintenance of riverbanks using a stan-
dard data layer and Augmented Reality. Computers and
Geosciences, vol.95, 67-74.

Reitberger, J., Krzystek, P., Stilla, U., 2008. Analysis of full
waveform lidar data for the classification of deciduous and
coniferous trees. International Journal of Remote Sensing
29, 1407-1431.

Rodriguez-Cuenca, B., Alonso-Rodriguez, M., Domenech
Tofino, E., Valcarcel Sanz, N., Delgado Hernandez, J.,
Peces Morera, J., Arozarena Villar, A., 2014. Procedure to
detect impervious surfaces using satellite images and light
detection and ranging (lidar) data, in: Proceedings of SPIE
-The International Society for Optical Engineering.

Rottensteiner, F., Trinder, J., Clode, S., Kubik, K., 2003.
Building detection using lidar data and multispectral
images. Proceedings of DICTA 2, 673-682.

Samal, D., Gedam, S., 2015. Monitoring land use changes
associated with urbanization: An object based image
analysis approach. European Journal of Remote Sensing
48, 85-99. doi:10.5721/EuJRS20154806.

Schapire, R.E., Singer, Y., 1999. Improved boosting algo-
rithms using confidence-rated predictions. Machine
Learning 3, 297-336.

Syed, S., Dare, P., Jones, S., 2005. Automatic classification
of land cover features with high resolution imagery and
lidar data: An object oriented approach. Proceedings of
SSC2005 Spatial Intelligence, Innovation and Praxis: The


http://dx.doi.org/10.3097/LO.200915
http://dx.doi.org/10.1016/j.ecolind.2011.06.019
http://dx.doi.org/10.1016/j.apgeog.2009.07.003
http://dx.doi.org/10.5721/EuJRS20154806

National Biennial Conference of the Spatial Sciences
Institute, 512-522.

Tan, Q., Wang, J., 2011. Building extraction using high
resolution multi-spectral image and lidar data.
Journal of Basic Science and Engineering 19, 741-
748.

Tan, Q.b., Steve, J., 2011. Evaluation of urban vegetation
mapping using high spatial resolution image: pixel ver-
sus object classification comparison. Journal of Basic
Science and Engineering 19, 441-448.

Wang, A., Zhao, S., Zhou, H., Luo, Y., Tan, L., 2012.
Object-based  classification  using lidar-derived
metrics and quickbird imagery. Proceedings of the
2nd International Workshop on Earth Observation

EUROPEAN JOURNAL OF REMOTE SENSING . 17

and Remote Sensing Applications, EORSA 2012,
181- 185.

Zahidi, L, Yusuf, B., Hamedianfar, A., Shafri, H., Mohamed, T.,
2015. Object-based classification of quickbird image and low
point density lidar for tropical trees and shrubs mapping.
European Journal of Remote Sensing 48, 423-446.

Zeng, Y., Zhang, J., Wang, G., Lin, Z., 2002. Urban land-
use classification using integrated airborn laser scanning
data and high resolution multispectral imagery. Pecora
15/Land Satellite Information IV/ISPRS Commission I/
FIEOS, 10-15.

Zhang, Q., Cen, M., Zhou, G., Yang, X.c., 2009. Extracting
trees from lidar data in urban region. Acta Geodaetica et
Cartographica Sinica 38, 330-335.

Appendix A. CLC classes and correspondence with ecosystem types

Ecosystem types level 2

CLC Level 1 CLC Level 2 CLC Level 3
1. Artificial surfaces  1.1. Urban fabric 1.1.1. Continuous urban fabric
1.1.2. Discontinuous urban fabric
1.2. Industrial, commercial and 1.2.1. Industrial and commercial units
transport units 1.2.2. Road and rail networks and associated land
1.2.3. Port areas
1.2.4. Airports
1.3. Mine, dump and construction  1.3.1. Mineral extraction sites
sites 1.3.2. Dump sites
1.3.3. Construction sites
1.4. Artificial non-agricultural 1.4.1. Green urban areas
vegetated areas 1.4.2. Sport and leisure facilities
2. Agricultural areas  2.1. Arable land 2.1.1. Non-irrigated arable land
2.1.2. Permanently irrigated land
2.1.3. Rice fields
2.2. Permanent crops 2.2.1. Vineyards
2.2.2. Fruit trees and berry plantations
2.2.3. Olive groves
2.3. Pastures 2.3.1. Pastures
2.4. Heterogeneous agricultural 2.4.1. Annual crops associated with permanent crops
areas 2.4.2. Complex cultivation patterns
2.4.3. Land principally occupied by agriculture, with
significant areas of natural vegetation
2.4.4. Agro-forestry areas
3. Forests and semi-  3.1. Forests 3.1.1. Broad-leaved forest
natural areas 3.1.2. Coniferous forest
3.1.3. Mixed forest
3.2. Shrub and/or herbaceous 3.2.1. Natural grassland
vegetation association 3.2.2. Moors and heathland
3.2.3. Sclerophyllous vegetation
3.2.4. Transitional woodland shrub
3.3. Open spaces with little or no  3.3.1. Beaches, dunes, and sand plains
vegetation 3.3.2. Bare rock
3.3.3. Sparsely vegetated areas
3.3.4. Burnt areas
3.3.5. Glaciers and perpetual snow
4. Wetlands 4.1. Inland wetlands 4.1.1. Inland marshes
4.1.2. Peatbogs
4.2. Coastal wetlands 4.2.1. Salt marshes
4.2.2. Salines
4.2.3. Intertidal flats
5. Water bodies 5.1. Inland waters 5.1.1. Water courses
5.1.2. Water bodies
5.2. Marine waters 5.2.1. Coastal lagoons
5.2.2. Estuaries
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