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1 Introduction
Let � = [, +∞[×�, � be an open subset of Rn (n ≥ ). Let x = (x, x, . . . , xm, xm+, . . . ,
xn) = (x, x′, x′′) ∈ �, where we set x′ = (x, . . . , xm) ∈ �′ and x′′ = (xm+, . . . , xn) ∈ �′′, �′

is the projection of � on the hyperplane x′′ =  and �′′ is the projection of � on the
hyperplane x′ = . Let us consider the following class of hyperbolic second order operators
with double characteristics in the presence of a transition:

P = D
x – Divx′

(
A

(
x′, x′′)Dx′

)
–

(
x + λ – α

(
x′))

Divx′′
(
B
(
x′′)Dx′′

)
+ γ (x), in �, ()

with C∞ coefficients, where Dxj = 
i ∂xj , j = , , . . . , n, Dx′ = 

i ∇x′ = (Dx , . . . , Dxm ), Dx′′ =

i ∇x′′ = (Dxm+ , . . . , Dxn ), Divx′ = 

i divx′ , Divx′′ = 
i divx′′ and λ is a positive parameter.

For ξ = (ξ, ξ, . . . , ξm, ξm+, . . . , ξn) = (ξ, ξ ′, ξ ′′), where we set ξ ′ = (ξ, . . . , ξm), ξ ′′ =
(ξm+, . . . , ξn) and have fixed λ, let us denote by

p(x, ξ ) = –ξ 
 +

m∑

i,j=

aij
(
x′, x′′)ξ ′

i ξ
′
j +

m∑

h=

∂xh aij
(
x′, x′′)ξ ′

h

+
(
x + λ – α

(
x′))

n∑

i,j=m+

bj
(
x′′)ξ ′′

i ξ ′′
j

+
(
x + λ – α

(
x′))

n∑

h=m+

∂xh bj
(
x′′)ξ ′′

h + γ (x)
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the symbol of P, by � the characteristic set

� =
{
ρ = (x, ξ ) ∈ T∗� : p(ρ) = ,∇p(ρ) = 

}
,

where T∗� = � × (Rn \ {}) is the cotangent bundle related to �, and by Fp the funda-
mental matrix of P at ρ , namely

Fp(ρ) =



(
p′′

xξ (ρ) p′′
ξξ (ρ)

–p′′
xx(ρ) –p′′

ξx(ρ)y

)

, ∀ρ ∈ �.

The spectrum of F(ρ), which we denote by Spec(F(ρ)), has a remarkable importance for
the study of the well-posedness of the Cauchy-Dirichlet problem for P.

Let us note that (see [])

z ∈ Spec
(
F(ρ)

) ⇔ –z, z ∈ Spec
(
F(ρ)

)
.

It is well known that F(ρ) has only pure imaginary eigenvalues with a possible exception
of a pair of non-zero real eigenvalues ±λ (see [, ]). If F(ρ) has a pair of non-zero real
eigenvalues, we say that P is effectively hyperbolic at ρ . If F(ρ) has only pure imaginary
eigenvalues and, moreover, if in the Jordan normal form of F(ρ) corresponding to the
eigenvalue , there are only Jordan blocks of dimension , i.e., Ker F(ρ) ∩ Im F(ρ) = {},
we say that P is non-effectively hyperbolic of type  at ρ . Instead, if F(ρ) has only pure imag-
inary eigenvalues and, moreover, if in the Jordan normal form of F(ρ) corresponding to
the eigenvalue , there is only a Jordan block of dimension  and no block of dimension ,
i.e., Ker F(ρ) ∩ Im F(ρ) is -dimensional, we say that P is non-effectively hyperbolic of
type  at ρ . Besides let us set

�+ = {ρ ∈ � : P is effectively hyperbolic at ρ},
�– = {ρ ∈ � : P is non-effectively hyperbolic of type  at ρ},
� = {ρ ∈ � : P is non-effectively hyperbolic of type  at ρ}.

It is easy to verify

� = �– � � � �+

Finally we say that we have a transition exactly when at least two among the above sets are
nonempty.

The Cauchy problem for hyperbolic operators with double characteristics has been
widely studied by many authors either in the case in which Fp(ρ) has two real nonzero
eigenvalues ∀ρ ∈ � or in the case in which all the nonzero eigenvalues of Fp(ρ) are purely
imaginary numbers, ∀ρ ∈ � (see for instance [, –]). Recently, another class of hyper-
bolic second order operators with double characteristics has been considered in []. For
this class the C∞ well-posedness of the Cauchy problem is studied. Moreover, Carleman
estimates are obtained for non-effectively hyperbolic operators. In [], for a different class
of hyperbolic second order operators some energy estimates are established and the C∞
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well-posedness of the Cauchy problem for non-effectively hyperbolic operators is studied.
We emphasize that in [] and [] the authors obtain a priori estimates when � = �– ��.
Instead we get a priori estimates when � = �– � � � �+ or � = �– � � or � = � � �+

or � = �– or � = �+. In fact, in the class of operators (), studied also in [, ] and
[], both in the case in which Fp(ρ) has two distinct real eigenvalues and in the case in
which all the eigenvalues are purely imaginary numbers can occur. Namely, on the vari-
ety characteristic a transition from a case to another one can be considered. More pre-
cisely, if p(x, ξ ) = ξ 

 –
∑m

j= ξ 
j + (x + λ – α(x′)) ∑n

j=m+ ξ 
j , setting β(x) = x + λ – α(x′),

if |∇x′α(x′)| <  and β(x) =  (ξ = ξ = · · · = ξm = ,
∑n

j=m+ ξ 
j = ), then Fp(ρ) has two

distinct nonzero real eigenvalues. As a consequence, P is effectively hyperbolic. Instead
if |∇x′α(x′)| >  and β(x) =  (ξ = ξ = · · · = ξm = ,

∑n
j=m+ ξ 

j = ), Fp(ρ) has two nonzero
imaginary eigenvalues, then P is non-effectively hyperbolic. Therefore �+ is the set of
points of � for which |∇x′α(x)| < , �– is the set of points of � for which |∇x′α(x)| >  and
� is the set of points of � in which |∇x′α(x)| = . Hence, even if we consider the particular
class of operators (), we have a transition from effectively hyperbolic to non-effectively
hyperbolic.

In [], an a priori estimate for solutions of a class of hyperbolic equations depending on
a parameter (–∂

x + ∂
x + (x + λ – α(x))∂

x )u = f related to a Cauchy-Dirichlet problem
is proved. Then in [] energy estimates and existence and uniqueness results are estab-
lished. For the Cauchy problem related to the same class of hyperbolic operators, a global
existence and uniqueness theorem is obtained in [, ] and energy estimates for solu-
tions are established in []. In this paper, we study the general class of hyperbolic second
order operators with double characteristics in the presence of a transition (). Under suit-
able assumptions on the coefficients that allow the transition on the variety characteristic,
we obtain, first of all, a priori local estimate near the boundary and, then, distant from it.
Such estimates allow us to prove existence theorems for the following Cauchy problem in
the set �:

⎧
⎨

⎩
Pu = f , in �,

u(, x′, x′′) = , ∂x u(, x′, x′′) = ,
()

see Section .
Let us assume that:

(i) all the coefficients aij(x′, x′′), i = , . . . , m, and bj(x′′), j = m + , . . . , n of the operator
() belong to C∞(�) ∩ L∞(�) and C∞

 (�′′) ∩ L∞(�′′), respectively, for every k > ;

(ii) setting g(x′) =
α(x′)

divx′ α(x′)
, where α(x′) is a vector with m components equal to α(x′),

and h(x′) =  – divx′ g(x), g, h ∈ C∞, h(x′) ∈ [h, h], ∀x′ ∈ �′, with  < h < h < ;
(iii) there exists λ >  such that |g(x′)| ≤ λ, ∀x′ ∈ �′;
(iv) setting C(x′, x′′) = divx′ A(x′, x′′)g(x′) + [A(x′, x′′) divx′ g(x′) – �(x′, x′′)], for every

(x′, x′′) ∈ �, where �(x′, x′′) is a matrix with m columns equal to A(x′, x′′)∇x′g(x′),
the matrices A and B are positive definite and C is positive semidefinite, namely

∃L ≥ m : A
(
x′, x′′)ξ ′ξ ′ ≥ L

∥
∥ξ ′∥∥, ∀ξ ′ ∈R

m,

∃L ≥  : B
(
x′′)ξ ′′ξ ′′ ≥ L

∥∥ξ ′′∥∥, ∀ξ ′′ ∈R
n–m,

C
(
x′, x′′)ξ ′ξ ′ ≥ , ∀ξ ′ ∈R

m.
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It is worth remarking that in the study of hyperbolic operators considered in this note,
the major difficulties in order to establish a priori estimates regard to the case in which
the function β(x,λ) = x + λ – α(x′) assumes positive and negative values in �. Let us
observe that if m = , setting A(x′, x′′) = (a(x′, x′′)), as a result C(x′, x′′) = divx′ a(x′, x′′)g(x′).
Moreover, if a(x′, x′′) is a constant function, then C(x′, x′′) = . Therefore, if m =  and
A(x′, x′′) is a constant function, assumption (iv) naturally occurs.

Example . Let α(x) = e
x


 +x be a function defined in R and let P = D

x – D
x – (x +

λ – α(x))D
x . It is easy to verify that g(x) =


x

 + 
and h(x) =

x

(x
 + ) +  in R. Let us

remark that  – 
√


 ≤ h(x) ≤  + 

√


 , ∀x ∈R. Moreover, the assumption (iii) is satisfied if
we choose λ ≥ . Therefore, we have � = �– � � � �+, namely we have a transition from
effectively hyperbolic to non-effectively hyperbolic.

Example . Let us consider the function α(x, x) = eax+bx in R
, where a + b �= , and

the operator

P = D
x –

(
D

x + D
xx + D

x

)
–

(
x + λ – α(x, x)

)D
x –

(
x + λ – α(x, x)

)D
x

in [, +∞[×R
. We observe that g(x, x) = 

a+b and h(x, x) =  in R
. Let us remark that

A =

(
 



 

)

, B =

(
 
 

)

, C =

(
 
 

)

.

As a consequence, A + C = A. The matrices A and B are defined positive with constants
L = 

 and L = , respectively. Moreover, assumption (iii) holds if λ ≥ 
|a+b| . Therefore,

� = �– � � � �+, then we have transition.

Example . Let us consider the function α(x, x, x) = (x + x + x) in ]–k, k[, with
k >  and the operator

P = D
x –

(
D

x + D
x + D

x +



D
xx +




D
xx +




D
xx

)

–
(
x + λ – α(x, x, x)

)D
x

in [, +∞[× ]–k, k[×R. It is easy to verify that g(x, x, x) = 
 (x + x + x) and h(x, x,

x) = 
 in ]–k, k[. Moreover, as a result

A =

⎛

⎜
⎝

 






  






 

⎞

⎟
⎠ , B = (), C =

⎛

⎜
⎝


 – 

 – 


– 



 – 


– 

 – 





⎞

⎟
⎠ .

The matrices A and B are positive definite with constants L = 
 and L = , respectively,

and C is positive semidefinite. Finally, assumption (iii) is ensured when λ ≥ 
 k. For k large

enough, � = �– � � � �+ results, namely we have transition from effectively hyperbolic
to non-effectively hyperbolic.
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The paper is organized as follows. In Section  some preliminary notations are given.
In Section  a priori estimates are proved. In Section , estimates in Sobolev spaces with
s <  by means of the pseudodifferential operator theory are obtained. Section  deals with
a local existence theorem near the boundary. Then a regularity result for the solution u to
the Cauchy problem () is shown. At last a global existence result is proved in Section .

2 Notations and preliminaries
Let α = (α,α′,α′′) ∈ N

n+
 . We denote by ∂α the derivative of order |α|, while ∂h

xj
means,

as usually, the derivative of order h with respect to xj and ∂h
xj ,xp denotes the derivative of

order h with respect to xj and xp.
Let us denote by (·, ·), ‖ · ‖, ‖ · ‖Hr (r ∈ N) the L-scalar product, the L-norm and the

Hr-norm, respectively.
C∞

 (�) is the space of the restrictions to � of functions ϕ belonging to C∞
 (Rn+) such

that ϕ vanishes with all the derivatives in [, +∞[×∂�.
Let s ∈R, let us denote by ‖ · ‖H,,s the norm given by

‖u‖
H,,s(�) =


(π )n–m

∫ +∞


dx

∫

Rm
dx′

∫

Rn–m

(
 +

∣∣ξ ′′∣∣)s∣∣̂u
(
x, x′, ξ ′′)∣∣ dξ ′′,

∀u ∈ C∞
 (�),

where the Fourier transform is done only with respect to the variable x. Moreover, let us
denote by As the pseudodifferential operator, given by

Asu =


(π )n–m

∫

Rn–m
eix′′·ξ ′′(

 +
∣∣ξ ′′∣∣) s

 û
(
x, x, ξ ′′)dξ ′′, ∀u ∈ C∞

 (�). ()

Let us recall that As : C∞
 (�) → C∞(�). For every ϕ(x′′) ∈ C∞

 (Rn–m), the operator ϕAsu
extends as a linear continuous operator from H,,r

comp.(�) to H,,r–s
loc (�), where r, s ∈ R (see

[]). Moreover, denoted by Ux′′ the projection of supp u on the hyperplane x′′ = , if
supp u ⊆ R

m–n\Ux′′ , then ϕAsu is regularizing with respect to the variable x′′, namely as
a result

‖ϕAsu‖H,,r ≤ c‖u‖H,,r′ ,

∀r, r′ ∈R, u ∈ C∞(�) : supp u ⊆ [, +∞[×�′ × �′′ \ suppϕ.

Let us remark that the norms ‖u‖H,,s(�) and ‖Asu‖L(�) are equivalent.
Finally, let s, p ∈R, let us denote by ‖ · ‖Hs,p the norm given by

‖u‖
Hp,s(�) =

∑

|h|≤p

∫ +∞


dx

∫

Rm
dx′

∫

Rn–m


(π )n–m

(
 +

∣∣ξ ′′∣∣)p∣∣∂h
x,x′ û

(
x, x′, ξ ′′)∣∣ dξ ′′,

∀u ∈ C∞
 (�).

3 A priori estimates
Lemma . Let �k = [, k[×�, for every k > , let u ∈ C∞

 (�k), as a result

‖u‖L(�k ) ≤ k‖∂x u‖, ()
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∥∥u
(
, x′, x′′)∥∥

L(�) ≤ k‖∂x u‖, ()

‖u‖
L(�k ) +

∥∥u
(
, x′, x′′)∥∥

L(�) ≤ 
(
k + k

)‖∂x u‖
L(�k ). ()

Proof Let u ∈ C∞
 (�). We have

 =
∫

�

∂x

(
xu(x)

)
dx

=
∫

�

u(x) dx + 
∫

�

xu(x)∂x u(x) dx,

and therefore
∫

�

u(x) dx = –
∫

�

xu(x)∂x u(x) dx.

In particular, in �k we obtain

‖u‖ ≤ k‖u‖‖∂x u‖,

which implies (). Analogously, by using the following equality:

∫

�

∂x u(x) dx = –
∫

�

u(, x′, x′′)dx′ dx′′,

we obtain (). Finally, collecting () and (), we have (). �

Now, we are able to prove the following a priori estimate.

Theorem . Let �k = [, k[×� be a subset of �, where k > . Let us suppose that g , h
satisfy (i), (ii), and (iii). Then there exists a constant c >  such that

‖∂x u‖ +
m∑

j=

‖∂xj u‖ +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj u

∥∥ ≤ c
(‖Pu‖ + ‖u‖),

∀u ∈ C∞
 (�k). ()

Proof Let us integrate by parts in the inner product


(
(x + λ)∂x u(x), Pu

)
= ‖∂x u‖ + λ

∫

�

(
∂x u

(
, x′, x′′)) dx′ dx′′

– 
∫

�

A
(
x′, x′′)∇x′u(x) · (x + λ)∇x′∂x u(x) dx

– 
∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · (x + λ)∇x′′∂x u(x) dx

–
∫

�

γ (x)u(x) dx

–
∫

�

∂xγ (x)(x + λ)u(x) dx
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– λ

∫

�

γ
(
, x′, x′′)u(, x′, x′′)dx′ dx′′

= ‖∂x u‖ + λ

∫

�

(
∂x u

(
, x′, x′′)) dx′ dx′′

+
∫

�

A
(
x′, x′′)∇x′u(x) · ∇x′u(x) dx

+ λ

∫

�

A
(
x′, x′′)∇x′u

(
, x′, x′′) · ∇x′u

(
, x′, x′′)dx′ dx′′

+ 
∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · (x + λ)∇x′′u(x) dx

+
∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · ∇x′′u(x) dx

+ λ

∫

�

(
λ – α

(
x′))B

(
x′′)∇x′′u

(
, x′, x′′)

· ∇x′′u
(
, x′, x′′)dx′ dx′′

–
∫

�

γ (x)u(x) dx –
∫

�

(x + λ)u(x)∂xγ (x) dx

– λ

∫

�

γ
(
, x′, x′′)u(, x′, x′′)dx′ dx′′. ()

On the other hand, by integrating by parts in the inner product, we obtain


(
g
(
x′)divx′ u(x), Pu

)
= –

(
g
(
x′)divx′ u(x), ∂

x u(x)
)

+ 
(
g
(
x′)divx′ u(x), divx′ A

(
x′, x′′)∇x′u(x)

)

+ 
(
g
(
x′)divx′ u(x),

(
x + λ – α

(
x′))

divx′′ B
(
x′′)∇x′′u(x)

)

+ 
(
g
(
x′)divx′ u(x),γ (x)u(x)

)
. ()

Let us compute separately every inner product:

–
(
g
(
x′)divx′ u(x), ∂

x u(x)
)

= 
(
g
(
x′)divx′ ∂x u(x), ∂x u(x)

)

+ 
∫

�

∂x u
(
, x′, x′′)g

(
x′)divx′ u

(
, x′, x′′)dx′ dx′′

= –
∫

�

divx′ g
(
x′)(∂x u(x)

) dx

+ 
∫

�

∂x u
(
, x′, x′′)g

(
x′)divx′ u

(
, x′, x′′)dx′ dx′′. ()

For the second one, we have


(
g
(
x′)divx′ u(x), divx′ A

(
x′, x′′)∇x′u(x)

)

= –
m∑

h=

∫

�

A
(
x′, x′′)∇x′u(x) · g

(
x′)∇x′∂xh u(x) dx

– 
m∑

h=

∫

�

A
(
x′, x′′)∇x′u(x) · ∂xh u(x)∇x′g

(
x′)dx. ()
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Moreover, as a result

–
m∑

h=

∫

�

A
(
x′, x′′)∇x′u(x) · g

(
x′)∇x′∂xh u(x) dx

= 
m∑

h=

∫

�

A
(
x′, x′′)∇x′∂xh u(x) · g

(
x′)∇x′u(x) dx

+ 
m∑

h=

∫

�

∂xh A
(
x′, x′′)∇x′u(x) · g

(
x′)∇x′u(x) dx

+ 
m∑

h=

∫

�

A
(
x′, x′′)∇x′u(x) · ∂xh g

(
x′)∇x′u(x) dx,

and that implies

–
m∑

h=

∫

�

A
(
x′, x′′)∇x′u · g

(
x′)∇x′∂xh u(x) dx

=
m∑

h=

∫

�

∂xh A
(
x′, x′′)∇x′u(x) · g

(
x′)∇x′u(x) dx

+
m∑

h=

∫

�

A
(
x′, x′′)∇x′u(x) · ∂xh g

(
x′)∇x′u(x) dx. ()

Substituting () in (), we obtain


(
g
(
x′)divx′ u(x), divx′

(
A

(
x′, x′′)∇x′u(x)

))

=
m∑

h=

∫

�

∂xh A
(
x′, x′′)∇x′u(x) · g

(
x′)∇x′u(x) dx

+
m∑

h=

∫

�

A
(
x′, x′′)∇x′u(x) · ∂xh g

(
x′)∇x′u(x) dx

– 
m∑

h=

∫

�

A
(
x′, x′′)∇x′u(x) · ∂xh u(x)∇x′g

(
x′)dx. ()

We compute

m∑

h=

∂xh A
(
x′, x′′)∇x′u(x) · g

(
x′)∇x′u(x) +

m∑

h=

A
(
x′, x′′)∇x′u(x) · ∂xh g

(
x′)∇x′u(x)

= divx′ A
(
x′, x′′)∇x′u(x) · g

(
x′)∇x′u(x) + A

(
x′, x′′)∇x′u(x) · divx′ g

(
x′)∇x′u(x)

=
(
divx′ A

(
x′, x′′)g

(
x′) + A

(
x′, x′′)divx′ g

(
x′))∇x′u(x) · ∇x′u(x). ()

Moreover, as a result

m∑

h=

A
(
x′, x′′)∇x′u · ∂xh u∇x′g

(
x′) = �

(
x′, x′′)∇x′u(x) · ∇x′u(x), ()
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where �(x′, x′′) is a matrix with m columns equal to A(x′, x′′)∇x′g(x′). Taking into account
(), (), and (), we obtain


(
g
(
x′)divx′ u(x), divx′ A

(
x′, x′′)∇x′u(x)

)

=
∫

�

[
divx′ A

(
x′, x′′)g

(
x′) + A

(
x′, x′′)divx′ g

(
x′) – �

(
x′, x′′)]∇x′u(x) · ∇x′u(x) dx

–
∫

�

A
(
x′, x′′)divx′ g

(
x′)∇x′u · ∇x′u dx

=
∫

�

C
(
x′, x′′)∇x′u(x) · ∇x′u(x) dx –

∫

�

A
(
x′, x′′)∇x′u · ∇x′u dx

+
∫

�

h
(
x′)A

(
x′, x′′)∇x′u · ∇x′u dx, ()

where we have set C(x′, x′′) = divx′ A(x′, x′′)g(x′) + [A(x′, x′′) divx′ g(x′) –�(x′, x′′)], for every
(x′, x′′) ∈ �.

Let us consider


(
g
(
x′)divx′ u(x),

(
x + λ – α

(
x′))

divx′′
(
B
(
x′′)∇x′′u(x)

))

= –
m∑

h=

∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · g

(
x′)∇x′′∂xh u(x) dx

= 
m∑

h=

∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′∂xh u(x) · g

(
x′)∇x′′u(x) dx

– 
m∑

h=

∫

�

(
x + λ – α

(
x′))∂xhα

(
x′)B

(
x′′)∇x′′u(x) · g

(
x′)∇x′′u(x) dx

+ 
m∑

h=

∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · ∂xh g

(
x′)∇x′′u(x) dx, ()

from which it follows that

–
m∑

h=

∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u · g

(
x′)∇x′′∂xh u dx

= –
m∑

h=

∫

�

(
x + λ – α

(
x′))∂xhα

(
x′)B

(
x′′)∇x′′u · g

(
x′)∇x′′∂xh u dx

+
m∑

h=

∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · ∂xh g

(
x′)∇x′′u(x) dx. ()

Substituting () in () and using assumption (ii), we have

–
(
g
(
x′)divx′ u(x),

(
x + λ – α

(
x′))

divx′′ B
(
x′′)∇x′′u(x)

)

= –
m∑

h=

∫

�

(
x + λ – α

(
x′))∂xhα

(
x′)B

(
x′′)∇x′′u(x) · g(x)∇x′′u(x) dx
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+
m∑

h=

∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · ∂xh g

(
x′)∇x′′u(x) dx

= –
∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · α(x)∇x′′u(x) dx

+
∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · divx′ g

(
x′)∇x′′u(x) dx

= –
∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · α(x)∇x′′u(x) dx

+
∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · ∇x′′u(x) dx

–
∫

�

(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · h

(
x′)∇x′′u(x) dx. ()

Finally, we have


(
g
(
x′)divx′ u(x),γ (x)u(x)

)
= –

∫

�

divx′ γ (x)g
(
x′)u(x) dx

–
∫

�

γ (x) divx′ g
(
x′)u(x) dx

= –
∫

�

divx′ γ (x)g
(
x′)u(x) dx

–
∫

�

γ (x)u(x) dx

+
∫

�

γ (x)h
(
x′)u(x) dx. ()

By adding (), (), (), and (), we have


(
(x + λ)∂x u + g

(
x′)divx′′ u, Pu

)

= ‖∂x u‖ +
∫

�

(
 – h

(
x′))(x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · ∇x′′u(x) dx

+
∫

�

{
λ
[(

∂x u
(
, x′, x′′)) + A

(
x′, x′′)∇x′u

(
, x′, x′′) · ∇x′u

(
, x′, x′′)]

+ ∂x u
(
, x′, x′′)g

(
x′)divx′ u

(
, x′, x′′)}dx′ dx′′

+
∫

�

(
h
(
x′)A

(
x′, x′′) + C

(
x′, x′′))∇x′u · ∇x′u dx

+
∫

�

(
h

(
x′) – 

)
γ (x)u(x) dx

–
∫

�

(x + λ)∂xγ (x)u(x) dx

– λ

∫

∂�

γ
(
, x′, x′′)u(, x′, x′′)dx′ dx′′

–
∫

�

divx′ g
(
x′)u(x) dx.
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Making use of assumptions (i), (ii), (iii), and (iv), we obtain

(
(x + λ)∂x u + g

(
x′)divx′ u(x), Pu

)

≥ h‖∂x u‖ + Lh

m∑

j=

‖∂xj u‖

+ L( – h)
n–m∑

j=

∥
∥(

x + λ – α
(
x′))∂xj+m u

∥
∥ + 

(
k + k

)
c‖u‖, ∀u ∈ C∞

 (�k),

where �k = [, k[×�, with k > , from which () follows. �

As a consequence, we have the following corollary.

Corollary . Under the same assumptions of Theorem . and for k small enough, there
exists a constant c >  such that

‖∂x u‖ +
m∑

j=

‖∂xj u‖ +
n∑

j=m+

∥
∥(

x + λ – α
(
x′))∂xj u

∥
∥ + ‖u‖ ≤ c‖Pu‖,

∀u ∈ C∞
 (�k). ()

Proof Taking into account () and () and choosing a positive number k small enough, we
obtain (). �

4 Estimates in Sobolev spaces with s < 0 by means of pseudodifferential
operator theory

Let us, first, prove some preliminary results.

Lemma . Let u ∈ C∞
 (�), with � = [, +∞[×�′ × R

n–m, and let ϕ ∈ C∞
 (Rn–m), with

suppϕ ⊆R
n–m\Ux′′ . As a result

‖ϕAsu‖L(�) ≤ cq,r,s

Lq ‖u‖H,,r (�), ∀s ∈ R, r ∈ Z
–, q ≥ s + r,

where L is the distance between suppϕ and Ux′′ , supposed to be greater than .

Proof Let us consider

ϕAsu =


(π )n–m

∫

Rn–m
eix′′·ξ ′′

ϕ
(
x′′)( +

∣∣ξ ′′∣∣) 
 û

(
x, x′, ξ ′′)dξ ′′

=


(π )n–m

∫

R(n–m)
ei(x′′–y′′)·ξ ′′

ϕ
(
x′′)( +

∣
∣ξ ′′∣∣) 

 u
(
x, x′, y′′)dy′′ dξ ′′

=
ip

(π )m–n

∫

R(n–m)
ei(x′′–y′′)·ξ ′′ ϕ(x′′)u(x, x′, y′′)

|x′′ – y′′|p

(�ξ ′′
(
 +

∣∣ξ ′′∣∣) s

)[p] dy′′ dξ ′′

=
ip

(π )m–n

∫

Rn–m

(�ξ ′′
(
 +

∣
∣ξ ′′∣∣) s


)[p] dξ ′′

×
∫

Rn–m
ei(x′′–y′′)·ξ ′′

u
(
x, x′, y′′)ψ( |x′′–y′′|

L )ϕ(x′′)
|x′′ – y′′|p dy′′,

where m ∈N and ψ ∈ C∞(R) such that ψ(τ ) =  if |τ | ≥ , ψ(τ ) =  if |τ | ≤ 
 .
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This implies

ϕAsu =
ipϕ(x′′)
(π )n–m

∫

Rn–m

(�ξ ′′
(
 +

∣∣ξ ′′∣∣) s

)[p]u

(
x, x′, x′′) ∗ ψ

( |x′′|
L

)
eix′′·ξ ′′

|x′′|p dξ ′′,

where the convolution is done with respect to x′′, and also

Fx′′ (ϕAsu) =
ipϕ̂(η′′)

π

∗
∫

Rn–m

(�ξ ′′
(
 +

∣
∣ξ ′′∣∣) s


)[p]û

(
x, x′,η′′)Fx′′

(
ψ

( |x′′|
L

)
eix′′·ξ ′′

|x′′|p

)
dξ ′′, ()

where

Fx′′
(

ψ

( |x′′|
L

)
eix′′·ξ ′′

|x′′|p

)
=

∫

Rn–m
eix′′·(ξ ′′–η′′)ψ

( |x′′|
L

)


|x′′|p dx′′.

It results

(
 +

∣∣ξ ′′ – η′′∣∣r′)Fx′′
(

ψ

( |x′′|
L

)
eix′′·ξ ′′

|x′′|p

)

=
∫

Rn–m
eix′′·(ξ ′′–η′′)ψ

( |x′′|
L

)


|x′′|p dx′′

+ (–)r
∫

Rn–m
eix′′·(ξ ′′–η′′)

(
�x′′

(
ψ

( |x′′|
L

)


|x′′|p

))[r]

dx′′

and then
∣
∣∣
∣Fx′′

(
ψ

( |x′′|
L

)
eix′′·ξ ′′

|x′′|p

)∣
∣∣
∣ ≤ cr,p

( + |ξ ′′ – η′′|r′ )

(

L

)p–n+m+

. ()

Making use of () and (), we obtain

∥∥Fx′′ (ϕAsu)
∥∥

= ‖ϕAsu‖

≤ 
(π )n–m

∥∥ϕ̂
(
η′′)∥∥

L(Rn–m)

·
∥∥
∥∥

∫

Rn–m

(�ξ ′′
(
 +

∣
∣ξ ′′∣∣) s


)[p]û

(
x, x′,η′′)Fx′′

(
ψ

( |x′′|
L

)
eix′′·ξ ′′

|x′′|p

)
dξ ′′

∥∥
∥∥

L(�)

≤ c
∫

Rn–m

∥∥
∥∥
(�ξ ′′

(
 +

∣
∣ξ ′′∣∣) s


)[p]û

(
x, x′,η′′)Fx′′

(
ψ

( |x′′|
L

)
eix′′·ξ ′′

|x′′|p

)∥∥
∥∥

L(�)
dξ ′′

≤ cr,p

Lp–n+m+

∫

Rn–m

∥
∥∥
∥

(�ξ ′′ ( + |ξ ′′|) s
 )[p]̂u(x, x′,η′′)

( + |ξ ′′ – η′′|r′ )

∥
∥∥
∥

L(�)
dξ ′′.

Taking into account the previous inequality and the Peetre inequality (see [], p. ), it
follows that

‖ϕAsu‖L(�) ≤ cr,p,s

Lp–n+m

∫

Rn–m

‖( + |ξ ′′|) s
 – p+n–m

 û(x, x′,η′′)‖L(�)

( + |ξ ′′ – η′′|r)
dξ ′′. ()
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If p ≥ s+r+n–m+
 , setting q = p – n + m +  in (), r = r′, results in

‖ϕAsu‖L(�) ≤ cq,r,s

Lq ‖u‖H,,r (�),

where the constant cq,r,s is independent on L. �

Taking into account Lemma ., it is easy to show the following.

Lemma . Let ϕ ∈ C∞
 (Rn–m) such that ϕ(|τ ′′|) =  if |τ ′′| ≤ . For every ε > , r ∈ Z

–,
s ∈R and for every u ∈ C∞

 (�), with � = [, +∞[×�′ ×R
n–m, there exists L >  such that

∥
∥∥
∥ϕ

( |x′′|
L

)
Asu

∥
∥∥
∥

L(�)
≤ ε‖u‖H,,r (�).

Furthermore, we are able to prove the following.

Lemma . Let ϕ ∈ C∞
 (Rn–m) such that ϕ(|τ ′′|) =  if |τ ′′| ≤ . For every ε > , r ∈ Z

–,
s ∈R and for every u ∈ C∞

 (�), with � = [, +∞[×�′ ×R
n–m, there exists L >  such that

∥
∥∥
∥

(
 – ϕ

( |x′′|
L

))
Asu

∥
∥∥
∥

L(�)
≤ ε‖u‖H,,r (�).

Proof In order to establish this result we can proceed as Lemma ., but in () we need
to consider the Fourier transform of the function ψ(|x′′|) =  – ϕ( |x′′|

L ) instead of ϕ̂(η′′) and
keep in mind that

ψ̂g = ψ̂ ∗ ĝ = (πδ – ϕ̂) ∗ ĝ = π ĝ – ϕ̂ ∗ ĝ, ∀g ∈ S′(R),

where S′(R) is the space of tempered distributions defined in R. �

Next, we prove a result concerning estimates near the boundary.

Lemma . Let � = ], +∞[×�, where � is an open subset of Rn. For every ε and δ

positive, there exists k >  such that if

Ik,δ =
{

x ∈ � : x < k,
∣∣x + λ – α

(
x′)∣∣ > δ

}
,

as a result

‖∂x u‖ +
m∑

j=

‖∂xj u‖ +
n∑

j=m+

∥
∥(

x + λ – α
(
x′))∂xj u

∥
∥ + ‖u‖ ≤ ε‖Pu‖,

∀u ∈ C∞
 (�) : supp u ⊆ Ik,δ . ()

Proof Integrating by parts and proceeding as in the first part of Theorem ., we have


(
eτx∂x u(x), Pu

)
= τ

∥∥e

 τx∂x u

∥∥ +
∫

�

(
∂x u

(
, x′, x′′)) dx′ dx′′

+
∫

�

eτx A
(
x′, x′′)∇x′u(x) · ∇x′u(x) dx
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+
∫

�

A
(
x′, x′′)∇x′u

(
, x′, x′′) · ∇x′u

(
, x′, x′′)dx′ dx′′

+ 
∫

�

eτx
(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · ∇x′′u(x) dx

+ τ

∫

�

eτx
(
x + λ – α

(
x′))B

(
x′′)∇x′′u(x) · ∇x′′u(x) dx

+ λ

∫

�

(
λ – α

(
x′))B

(
x′′)∇x′′u

(
, x′, x′′) · ∇x′′u

(
, x′, x′′)dx′ dx′′

–
∫

�

τeτxγ (x)u(x) dx –
∫

�

eτx u(x)∂xγ (x) dx

–
∫

�

γ
(
, x′, x′′)u(, x′, x′′)dx′ dx′′. ()

This implies

τ

(
∥
∥e


 τx∂x u

∥
∥ + L

m∑

j=

∥
∥e


 τx∂xj u

∥
∥ + L

n∑

j=m+

∥
∥(

x + λ – α
(
x′))e


 τx∂xj u

∥
∥

)

≤ c
n∑

j=m+

∥
∥∥
∥

(x + λ – α(x′))
(x + λ – α(x′)) 


e


 τx∂xj u

∥
∥∥
∥



+ τ
∥∥e


 τx

∣∣γ (x)
∣∣


 u(x)

∥∥

+
∥∥e


 τx

∣∣∂xγ (x)
∣∣


 u(x)

∥∥ +
∫

�

∣∣γ
(
, x′, x′′)∣∣u(, x′, x′′)dx′ dx′′

+
(
ceτx Pu, ∂x u

)

≤ c
δ

n∑

j=m+

∥∥e

 τx

(
x + λ – α

(
x′))∂xj u

∥∥ + c
(


τ  +


τ

)
‖∂x u‖ +



∥∥e


 τx Pu

∥∥

+


∥∥e


 τx∂x u

∥∥.

Choosing x < 
τ

, it follows that

‖∂x u‖ +
m∑

j=

‖∂xj u‖ +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj u

∥∥

≤ c
τδ

n∑

j=m+

∥∥e

 τx

(
x + λ – α

(
x′))∂xj u

∥∥ + c

τ

‖Pu‖ +
c
τ

‖∂x u‖. ()

For τ large enough, making use of () and () we obtain the claim. �

As a consequence, we establish the following result.

Lemma . For every ε and δ positive, there exists k >  such that if

Ik,δ =
{

x ∈ � : x < k,
∣∣x + λ – α

(
x′)∣∣ > δ

}
,
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for every s < , as a result

‖∂x u‖H,,s(�) +
m∑

j=

‖∂xj u‖H,,s(�) +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj u

∥∥
H,,s(�) + ‖u‖H,,s(�)

≤ ε‖Pu‖H,,s(�), ∀u ∈ C∞
 (�) : supp u ⊆ Ik,δ . ()

Proof Let ϕ ∈ C∞
 (R), set vs = ϕ(|x′′|)Asu, as a result supp vs ⊆ Ik,δ and ϕ(|x′′|) =  in Ux′′ .

Therefore we can rewrite () with vs, namely

‖∂x vs‖ +
m∑

j=

‖∂xj vs‖ +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj vs

∥∥ + ‖vs‖ ≤ ε‖Pvs‖. ()

Let us compute

‖∂x vs‖ ≥ ‖∂x Asu‖ –
∥∥(ϕ – )∂x Asu

∥∥

= ‖∂x Asu‖ – ‖Ru‖, ()

where (ϕ – )∂x As = R is a regularizing operator. In the same way,

‖∂xj vs‖ ≥ c‖As∂xj u‖ – ‖Ru‖, ∀j = , . . . , m. ()

Similarly, we obtain

∥
∥(

x + λ – α
(
x′))∂xj vs

∥
∥ =

∥
∥(

x + λ – α
(
x′))∂xjϕAsu

∥
∥

=
∥
∥As

(
x + λ – α

(
x′))∂xj u + (ϕ – )As

(
x + λ – α

(
x′))∂xj u

+
(
x + λ – α

(
x′))[∂xj ,ϕ](Asu)

∥
∥

≥ ∥
∥As

(
x + λ – α

(
x′))∂xj u

∥
∥ – c‖Ru‖, ()

where we take into account that (ϕ – )As∂xj and [∂xj ,ϕ]As are regularizing operators. Fi-
nally, we have

‖vs‖ =
∥
∥Asu + (ϕ – )Asu

∥
∥

≥ ‖Asu‖ – ‖Ru‖, ()

(ϕ – )As being a regularizing operator.
Making use of (), (), (), and (), it follows that

‖∂x vs‖ +
m∑

j=

‖∂xj vs‖ +
n∑

j=m+

∥
∥(

x + λ – α
(
x′))∂xj vs

∥
∥ + ‖vs‖

≥ ‖∂x u‖H,,s(�k ) + c

( m∑

j=

‖∂xj u‖H,,s(�k ) +
n∑

j=m+

∥
∥(

x + λ – α
(
x′))∂xj u

∥
∥

H,,s(�k )

)

+ ‖u‖H,,s(�k ) – c‖Ru‖.
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Since ‖Ru‖ ≤ c‖u‖H,,s(�k ) ≤ ck‖∂x u‖H,,s(�k ), choosing k small enough, as a result

‖∂x vs‖ +
m∑

j=

‖∂xj vs‖ +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj vs

∥∥ + ‖vs‖

≥ c

(

‖∂x u‖H,,s(�k ) +
m∑

j=

‖∂xj u‖H,,s(�k ) +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj u

∥∥
H,,s(�k )

+ ‖u‖H,,s(�k )

)

. ()

On the other hand, we have

Pvs = ϕ
(∣∣x′′∣∣)AsPu + ϕ

(∣∣x′′∣∣)[P, As](u) +
[
ϕ
(∣∣x′′∣∣), P

]
(Asu).

As a consequence, we obtain

‖Pvs‖ =
∥∥ϕ

(∣∣x′′∣∣)AsPu + ϕ
(∣∣x′′∣∣)Bs+u + Ru

∥∥, ()

where we set [P, As] = Bs+, this being a pseudodifferential operator endowed with the sym-
bol with respect to the variable x′′ of order s + . Such a symbol has the following principal
part:

c
(
x, ξ ′′) = –


i

n∑

p=m+

(
x + λ – α

(
x′))

n∑

i,j=m+

∂xp bj
(
x′′)ξ ′′

i ξ ′′
j ∂ξp

(
 +

∣∣ξ ′′∣∣) s
 .

Therefore the symbol b(x, ξ ′′) can be written as

b
(
x, ξ ′′) = c

(
x, ξ ′′) + d

(
x, ξ ′′),

where d(x, ξ ′′) is a symbol of order s and we set

Bs+ = Cs+ + Ds.

Moreover, we set R = [ϕ(|x′′|), P]As, which is a regularizing operator.
At last, we remark that

Cs+u = C′
s
(
x + λ – α

(
x′))

n∑

i=m+

∂xj u

and the symbol c′
s of C′

s is given by

c′
s
(
x, ξ ′′) = –


i

n∑

p=m+

(
x + λ – α

(
x′))

n∑

j=m+

∂xp bj
(
x′′)ξ ′′

j ∂ξp

(
 +

∣
∣ξ ′′∣∣) s

 .
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By such insights and by (), as a result

‖Pvs‖ ≤ c

(

‖AsPu‖ +
n∑

j=m+

∥∥C′
s
(
x + λ – α

(
x′))∂xj u

∥∥ + ‖Dsu‖ + ‖Ru‖
)

≤ c

(

‖Pu‖H,,s(�) +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj u

∥∥
H,,s(�) + ‖u‖H,,s(�)

)

. ()

By using (), (), (), and for ε small enough, the claim follows. �

Now, we are able to prove the following theorem.

Theorem . Let �k = [, k[×�, with k such that () holds, let � = �′ × R
n–m, let �′

be an open set of Rn–m and let B(x′′) be a constant. Under assumptions (i) and (ii), for every
s ∈ Z

– there exists c >  such that

‖∂x u‖H,,s(�) +
m∑

j=

‖∂xj u‖H,,s(�) +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj u

∥∥
H,,s(�) + ‖u‖H,,s(�)

≤ c‖Pu‖H,,s(�k ), ∀u ∈ C∞
 (�) : supp u ⊆ �k . ()

Proof Let ϕ ∈ C∞
 (R) and ϕ(τ ′) =  if |τ ′| ≤  and Ux′′ ⊆ [–L, L]n–m. Setting vs = ϕ( |x′′|

L )Asu
in (), as a result

‖∂x vs‖ +
m∑

j=

‖∂xj vs‖ +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj vs

∥∥ + ‖vs‖ ≤ c‖Pvs‖. ()

Furthermore, we have

‖∂x vs‖ =
∥
∥∂x Asu + (ϕ – )∂x Asu

∥
∥

≥ ‖As∂x u‖ –
∥
∥(ϕ – )As∂x u

∥
∥.

Taking into account Lemma ., for L large enough, it follows that

‖∂x vs‖ ≥ c‖As∂x u‖. ()

Making use of the same technique, we have

‖∂xj vs‖ ≥ c‖As∂xj u‖, ∀j = , . . . , m, ()

and similarly

∥
∥(

x + λ – α
(
x′))∂xj vs

∥
∥ =

∥∥
∥∥As

(
x + λ – α

(
x′))∂xj u + (ϕ – )As

(
x + λ – α

(
x′))∂xj u

+
[
∂xj ,ϕ

( |x′′|
L

)]
As

(
x + λ – α

(
x′))u

∥∥
∥∥

≥ c
∥∥As

(
x + λ – α

(
x′))∂xj u

∥∥ –
c
L

∥∥As
(
x + λ – α

(
x′))u

∥∥, ()
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where L is large enough. Finally, we have

‖vs‖ = ‖Asu‖ +
∥
∥∥
∥

(
 – ϕ

( |x′′|
L

))
Asu

∥
∥∥
∥

≥ ( – ε)‖u‖H,,s(�), ()

having used Lemma ..
On the other hand we have the result

Pvs = ϕ

( |x′′|
L

)
AsPu +

[
ϕ

( |x′′|
L

)
, P

]
(Asu). ()

Let us observe that

‖AsPu‖ = ‖Pu‖H,,s(�), ()

from the continuity property of the pseudodifferential operators (see [], Theorem .)
and making use of Lemma .

∥
∥∥
∥

[
ϕ

( |x′′|
L

)
, P

]
(Asu)

∥
∥∥
∥ ≤ ε‖u‖H,,s(�). ()

By using (), (), and (), we have

‖Pvs‖ ≤
∥
∥∥∥ϕ

( |x′′|
L

)
AsPu

∥
∥∥∥ +

∥
∥∥∥ϕ

( |x′′|
L

)
Bsu

∥
∥∥∥ +

∥
∥∥∥

[
ϕ

( |x′′|
L

)
, P

]
(Asu)

∥
∥∥∥

≤ c‖Pu‖H,,s(�) + ε‖u‖H,,s(�). ()

Making use of (), (), (), (), and (), choosing ε small enough and taking into
account Lemma ., as a result

‖∂x u‖H,,s(�) +
m∑

j=

‖∂xj u‖H,,s(�) +
n∑

j=m+

∥
∥(

x + λ – α
(
x′))∂xj u

∥
∥

H,,s(�) + ‖u‖H,,s(�)

≤ c‖Pu‖H,,s(�) + ε‖u‖H,,s(�)

≤ c‖Pu‖H,,s(�) + ε‖∂x u‖H,,s(�k ), ()

and for ε small enough the claim is established. �

Now, we prove an estimate in Sobolev spaces with s < .

Theorem . Under assumptions (i), (ii), (iii), and (iv), for every s ∈ R
–
 there exists c > 

such that

‖∂x u‖H,,s(�) +
m∑

j=

‖∂xj u‖H,,s(�) +
n∑

j=m+

∥
∥(

x + λ – α
(
x′))∂xj u

∥
∥

H,,s(�) + ‖u‖H,,s(�)

≤ c‖Pu‖H,,s(�k ), ∀u ∈ C∞
 (�) : supp u ⊆ �k = [, k[×�. ()
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Proof Let ϕ ∈ C∞
 (R) such that ϕ(|x′′|) =  on Ux′′ and let k such that () holds.

Then, for every u ∈ C∞
 (�) such that supp u ⊆ �k , as a result

‖∂x vs‖ +
m∑

j=

‖∂xj vs‖ +
n∑

j=m+

∥
∥(

x + λ – α
(
x′))∂xj vs

∥
∥ + ‖vs‖ ≤ c‖Pvs‖,

where vs = ϕ(|x′′|)Asu.
Proceeding as in the proof of () (see from () to ()), we obtain

‖∂x vs‖ +
m∑

j=

‖∂xj vs‖ +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj vs

∥∥ + ‖vs‖

≥ c

(

‖∂x u‖H,,s(�k ) +
m∑

j=

‖∂xj u‖H,,s(�k ) +
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj u

∥∥
H,,s(�k )

+ ‖u‖H,,s(�k )

)

.

On the other hand, we have

Pvs = ϕ
(∣∣x′′∣∣)AsPu +

[
ϕ
(∣∣x′∣∣), P

]
(Asu) + ϕ

(∣∣x′∣∣)[P, As]u = ϕ
(∣∣x′∣∣)AsPu + Ru + Bs+u,

where R = [ϕ(|x′|), P]As is a regularizing operator and Bs+ = [P, As] is a pseudodifferential
operator with respect to the variables x′′ of order s +  endowed with symbol b(x, ξ ′′) with
principal part equal to

c
(
x, ξ ′′) = –


i

n∑

p=m+

(
x + λ – α

(
x′))

n∑

i,j=m+

∂xp bj
(
x′′)ξ ′′

i ξ ′′
j ∂ξp

(
 +

∣
∣ξ ′′∣∣) s

 .

Hence,

b
(
x, ξ ′′) = c

(
x, ξ ′′) + d

(
x, ξ ′′),

where c(x, ξ ′′) is the symbol of order s. Therefore, we have

Bs+ = Cs+ + Ds.

Then as a result

[P, As](u) = Cs+u + Dsu. ()

Taking into account (), (), (), and (), we obtain

‖Pvs‖ ≤
∥
∥∥
∥ϕ

( |x′′|
L

)
AsPu

∥
∥∥
∥ +

∥
∥∥
∥ϕ

( |x′′|
L

)
Bs+u

∥
∥∥
∥ +

∥
∥∥
∥

[
ϕ

( |x′′|
L

)
, P

]
(Asu)

∥
∥∥
∥

≤ c‖Pu‖H,,s(�) +
∥
∥∥
∥ϕ

( |x′′|
L

)
Cs+u

∥
∥∥
∥ +

∥
∥∥
∥ϕ

( |x′′|
L

)
Dsu

∥
∥∥
∥ + ε‖u‖H,,s(�)

≤ c
(‖Pu‖H,,s(�) + ‖u‖H,,s(�)

)
+ ε‖u‖H,,s(�) +

∥∥
∥∥ϕ

( |x′′|
L

)
Cs+u

∥∥
∥∥. ()
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We remember that Cs+ is a pseudodifferential operator endowed with the symbol

c
(
x, ξ ′) = –


i

n∑

p=m+

(
x + λ – α

(
x′))

n∑

i,j=m+

∂xp bj
(
x′′)ξ ′′

i ξ ′′
j ∂ξp

(
 +

∣∣ξ ′′∣∣) 
 .

Therefore, we have

Cs+u =


(π )n–m

∫

Rn–m
eix′′·ξ ′′

c
(
x, ξ ′′)û

(
x, x′, ξ ′′)dξ ′′

=


(π )n–m

∫

Rn–m
eix′′·ξ ′′

χ
(∣∣ξ ′′∣∣)c

(
x, ξ ′′)û

(
x, x′, ξ ′′)dξ ′′

+


(π )n–m

∫

Rn–m
eix′′·ξ ′′(

 – χ
(∣∣ξ ′′∣∣))c

(
x, ξ ′′)û

(
x, x′, ξ ′′)dξ ′′,

where χ ∈ C∞
 (R) such that χ (t) =  for |t| < . Therefore, we have

Cs+u = Ru

+


(π )n–m

∫

Rn–m
eix′′·ξ ′′( – χ

(∣∣ξ ′′∣∣))c
(
x, ξ ′′)û

(
x, x′, ξ ′′)dξ ′′,

where R is a regularizing operator. On the other hand, we have

∫

Rn–m
eix′′·ξ ′′(

 – χ
(∣∣ξ ′′∣∣))c

(
x, ξ ′′)û

(
x, x′, ξ ′′)dξ ′′

=
n∑

j=m+

∫

Rn–m
eix′′·ξ ′′

c′(x, ξ ′′) ̂(
x + λ – α

(
x′))

∂xj u
(
x, x′, ξ ′′)dξ ′′,

where c′(x, ξ ′′) =
( – χ (|ξ ′′|))c(x, ξ ′′)

(x + λ – α(x′))|ξ ′′| (ξ + · · · + ξn) is a symbol of order s. As a conse-

quence, it follows that

Cs+u = Ru +
n∑

j=

C′
s
(
x + λ – α

(
x′))

∂xj u

= Ru +
n∑

j=m+

C′
s
(
x + λ – α

(
x′))

∂xjχ

( |x + λ – α(x′)|
δ

)
u

+
n∑

j=m+

C′
s
(
x + λ – α

(
x′))

∂xj

[
 – χ

( |x + λ – α(x′)|
δ

)]
u.

Then, taking into account Lemma .,

‖Cs+u‖ ≤ ‖Ru‖ + c
n∑

j=m+

∥
∥∥∥

(x + λ – α(x′))

δ
δχ

( |x + λ – α(x′)|
δ

)
∂xj u

∥
∥∥∥

H,,s(�)

+ c
n∑

j=m+

∥∥
∥∥
(
x + λ – α

(
x′))

∂xj

[
 – χ

( |x + λ – α(x′)|
δ

)]
u
∥∥
∥∥

H,,s(�)
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≤ ‖u‖H,,s(�) + cδ
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj u

∥∥
H,,s(�)

+ cε
∥
∥∥
∥P

(
 – χ

( |x + λ – δ(x′)|
δ

))
u
∥
∥∥
∥

≤ ‖u‖H,,s(�) + cδ
n∑

j=m+

‖(x + λ – α
(
x′))∂xj u‖H,,s(�) + cε‖Pu‖H,,s(�)

+ cε
∥
∥∥
∥

[
P,

(
 – χ

( |x + λ – α(x′)|
δ

))]
(u)

∥
∥∥
∥

H,,s(�)

≤ ‖u‖H,,s(�) + cδ
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj u

∥∥
H,,s(�)

+ cε

(

‖Pu‖H,,s(�) + ‖∂x u‖H,,s(�) +
m∑

j=

‖∂xj u‖H,,s(�)

)

. ()

Making use of (), (), and Lemma ., we have

‖Pvs‖ ≤ c
(‖Pu‖H,,s(�k ) + k‖∂x u‖H,,s(�k )

)

+ cε

(

‖Pu‖H,,s(�k ) + ‖∂x u‖H,,s(�k ) +
m∑

j=

‖∂xj u‖H,,s(�k )

)

+ cδ
n∑

j=m+

∥∥(
x + λ – α

(
x′))∂xj u

∥∥
H,,s(�k ). ()

Finally, by (), (), (), (), and (), for δ and ε small enough and, hence, k small
enough, as a result

‖∂x u‖H,,s(�k ) +
m∑

j=

‖∂xj u‖H,,s(�k ) +
n∑

j=m+

∥
∥(

x + λ – α
(
x′))∂xj u

∥
∥

H,,s(�k )

+ ‖u‖H,,s(�k ) ≤ c‖Pu‖H,,s(�k ), ∀u ∈ C∞
 (�) : supp u ⊆ �k . �

5 A local existence theorem near the boundary and a regularity result
Let �k = [, k[×�, with k > ; the following local existence theorem near the boundary
holds.

Theorem . Let f ∈ H,,s(�), with s ≥ . Then there exists w ∈ H,,s(�k) such that

(
w, tPu

)
= (f , u), ∀u ∈ C∞

 (�) : supp u ⊆ �k .

Proof Let S be the space

S =
{
ψ ∈ C∞

 (�k) : ψ = tPu,∀u ∈ C∞
 (�) : supp u ⊆ �k

}
.

Let T be the linear functional defined as

T(ψ) = T
(tPu

)
= (f , u), ∀ψ ∈ S.



Barbagallo and Esposito Boundary Value Problems  (2016) 2016:152 Page 22 of 26

Making use of Theorems . and ., we have

∣∣T(ψ)
∣∣ =

∣∣(f , u)
∣∣

≤ ‖f ‖H,,s(�)‖u‖H,,–s(�k )

≤ c‖f ‖H,,s(�)
∥∥tPu

∥∥
H,,–s(�k )

= c′‖ψ‖H,,–s(�k ), ∀ψ ∈ S,

where c′ = c‖f ‖H,,s(�). Hence T is continuous on S and can be extended to a linear con-
tinuous functional in H,,–s(�k). Making use of the representation theorems, there exists
w ∈ H,,s(�k) such that

T(ψ) = (w,φ)

=
(
w, tPu

)

= (f , u), ∀u ∈ C∞
 (�) : supp u ⊆ �k . �

Now, let us study the regularity of the solution w. To this aim, we set

L = D
x – Divx′

(
A

(
x′, x′′)Dx′

)

and, for every x′′ ∈ �′′, we consider the Cauchy problem

⎧
⎨

⎩
Lv = h, in ], k[×�′,

v(, x′) = , vx (, x′) = .

Since L is a strictly hyperbolic operator, it is well known that if h ∈ Hs then the solution
v ∈ Hs+. As a consequence, since Pw = f in the sense of distributions, Lw = h, with h =
f + (x +λ–α(x′)) Divx′′ (B(x′′)Dx′′ )w –γ (x)w. Moreover, having f ∈ Hs,(r–s), with  ≤ s ≤ r
and r ≥ , it follows that

w ∈ H,(r–)(�k). ()

Let us proceed by induction. We prove

w ∈ Hs–,(r–)(�k) �⇒ w ∈ Hs,(r–s)(�k),  ≤ s ≤ r.

Hence, we compute

∂ s–,(r–s+)Lw = ∂ s–,(r–s+)h,

from which we have

L∂ s–,(r–s+)w = ∂ s–,(r–s+)h –
[
∂ s–,(r–s+), L

]
w

= ∂ s–,(r–s+)f +
(
x + λ – α

(
x′))

Divx′′
(
B
(
x′′)Dx′′

)
∂ s–,(r–s+)w
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+
[(

x + λ – α
(
x′))

Divx′′
(
B
(
x′′)Dx′′

)
, ∂ s–,(r–s+)]w

–
[
∂ s–,(r–s+), L

]
w.

This implies

w ∈ Hs,(r–s+)(�k) ⊆ Hs,(r–s)(�k).

Since s ≤ r – , as a result

w ∈ Hr(�k).

Therefore, we proved that if w is solution to the equation:

(
w, tPϕ

)
= (f ,ϕ), ∀ϕ ∈ C∞

 (�k), ()

then the distribution w ∈ Hr+(�k) (r ≥ ). Integrating by part the left-hand side of (),
as a result, for every ϕ ∈ C∞

 (�k) with suppϕ ⊆ �k ,

(Pw,ϕ) = (f ,ϕ),

and that implies

Pw = f , a.e. in �k . ()

Moreover, integrating by parts the left-hand side of (), for every ϕ ∈ C∞
 (�k) with

ϕ(, x′, x′′) = , we have

(Pw,ϕ) –
∫

�

w
(
, x′, x′′)ϕx

(
, x′, x′′)dx′ dx′′ = (f ,ϕ),

and combining with (), it follows that

w
(
, x′, x′′) = .

Finally, integrating by part the left-hand side of (), for every ϕ ∈ C∞
 (�k) with ϕx (, x′,

x′′) = , we obtain

(Pw,ϕ) –
∫

�

wx

(
, x′, x′′)ϕ

(
, x′, x′′)dx′ dx′′ = (f ,ϕ),

and making use of (), as a result

wx

(
, x′, x′′) = .

Hence, we proved that w ∈ Hr(�k) (r ≥ ) is a solution to the problem
⎧
⎨

⎩
Pw = f , in �k ,

w(, x′, x′′) = , wx (, x′, x′′) = ,

for k small enough.
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6 A global existence result
Let x >  and let �x = [x, +∞[×�, by means of the change of variables x = y + x,
the problem

⎧
⎨

⎩
Pw = f , in �x ,

w(x, x′, x′′) = , wx (x, x′, x′′) = ,

becomes
⎧
⎨

⎩
Pv = f , in �,

v(, x′, x′′) = , vy (, x′, x′′) = ,

where v(y, x′, x′′) = v(x – x, x′, x′′) = w(x, x′, x′′).
According to the results of Section , for k small enough, there exists a solution v ∈

Hr(�k), r ≥ , verifying the problem
⎧
⎨

⎩
Pv = f , in �k ,

v(, x′, x′′) = , vy (, x′, x′′) = .

Hence, there exists a solution w ∈ Hr(�x,k), where �x,k = [x, x + k[×� verifying the
problem

⎧
⎨

⎩
Pw = f , in �x,k ,

w(x, x′, x′′) = , wx (x, x′, x′′) = .
()

Now, if B(x′′) is constant and � = �′ ×R
n–m, k does not depend on s. Then we can proceed

in the following way. From the existence of a solution w ∈ Hr(�x,k) to problem (), it
follows that also the problem

⎧
⎨

⎩
Pw = f , in �x,k ,

w(x, x′, x′′) = g(x′, x′′), wx (x, x′, x′′) = g(x′, x′′),
()

where f ∈ C∞(�), g ∈ C∞(�), g ∈ C∞(�), admits a solution w ∈ C∞(�x,k). In fact,
let h(x, x′, x′′) be a function belonging to C∞(�x,k) such that h(x, x′, x′′) = g(x′, x′′) and
hx (x, x′, x′′) = g(x′, x′′), the solution to () is w = h + w, where w is solution to

⎧
⎨

⎩
Pw = f + Ph, in �x,k ,

w(x, x′, x′′) = , wx (x, x′, x′′) = .

Set �h = [, h[×�, with h > , by means of compactness theorems and the arbitrariness
of x, we can decompose �k in the union of a finite number of compacts �i = [ki–, ki] ×
�, for i = , . . . , p, where k = , and such that there exists a solution wi ∈ C∞(�i) to the
problem

⎧
⎨

⎩
Pwi = f , in �i,

wi(ki, x′, x′′) = wi–(ki, x′, x′′), ∂x wi(ki, x′, x′′) = ∂x wi–(ki, x′, x′′),
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where i = , . . . , p – , w(, x′, x′′) =  and ∂x w(, x′, x′′) = . By construction, it follows
that the function

w(x, x′, x′′) =
p∑

i=

wi
(
x, x′, x′′)χi

(
x, x′, x′′),

where

χi
(
x, x′, x′′) =

⎧
⎨

⎩
 in [ki, ki+] × �,

 otherwise,

is a solution to the problem

⎧
⎨

⎩
Pw = f , in �h,

w(, x′, x′′) = , wx (, x′, x′′) = ,

with f ∈ C∞(�) and w ∈ C∞(�h). For the arbitrariness of h, we have proved that under
assumptions (i), (ii), (iii), and (iv), if � = �′ × R

n–m and B(x′′) is a constant, then the
problem

⎧
⎨

⎩
Pu = f , in �,

u(, x′, x′′) = , ux (, x′, x′′) = ,

with f ∈ C∞(�), admits a solution u ∈ C∞(�).
If B(x′′) is not constant, since c depends on s in (), we proceed as follows. For every

h >  and for every x ∈ [, h[, we set �x,k = [x, x + k[×�. By means of a change of
variables x = y + x, we show, as done before, () for every u ∈ C∞

 (�x,k) and k small
enough. Then it is possible to divide �h in a finite number of subsets � = [, k[×�,
� = [k, k[×�, . . . , �p = [kp, h[×�, with ki+ < ki < kj, for every i = , . . . , p, kp+ = h
and j ≥ i + , such that () holds in every �i, namely () holds for every u ∈ C∞

 (�i),
i = , . . . , p. Now, for every u ∈ C∞(�) with supp u ⊆ �h, as a result

‖u‖H,,s([ki ,ki+[×�) ≤ ‖uψ‖H,,s([ki ,ki+[×�)

≤ c‖Puψ‖H,,s([ki ,ki+[×�)

≤ c‖Pu‖H,,s(�h)

+ c
(‖∂x u‖H,,s([ki+,ki+[×�) + ‖u‖H,,s([ki+,ki+[×�)

)
, ()

where ψ ∈ C∞([, h[), ψ =  on [ki, ki+] and suppψ ⊆ [ki, ki+], for every i odd with i =
–, . . . , p – , k– =  and kp+ > kp+. By () it follows that

‖u‖H,,s([ki ,ki+[×�) ≤ c‖Pu‖H,,s(�h),

from which, adding with respect to i, with i odd and i = –, . . . , p – , as a result

‖u‖H,,s(�h) ≤ c‖Pu‖H,,s(�h).
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Making using of the previous inequality and proceeding as in Section , we see that there
exists w ∈ H,,s(�h) such that

(
w, tPu

)
= (f , u), ∀u ∈ C∞

 (�h), ()

and w ∈ Hr(�h) ∩ Hr,(r–s)(�h), with  ≤ s ≤ r, r ≥ . Integrating by parts in () (see
Section ), for the arbitrariness of h, we can prove that for every h >  the problem

⎧
⎨

⎩
Pw = f , in �h,

w(, x′, x′′) = , wx (, x′, x′′) = ,

with f ∈ Hs,(r–s)(�), for every  ≤ s ≤ r, r ≤ , admits a solution w ∈ Hr(�h)∩Hr,(r–s)(�h),
with  ≤ s ≤ r, r ≥ .
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