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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Industry 4.0 key enabling technologies such as cloud manufacturing allow for the dynamic sharing of distributed resources for efficient use at 
industrial network level. Interconnected users, i.e. suppliers and customers, offer and request manufacturing services over a cloud manufacturing 
platform, where an intelligent engine generates a number of solutions based on functional and geometrical requirements. A high number of 
suppliers leads to a higher number of solutions available for customers increasing the decision-making complexity from a customer perspective. 
Recommendation systems play a crucial role in expanding the opportunities in decision-making processes under complex information 
environments. In this scope, this paper proposes the conceptualization and the development of a recommendation decision support tool to be 
implemented in a cloud manufacturing platform to assist customers in appropriately selecting manufacturing services with reference to sheet 
metal cutting operations. In terms of solution selection, a Deep Neural Network (DNN) paradigm is adopted to allow for the automatic learning 
of optimal solution recommendation list based both on customers past experiences and new choices. In this respect, a virtual interaction 
environment is firstly built for system pre-training. Subsequently, users’ data are inputted in the pre-trained model to predict a recommendation 
list. This is then subject to user interaction, i.e. selection, which will be fed back into the model to update the training parameters. This paper 
concludes with a simulated case study reported to exemplify the proposed methodology for a variety of decision-making scenarios. 
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1. Introduction 

Cloud Manufacturing (CMfg) is an emerging key enabling 
technology (KET) in the modern Industry 4.0 context which  
offers the opportunity to set up smart manufacturing networks 
enabling the large-scale exchange of manufacturing services. 
In this framework, cloud computing, web technologies, 
service-oriented technologies and Internet of Things (IoT) are 
integrated to allow for on-demand access to intelligent 
manufacturing resources and manufacturing services through 
the cloud [1, 2]. In CMfg, a cloud platform can be operated to 

aggregate a pool of distributed resources offered by distinct 
providers to build up cloud manufacturing services delivered 
on-demand to several industrial users connected to the cloud 
following a service-oriented paradigm [3]. The broad sharing 
and on-demand-delivery via CMfg of distributed 
manufacturing resources (computational, software, digital and 
physical) boosts up the smart manufacturing networks through 
enhanced resource efficiency, greater productivity and 
utilization rates, supporting competitiveness in modern global 
market [2, 4–6]. One of the manufacturing sectors that could 
significantly benefit from the employment of CMfg is the sheet 
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1. Introduction 

Cloud Manufacturing (CMfg) is an emerging key enabling 
technology (KET) in the modern Industry 4.0 context which  
offers the opportunity to set up smart manufacturing networks 
enabling the large-scale exchange of manufacturing services. 
In this framework, cloud computing, web technologies, 
service-oriented technologies and Internet of Things (IoT) are 
integrated to allow for on-demand access to intelligent 
manufacturing resources and manufacturing services through 
the cloud [1, 2]. In CMfg, a cloud platform can be operated to 

aggregate a pool of distributed resources offered by distinct 
providers to build up cloud manufacturing services delivered 
on-demand to several industrial users connected to the cloud 
following a service-oriented paradigm [3]. The broad sharing 
and on-demand-delivery via CMfg of distributed 
manufacturing resources (computational, software, digital and 
physical) boosts up the smart manufacturing networks through 
enhanced resource efficiency, greater productivity and 
utilization rates, supporting competitiveness in modern global 
market [2, 4–6]. One of the manufacturing sectors that could 
significantly benefit from the employment of CMfg is the sheet 
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metal cutting industry, where the frequent changes of demand 
volumes and product variety negatively affect the resource 
efficiency [7]. The latter is essentially driven by the reduction 
of material waste and can be improved by applying a nesting 
strategy, i.e. by combining multiple sheet metal cutting orders 
on the same metal sheet so as to minimize the total waste 
material [7]. The setup of smart manufacturing networks via 
CMfg can facilitate nesting as several industrial users, in the 
role of customers and suppliers, are globally connected to a 
common platform and the chances to appropriately combine 
sheet metal manufacturing tasks are notably increased [4, 5]. 

The high number of manufacturing solutions available for 
customers via CMfg represents a great opportunity but, at the 
same time, increases the complexity of decision-making from 
a customer perspective. To tackle this issue, this paper proposes 
the development of a recommendation system to be 
implemented in a cloud manufacturing platform as decision 
support tool. Such system aims at assisting customers in 
appropriately selecting the manufacturing solutions with 
reference to sheet metal cutting operations. The system is based 
on the use of a Deep Neural Network (DNN) for the automatic 
learning of the optimal solution recommendation ranking based 
on customers past experiences and new choices. DNN requires 
minimum human expertise in features extraction and provides 
an improved learning ability as the dataset size and variety 
increases [8]. Literature provides diverse applications of DNN 
for recommendation systems. Covington et al. developed a 
DNN architecture for recommending YouTube videos, 
splitting the problem into two distinct sub-problems: candidate 
generation and ranking [9]. Cheng et al. [10] proposed a Wide 
& Deep learning approach, made of jointly trained wide linear 
models and DNNs to combine the benefits of memorization and 
generalization for recommender systems. Tkachenko [11] 
adopted a model-free Q-learning to train a DNN to map a client 
position in the state space to rewards associated with possible 
marketing actions.  

In this paper, to implement deep learning aimed at solution 
recommendation based on users data and past choices, a virtual 
interaction environment is built for system pre-training. 
Afterwards, the pre-trained DNN model is fed with users data 
to predict a recommendation list. The latter is exposed to user 
interaction, i.e. selection, which is fed back to the model to 
update the training parameters. To illustrate the proposed 
methodology for a variety of decision-making scenarios, a 
simulated case study is finally reported. 

2. Framework 

The cloud manufacturing platform developed with reference 
to sheet metal cutting processes is provided with a GUI [5] 
through which any customer requiring a manufacturing service 
can input a customer instance, 𝐶𝐶𝑖𝑖, represented as follows: 

𝐶𝐶𝑖𝑖 = {𝐼𝐼𝐼𝐼𝑐𝑐𝑖𝑖, 𝑄𝑄𝑐𝑐𝑖𝑖, 𝑡𝑡𝑐𝑐𝑖𝑖, 𝑚𝑚𝑐𝑐𝑖𝑖, 𝑇𝑇𝑐𝑐𝑖𝑖 , 𝐼𝐼𝐷𝐷𝑐𝑐𝑖𝑖, 𝐶𝐶𝐶𝐶𝐼𝐼𝑐𝑐𝑖𝑖, 𝐷𝐷𝑐𝑐𝑖𝑖} (1) 

where 𝐼𝐼𝐼𝐼𝑐𝑐𝑖𝑖  is the automatically assigned instance number, 𝑄𝑄𝑐𝑐𝑖𝑖  
the batch quantity (units), 𝑡𝑡𝑐𝑐𝑖𝑖 the part thickness (mm), 𝑚𝑚𝑐𝑐𝑖𝑖 the 
material, 𝑇𝑇𝑐𝑐𝑖𝑖  the cutting technology, 𝐼𝐼𝐷𝐷𝑐𝑐𝑖𝑖  the customer 
deadline, 𝐶𝐶𝐶𝐶𝐼𝐼𝑐𝑐𝑖𝑖  the CAD file and 𝐷𝐷𝑐𝑐𝑖𝑖  the customer location.  

Conversely, a supplier instance, 𝑆𝑆𝑖𝑖, is expressed as follows: 

𝑆𝑆𝑖𝑖 = {𝐼𝐼𝐼𝐼𝑠𝑠𝑠𝑠, 𝑄𝑄𝑠𝑠𝑠𝑠, 𝑀𝑀𝑠𝑠𝑠𝑠, 𝑚𝑚𝑠𝑠𝑠𝑠, 𝑡𝑡𝑠𝑠𝑠𝑠, 𝐶𝐶𝑠𝑠𝑠𝑠, 𝐼𝐼𝐷𝐷𝑠𝑠𝑠𝑠, 𝐶𝐶𝐶𝐶𝐼𝐼𝑠𝑠𝑠𝑠, 𝐷𝐷𝑠𝑠𝑠𝑠} (2) 

where 𝐼𝐼𝐼𝐼𝑠𝑠𝑠𝑠 is the automatically assigned instance number, 𝑄𝑄𝑠𝑠𝑠𝑠  
the batch quantity (units), 𝑀𝑀𝑠𝑠𝑠𝑠 the machine tool, with details on 
the machine model, technology, tolerance, power consumption, 
cutting parameters, kerf width, availability and scrap rate [5], 
𝐶𝐶𝑠𝑠𝑠𝑠 the metal sheet size, 𝐶𝐶𝐶𝐶𝐼𝐼𝑠𝑠𝑠𝑠 the CAD file of supplier jobs 
to complete by the deadline 𝐼𝐼𝐷𝐷𝑠𝑠𝑠𝑠 , and 𝐷𝐷𝑠𝑠𝑠𝑠 the supplier location. 

To select compatible instances, the cloud manufacturing 
platform, shown in Fig. 1, performs a functional compatibility 
assessment by verifying that materials, thicknesses and 
technologies offered by the supplier match those required by 
the customer and that the tolerances indicated by the customer 
are not tighter than those allowed by the supplier machine tool. 

Afterwards, the set of compatible instances is processed by 
an optimization engine to generate suitable combinations of 
customer and supplier instances based on parts geometries so 
as to maximize the surface utilization rate (SUR), i.e. the ratio 
of utilised area over the whole sheet metal area. In this respect, 
considering the sheet metal cutting process nature, the problem 
is configurable as 2D nesting [7, 12–14]. Based on the output 
of the geometric optimization procedure, the cloud platform is 
hence able to propose to suppliers and customers a number of 
manufacturing solutions to choose from. 

On the one hand, the main concern of the supplier is to select 
the most efficient solutions, i.e. customer pairing, in terms of 
SUR to minimize the scrap rate considering the deadlines of the 
manufacturing tasks. On the other hand, the customer decision 
is carried out according to a number of different criteria, such 
as SUR, energy consumption, processing time and distance 
cost. To enable the customers to perform an effective selection 
of manufacturing solutions, this paper presents an intelligent 
decision-making support tool, to propose the best 
manufacturing solutions ranked according to the preferred 
criteria. In a high scale manufacturing network context, e.g. at 
national level, a high number of suppliers implies a higher 
number of solutions available for customers, hence increasing 
the decision-making complexity from a customer perspective. 

 

Fig. 1. Cloud manufacturing platform overview 
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To deal with this issue, a customer decision support tool is 
developed in this paper to recommend suitable manufacturing 
solutions via intelligent ranking. In this respect, a DNN [15] is 
used to capture patterns among the customers, suppliers, 
solutions and customer choices history. 

Input features are represented by: 
• Customer instance features 𝐶𝐶𝐶𝐶𝑖𝑖 

𝐶𝐶𝐶𝐶𝑖𝑖 = [𝑄𝑄𝑐𝑐𝑖𝑖, 𝐴𝐴𝐴𝐴𝑐𝑐𝑖𝑖, 𝐴𝐴𝑐𝑐𝑖𝑖, 𝑝𝑝𝑐𝑐𝑖𝑖] (3) 

where 𝐴𝐴𝐴𝐴𝑐𝑐𝑖𝑖  is the available time given by the difference of the 
deadline and the submission date (hours), 𝐴𝐴𝑐𝑐𝑖𝑖  and 𝑝𝑝𝑐𝑐𝑖𝑖   are the 
area and the perimeter of the customer CAD file, respectively. 
• Supplier instance features (𝑆𝑆𝐶𝐶𝑗𝑗) 

𝑆𝑆𝐶𝐶𝑗𝑗 = [𝑄𝑄𝑠𝑠𝑗𝑗, 𝑣𝑣𝑠𝑠𝑗𝑗, 𝑃𝑃𝑠𝑠𝑗𝑗, 𝐴𝐴𝑠𝑠𝑗𝑗, 𝑝𝑝𝑠𝑠𝑗𝑗, 𝑅𝑅] (4) 

where 𝑣𝑣𝑠𝑠𝑗𝑗   represents the cutting speed, 𝑃𝑃𝑠𝑠𝑗𝑗   represents the 
machine power consumption with reference to the machine 
specifications defined in the supplier instance, 𝐴𝐴𝑠𝑠𝑗𝑗 and 𝑝𝑝𝑠𝑠𝑗𝑗  are 
the area and the perimeter of the supplier CAD file, 
respectively and 𝑅𝑅 is the supplier rating. 
• Solution features: (𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑘𝑘) 

𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑘𝑘 = [𝑆𝑆𝑆𝑆𝑅𝑅𝑘𝑘, 𝑃𝑃𝐴𝐴𝑘𝑘, 𝐸𝐸𝑘𝑘, 𝐷𝐷𝑘𝑘] (5) 

where 𝑆𝑆𝑆𝑆𝑅𝑅𝑘𝑘 is the surface utilization rate, 𝑃𝑃𝐴𝐴𝑘𝑘 the processing 
time, 𝐸𝐸𝑘𝑘the energy consumption and 𝐷𝐷𝑘𝑘 the distance cost. 

Basic features about the material can be included as well: 

𝑀𝑀𝑀𝑀𝑀𝑀𝐶𝐶𝑘𝑘 = [𝑀𝑀𝐶𝐶𝑘𝑘, 𝑀𝑀𝑘𝑘] (6) 

where 𝑀𝑀𝐶𝐶𝑘𝑘 is the material unitary cost, 𝑀𝑀𝑘𝑘 the thickness. 
By combining customer, supplier, solution and material 

features, an input feature vector made of 16 features is 
obtained. DNN training is performed to find patterns amongst 
customer and suppliers instances, solutions and users selection.  

When inputting a new set, i.e. list of feasible solutions for a 
given customer, the DNN will output a ranked list of solutions 
(Fig. 2). The ranking problem is approached in this paper as a 
multi-class pattern recognition, where each class, i.e. Tier, 
represents the likelihood of a certain solution to be selected. 
Tiers are then sorted in descending order, meaning that Tier 1 
solutions have more chances to be selected by the customer 
compared to Tier 2, Tier 3 and so on. The number of the Tiers 
can be set at cloud level based on the total number of available 
solutions, and as a general recommendation each Tier should 
not contain more than 25-30 solutions to allow for an easy 
handling by the customer.  

The customer will select the best solution according to its 
own requirements. In case the customer will actually select a 
solution belonging to Tier 1, such selection will be appended 
in the training dataset to allow for a retraining in order to 
improve the learning capabilities.  

When a customer selects a solution that does not belong to 
Tier 1, then a Tier update procedure needs to be carried out to 
incorporate the information regarding the customer selection 
applying a hierarchical clustering algorithm [16] as follows 

Using a bottom-up approach, each data point, i.e. solution 
feature vector starts in its own cluster, these clusters are then 
joined greedily, by taking the two most similar clusters together 
and merging them [16]. In this respect, the corresponding 
customer solutions list dataset, including customer, supplier 
and solutions features (see Table 1) is subject to a 
normalization procedure using z-score method [17] due to the 
physical and numerical heterogeneity of the considered 
features. 

Subsequently, the pairwise Euclidean distance is computed 
between all the solution pairs [18], then a linkage measure is 
adopted to define clusters. In this work, a single-link distance 
measure was used [18]. In this way, the cluster to which the 
selected solution belongs will be updated as Tier 1, then 
assigning to the farther clusters a descending Tier rank. 

The assessment of the DNN learning capabilities is carried 
out by evaluating the learning classification performance in 
terms of training and testing accuracy, as well as by comparing 
the customers selections with solutions ranked in the Tier 1. 
Being the solution recommendation problem configured as a 
classification task, the system accuracy can be expressed in 
classification success rate, i.e. the number of correctly 
classified cases over the total number of cases. 

3. Case study 

To exemplify the methodology proposed in this paper, a 
case study was simulated taking into account 30 customers. 
Each customer instance has the possibility to choose from 83 
compatible solutions resulting from as many suppliers.  

An excerpt of the input dataset is reported in Table 1. The 
following simplifying assumptions were taken into account to 
facilitate the understanding and the computation complexity, 
such as: 
• All the solutions listed in the dataset are perfectly 

compatible with both suppliers and customers 
• A single material and a single thickness value were used 

for all the customers and suppliers, therefore material 
features are excluded in this case study. 

 

.Fig. 2. Customer decision support tool flow chart 
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Table 1. Training Dataset. 

ID  Input Features Target 
Class Customer Features Supplier Features  Solution Features 

𝑄𝑄 𝐴𝐴𝐴𝐴 𝐴𝐴 𝑝𝑝 𝑄𝑄 𝑣𝑣 𝑃𝑃 𝐴𝐴 𝑝𝑝 𝑅𝑅 𝑆𝑆𝑆𝑆𝑅𝑅 𝑃𝑃𝐴𝐴 𝐸𝐸 𝐷𝐷 
[𝑪𝑪𝟏𝟏𝑺𝑺𝑺𝑺𝑺𝑺𝟏𝟏] 3200 144 48800 2520 4000 14 15.751 141691 1709 86 53.37 15.76 160.78 508 1 

… … … … … … … … … … … … … … … … 
[𝑪𝑪𝟏𝟏𝑺𝑺𝑺𝑺𝑺𝑺𝟐𝟐𝟐𝟐] 3200 144 48800 2520 3000 13 7.5 60000 1100 82 42.93 25.25 125.83 768 2 

… … … … … … … … … … … … … … … … 
[𝑪𝑪𝟏𝟏𝑺𝑺𝑺𝑺𝑺𝑺𝟒𝟒𝟒𝟒] 3200 144 48800 2520 3000 31 4.326 90000 2000 81 41.17 54.187 109.23 889 3 

… … … … … … … … … … … … … … … … 
[𝑪𝑪𝟏𝟏𝑺𝑺𝑺𝑺𝑺𝑺𝟖𝟖𝟒𝟒] 3200 144 48800 2520 4000 14 15.751 141691 1709 79 53.37 15.76 151.91 1270 4 

… … … … … … … … … … … … … … … … 
[𝑪𝑪𝟒𝟒𝟑𝟑𝑺𝑺𝑺𝑺𝑺𝑺𝟖𝟖𝟒𝟒] 6000 144 233827 1800 2400 13 8 443529 3038 78 63.91 40.20 135.12 19390 4 

The 2D nesting was computed using Deepnest® software while 
the solutions were generated using Matlab® according to [4]. 

3.1. User selection criteria target definition 

With reference to the case study datasets reported in Table 
1, the simulation of the customer choices history was carried 
out by adopting the following criteria to build a ground truth: 

IF

{
 
 

 
 𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐 ≤ 96 h
𝐷𝐷𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 < 550 CNY/Ton

𝑝𝑝𝑐𝑐𝑐𝑐
𝐴𝐴𝑐𝑐𝑐𝑐

> 0.01
𝑄𝑄𝑐𝑐𝑐𝑐 ≥ 6000
𝑄𝑄𝑐𝑐𝑐𝑐 ≤ 2000

THEN

min𝑃𝑃𝐴𝐴𝑘𝑘
min𝐷𝐷𝑘𝑘
max𝑅𝑅𝑠𝑠𝑠𝑠
max 𝑆𝑆𝑆𝑆𝑅𝑅𝑘𝑘
min𝐸𝐸𝑘𝑘  

 (7) 

These criteria are meant to represent the likely choices for a 
variety of customer requirements scenarios listed below 
• Customers who are in a hurry, i.e. with an available time 

not longer than 96 hours, will likely prefer solutions 
characterised by minimum processing time.  

• Customers who can choose from a very close supplier will 
select the solution with least distance cost 

• Customers with particular geometrical requirements, here 
identified by a geometrical complexity ratio, i.e. area-to-
perimeter ratio higher than 0.01 will select suppliers with 
the highest Rating score 

• Customers requesting a large batch size (more than 6000 
units) will likely prefer solutions with very high SUR 
while customers requesting a very low batch size (less than 
2000 units) will choose the solution corresponding to the 
minimum energy consumption. 

In this way, target vectors were built for both training and 
test datasets (see Table 1), created by sorting the solutions 
according to the criteria listed in Eq. 7, then defining a 4-class 
target, splitting the target vector in four equal parts, namely 
Tier 1, Tier 2, Tier 3 and Tier 4. 

The training was carried out by implementing a Back 
Propagation DNN [15], in PythonTM environment, with the 
following architecture (Fig. 3): 14 input nodes corresponding 
to users and solution features as per Table 1, 4 Hidden Layers 
with 28 Nodes per Hidden Layer, Activation Function: 
Hyperbolic Tangent Activation Function (Tanh) [19], Output: 
SoftMax [19], Learning algorithm: gradient descent [20] with 

a Learning Rate = 0.02. The number of epochs was 
experimentally set to 6000 to avoid overfitting [19]. 

The dataset reported in Table 1 was split into a training and 
a test dataset, resulting in 20 customers solutions sets for 
training and 10 customers solutions sets for test. A graphical 
representation of the DNN architecture is reported in Fig. 3 
utilizing a TensorBoard [21] representation. 

4. Results and discussion 

This section reports the results of the DNN training and 
testing, along with the tiers update via Hierarchical Clustering 
to show the system performance as new sets of data are added. 

4.1. Training and Test #1 

The DNN was trained using the 20 customers training 
dataset reported in Table 1. The training performance after 
6000 epochs resulted to be 79.56%. 

Fig. 3. DNN Architecture 
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The trained model was used for a test on 3 new customers 
solutions list from Table 1, namely 𝐶𝐶21  𝐶𝐶22  and 𝐶𝐶23 . The 
accuracy achieved for Test #1 resulted to be 60.12%. The 
training and Test #1 accuracies over the epochs are reported in 
Fig. 4.  According to the customer selection criteria described 
in Eq. 7, the solutions selected by these three new customers in 
reported in Table 2, from which it results that two customers 
selected Tier 1 solutions while one customer selected a Tier 3 
solution. 

4.2. Tiers update 

Following the Test #1, the results concerning the solutions 
selections for 𝐶𝐶22 and 𝐶𝐶23 shown in Table 2 indicate that the 
selected solutions belong both to Tier 1, this means that such 
results can be appended to the training dataset for retrained 
without any further processing.  

As regards 𝐶𝐶21, results show that this customer selected a 
solution which belongs to Tier 3. In this case, before appending 
the user selection, the Tiers update procedure needs to be 
applied. In this respect, the hierarchical clustering procedure 
described in section 2.2 was applied using Matlab® Machine 
Learning Toolbox to the list of available solutions for 𝐶𝐶21. Such 
solutions were clustered according to the Euclidean distance 
and results are partially shown in the Dendrogram reported in 
Fig. 5. The dendrogram shows only 30 solutions to facilitate 
the visualization. In the chart it can be noted how the selected 
solution by 𝐶𝐶21, namely 𝐶𝐶21𝑆𝑆𝑆𝑆𝑆𝑆8, has now been updated and 
assigned to Tier 1. As the distance from Tier 1 increases, new 
clusters are formed defining progressively Tier 2, Tier 3 and 
Tier 4. 

4.3. First Retraining and Test #2 

Following the training dataset enlargement by appending 
the selection results related to 𝐶𝐶21 𝐶𝐶22 and 𝐶𝐶23 , the system was 
retrained using 23 customers solutions sets. The retraining 
performance resulted to be 79.34%. A second test was carried 
out by inputting a new set of data related to 3 new customer 
solution sets, namely 𝐶𝐶24 𝐶𝐶25 and 𝐶𝐶26. The first retraining and 
test #2 results are reported in Fig. 6. In this case, according to 
the customer selection criteria described in Eq. 7, the results 
reported in Table 2 show that two customers, namely 𝐶𝐶24 and 

𝐶𝐶26 have selected Tier 1 solutions while 𝐶𝐶25 selected a Tier 2 
solution. In this scenario, the system performed a Tier update 
procedure for the solution set related to 𝐶𝐶25 as already done for 
𝐶𝐶21 after Test #1. 

4.4. Second Retraining and Test #3 

The results from the first were appended to the training 
dataset which was retrained using 26 customers solutions sets. 
The retrain performance resulted to be 86.18% showing a 
sensible improvement if compared to the first training. 

A third test was carried out by inputting a new set of data 
related to 4 new customer solution sets. In this test the accuracy 
is 62%. The second retraining and Test #3 accuracies over the 
epochs are reported in Fig. 7. The results reported in Table 2 
show that all the four customers selected Tier 1 solutions. 

 

█ Tier 1, █ Tier 2, █ Tier 3, █ Tier 4 

Fig. 5. Clustering and Tiers update results 

 Fig. 6. 1st Retraining and Test #2 DNN Performance 

Fig. 4. Training and Test #1 DNN Performance 
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Fig. 7. 2nd Retraining and Test #3 DNN Performance 

Table 2. DNN Test results. 

Customer ID Selected 
Solution ID 

Selected Solution Tier 
Test #1 Test #2 Test #3 

𝑪𝑪𝟐𝟐𝟐𝟐 [𝐶𝐶1𝑆𝑆𝑆𝑆𝑆𝑆8] 3   
𝑪𝑪𝟐𝟐𝟐𝟐 [𝐶𝐶22𝑆𝑆𝑆𝑆𝑆𝑆2] 1   
𝑪𝑪𝟐𝟐𝟐𝟐 [𝐶𝐶23𝑆𝑆𝑆𝑆𝑆𝑆3] 1   
𝑪𝑪𝟐𝟐𝟐𝟐 [𝐶𝐶24𝑆𝑆𝑆𝑆𝑆𝑆63]  1  
𝑪𝑪𝟐𝟐𝟐𝟐 [𝐶𝐶25𝑆𝑆𝑆𝑆𝑆𝑆54]  2  
𝑪𝑪𝟐𝟐𝟐𝟐 [𝐶𝐶26𝑆𝑆𝑆𝑆𝑆𝑆38]  1  
𝑪𝑪𝟐𝟐𝟐𝟐 [𝐶𝐶27𝑆𝑆𝑆𝑆𝑆𝑆21]   1 
𝑪𝑪𝟐𝟐𝟐𝟐 [𝐶𝐶28𝑆𝑆𝑆𝑆𝑆𝑆25]   1 
𝑪𝑪𝟐𝟐𝟐𝟐 [𝐶𝐶29𝑆𝑆𝑆𝑆𝑆𝑆5]   1 
𝑪𝑪𝟐𝟐𝟑𝟑 [𝐶𝐶30𝑆𝑆𝑆𝑆𝑆𝑆2]   1 

Table 2 highlights the impact of dataset enlargement built 
by appending the customer selection along with the Tiers 
update and retraining on the customer solution selection with 
respect to the DNN Tier-based outputted list. 

5. Conclusions 

This paper proposes an intelligent decision-making support 
tool based on deep learning and continuous updating to be 
implemented in a cloud manufacturing architecture as a 
recommendation system for customer manufacturing solution 
selection with reference to sheet metal cutting operations. 
Automatic learning of the optimal solution recommendation 
ranking is based on customers past experiences and new 
choices. Despite a non-exceedingly outstanding performance in 
terms of learning accuracy, the system proved to be an effective 
decision-making support tool able to recognize patterns within 
user requirements and generated solutions, recording a positive 
trend in terms of training accuracy with the help of retraining. 

Future works will focus on improving the system 
capabilities by adopting a larger dataset along with the 
development of alternative learning techniques such as 
reinforcement learning.  
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