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ABSTRACT This paper is concerned with data-driven adaptive tracking control for unknown autonomous
marine vehicles (AMVs) with uncertainties and disturbances. By deploying the data-driven technique and
observer design, an equivalent data model of the AMV is firstly established. Based on the proposed
data model, a novel data-driven adaptive tracking controller is designed, and the corresponding stability
analysis for the closed-loop AMV system is presented theoretically. Finally, simulation studies are given to
demonstrate the validity of the main results.

INDEX TERMS Autonomous marine vehicles, data-driven control, tracking control, adaptive control.

I. INTRODUCTION
In the past decades, autonomous marine vehicles (AMVs),
owing to their independent planning and autonomous nav-
igation capability, have been playing a vital role in ocean
engineering, e.g., missions search, rescue, sea investigation
and so on. Thus, achieving stable tracking control [1]–[4] of
AMVs is an important issue in both theory and practice [5].
Unfortunately, as the AMV inevitably suffers from uncertain-
ties and disturbances due to the harsh marine environment
such as winds, waves, and ocean currents, it is not an easy
task to design an efficient and reliable controller.

To deal with this complex problem, all kinds of
advanced control strategies have been developed, including
model-based control schemes [6]–[11] and model-free con-
trol schemes [12]–[18]. Specifically, in [19], by applying the
Lyapunov’s direct method, the global exponential tracking of
AMVs is achieved. In [10], to deal with uncertainties and
disturbances in the AMV, the sliding mode control scheme
has been successfully applied into the controller design.
To make the control schemes more applicable, the neural
network control approaches have also been proposed to deal
with the tracking control problem of the AMV in [12]–[18].
In this context, the requirement of nominalmodel of theAMV

is omitted, but it is still an intractable problem when the sys-
tem order is also unavailable. Then, the PID and fuzzy control
approaches have also been utilized to deal with the tracking
control problem of the AMV [20]. Unfortunately, the PID
controllers cannot cope with the nonlinearity in the AMV.
In addition, there exist too many parameters to be determined
in the Fuzzy controllers, which is not an easy task for the
control engineers.

Although much progress has been made for controller
design of the AMV, there still remain certain open prob-
lems in this field that are of great theoretical and practical
interest. First, a digital controller is desirable since these
achievements [2], [11], [15] are mainly focus on continuous
controller design, which cannot apply the widely applied
digital technique in modern control engineering. Second,
a controller with fewer parameters and less model informa-
tion will be desirable; otherwise, it may bring considerable
trouble to the controller design and its application [20].
Third, to enhance the controller’s applicability, an adaptive
mechanism for tracking control of positions of AMVs will
also be desirable.

It is worth mentioning that the data-driven con-
trol approaches, owing to its strong robustness and
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model-independent property, have been applied to a variety
of systems, including freeway traffic system [21], three-tank
system [22], gas collector pressure system [23], [24] and
so on. In light of the process data, this technique could
realize adaptive control while without the requirement of
model information [25]–[28]. Thus, the data-driven approach
can provide a more effective strategy in dealing with the
unknown AMV. However, there still exist some issues to be
resolved. First, it is difficult to handle the uncertainties and
disturbances with the available nonparametric dynamic lin-
earization technique (NDLT). Second, the stability analysis
will become more complicated and intractable.

Motivated by the above observations, a novel data-driven
adaptive tracking control approach is proposed in this
study. Unlike the available data-driven control scheme [27],
the uncertainties and disturbances are considered in the estab-
lished data-model. The main contributions of this paper are
threefold: (i) By utilizing the NDLT and extended state
observer (ESO), an equivalent data-model of the AMV is
proposed; (ii) Based on the obtained data model, a tracking
controller is designed such that the closed-loop AMV system
is asymptotical stable; (iii) Theoretical analysis and simula-
tion studies are presented to illustrate the effectiveness of the
proposed approach.

The remainder of this study is organized as follows.
In section 2, a description of the AMV system and the
corresponding control objective are presented. In section 3,
a novel data-driven adaptive tracking controller is developed
to deal with the tracking control problem of the AMV, and
the corresponding stability analysis is also given in section 3.
Afterwards, simulation studies regarding the proposed con-
trollers is conducted in section 4. Finally, in section 5, some
concluding remarks are drawn to summarize this study.

II. PROBLEM STATEMENT
Consider the following AMV system [12]:

η̇ = R(ϕ)ω (1a)

Mω̇ = τ − C(ω)ω − D(ω)ω − g(η)+ τ d (t) (1b)

where η = [x, y, ϕ]T denotes the 3-DOF position (x, y) and
heading angle ϕ of the vehicle in the earth-fixed frame {E},
andω = [u, v, r]T denotes the surge velocity (u), sway veloc-
ity (v) and angular rate (r) of the vehicle in the body-fixed
frame {B}. τ = [τu, τv, τr ]T denotes the control input,
g = [gu, gv, gr ]T denotes the vector of gravita-
tional/buoyancy forces and moments, τ d = [τud , τvd , τrd ]T

denotes the total disturbances induced by model uncertainties
and external environmental disturbances, and R(ϕ) denotes
the rotation matrix with

R(ϕ) =

 cosϕ − sinϕ 0
sinϕ cosϕ 0
0 0 1

. (2)

Also, M , C, and D denote respectively the inertia matrix,
the coriolis/centripetal matrix, and the damping matrix,
which are totally treated as unknown in this study.

Then, applying the first-order Eulermethod on (1), we have

η(k + 1) = η(k)+ TsR(ϕ(k))ω(k) (3a)

ω(k + 1) = ω(k)+ G(η(k),ω(k), τ (k), τ d (k)) (3b)

where Ts is the sampling time, η(k), ω(k), τ (k), and
τ d (k) denote the measurement values at instant k ,
G(η(k),ω(k), τ (k), k) = TsM−1{−C(ω(k))ω(k)− D(ω
(k))ω(k)−g(η(k))+τ d (k)τ (k)} denotes the unknown dynam-
ics of the AMV with both uncertainties and disturbances.

Throughout this study, the AMV system (3) satisfies the
following assumptions.
Assumption 1: The function G(·) is smooth and nonlinear,

and the partial derivative of G(·) with respect to τ (k) is
continuous.
Assumption 2: The AMV system (3) is generalized Lip-

schitz for 1τ (k), i.e., satisfying ‖1ω(k + 1)−1ω(k)‖ ≤
ρ ‖1τ (k)‖, where 1ω(k + 1) = ω(k + 1)− ω(k), 1τ (k) =
τ (k)− τ (k − 1), and ρ is a positive constant.
Remark 1: These assumptions imposed on AMV

system (3) are necessary and reasonable from the practical
viewpoint. Assumption 1 is a typical condition for controller
design, which could be satisfied by many nonlinear systems,
including AMV system. For facilitating the controller design,
Assumption 2 poses a limitation on the AMV system (3),
i.e., the rates of change of 1ω(k) cannot go to infinity if
the changes of 1τ (k) is in a limited altitude. Note that
Assumption 2 is also reasonable from the ‘energy’ viewpoint.

In this context, our objective is to develop a novel
model-free adaptive decoupling controller for the unknown
AMV system (3) such that the output of the AMV system (3)
can asymptotically track the desired trajectory ηd (k).

III. MAIN RESULTS
This section will focus on the problem of data-driven adap-
tive tracking controller design and its corresponding stability
analysis.

A. DESIGN OF THE DATA-DRIVEN ADAPTIVE
TRACKING CONTROLLER
To obtain the DATC law, an equivalent data model of
subsystem (3b) is firstly established.
Lemma 1: For AMV system (3) satisfying Assumptions

1 and 2, there must exist a matrix 5(k) such that when
‖1τ (k)‖ 6= 0, the AMV system (3) can be transformed as

1ω(k + 1) = 1ω(k)+5(k)1τ (k) (4)

where

5(k) =

φ11(k) φ12(k) φ13(k)φ21(k) φ22(k) φ23(k)
φ31(k) φ32(k) φ33(k)

 ,
and5(k) satisfies ‖5(k)‖ ≤ ρ.

Proof: From (3b), we have

1ω(k + 1) = 1ω(k)+ G(η(k),ω(k), τ (k), τ d (k))

−G(η(k),ω(k), τ (k − 1), τ d (k))+ δ(k) (5)
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with δ(k) = G(η(k),ω(k), τ (k − 1), τ d (k)) − G(η(k − 1),
ω(k − 1), τ (k − 1), τ d (k − 1)).

Utilizing Assumptions 1-2 and mean value theorem [29],
we can further have

1ω(k + 1) = 1ω(k)+ ∂G∗
∂τλ(k)

1τ (k)+ δ(k) (6)

where

∂G∗

∂τλ(k)
=



∂G1
∗

∂τλ1(k)
∂G1

∗

∂τλ2(k)
∂G1

∗

∂τλ3(k)
∂G2

∗

∂τλ1(k)
∂G2

∗

∂τλ2(k)
∂G2

∗

∂τλ3(k)
∂G3

∗

∂τλ1(k)
∂G3

∗

∂τλ2(k)
∂G3

∗

∂τλ3(k)

,

λ ∈ [0, 1], τλ(k) = [τλ1(k), τλ2(k), τλ3(k)]T , τλi(k) =

λτ i(k) + (1 − λ)τ i(k − 1), i = 1, 2, 3.
∂G∗

∂τλ(k)
denotes the

value of gradient vector of G(·) with respect to τ (k) at τλ(k).
Consider an equation with numerical matrix χ (k) ∈ R3×3

as

δ(k) = χ (k)1τ (k) (7)

Since ‖1τ (k)‖ 6= 0, there must exist at least one solution
χ (k), e.g., χ (k) = δ(k)1τT (k)/(1τT (k)1τ (k)) satisfies
equation (7).

Then, by selecting 5(k) =
∂G∗

∂τλ(k)
and in light of (6)

and (7), equation (4) is obtained. Moreover, the inequality
‖5(k)‖ ≤ ρ can also be derived from Assumption 2.
The proof is completed.
In view of (4), we have

ω(k + 1) = 3(k)1τ (k)+ dNL(k) (8)

where dNL(k) = [dNL1(k), dNL2(k), dNL3(k)]T with
dNLi(k) = 2ωi(k)−ωi(k − 1)+

∑3
j=1 φij1τj(k)− φii1τi(k),

i = 1, 2, 3, and 3(k) = diag{φ11(k), φ22(k), φ33(k)}.
To estimate3(k), a performance index function is given as

J (3̂(k)) =
∥∥∥ω(k)− 3̂(k)1τ (k − 1)−1dNL(k − 1)

∥∥∥2
+µ

∥∥∥3̂(k)− 3̂(k − 1)
∥∥∥2 (9)

where 3̂(k) is the estimation value of 3(k), µ is a positive
weight coefficient.

Solving
∂J (3̂(k))

∂3̂(k)
= 0 yields

3̂(k) = 3̂(k − 1)+
κ1τ (k − 1)

µ+ ‖1τ (k − 1)‖2
[ωT (k)

− 3̂(k − 1)1τT (k − 1)− dNLT (k − 1)] (10)

φ̂ii(k) = φ̂ii(1), if
∣∣∣φ̂ii(k)∣∣∣ < ε (11)

where κ ∈ (0, 1) is a step-size constant, and ε is a small
positive constants.

Let 3̃(k) = 3̂(k)−3(k), then it follows from (8) that

ω(k + 1) = 3̂(k)1τ (k)+ d ′NL(k) (12)

where d ′NL(k) = dNL(k) − 3̃(k)τ (k), which indicates the
unmodeled dynamics are also regarded as disturbances.

Then, in light of the ESO strategy [30], the unknown term
1d ′NL(k) can be compensated by{

z(k + 1) = 3̂(k)1τ (k)+ ξ (k)
ξ (k) = ξ (k − 1)+ L (ω(k)− z(k))

(13)

where z(k) denotes the estimation value of ω(k), ξ (k) denotes
the estimation value of d ′NL(k), and L = diag{L1,L2,L3},
Li ∈ (0, 1), i = 1, 2, 3 are positive constants.
Consequently, an equivalent data model of subsystem (3b)

can be established as follows:

ω(k + 1) = 3̂(k)1τ (k)+ ξ (k) (14)

with the following updating laws

3̂(k) = 3̂(k − 1)+
κ1τ (k − 1)

µ+ ‖1τ (k − 1)‖2
[ωT (k)

− 3̂(k − 1)1τT (k − 1)− ξT (k − 1)] (15)

φ̂ii(k) = φ̂ii(1), if
∣∣∣φ̂ii(k)∣∣∣ < ε (16)

ξ (k) = ξ (k − 1)+ L (ω(k)− z(k)) (17)

where z(k) = 3̂(k − 1)1τ (k − 1)+ ξ (k − 1).
Remark 2: To obtain an appropriate and feasible adaptive

law for 3̂(k),µ should be chosen no larger than ‖1τ (k − 1)‖.
Then, combining with (3), we have

η(k + 2) = η(k + 1)

+TsR(ϕ(k + 1))
(
3̂(k)1τ (k)+ ξ (k)

)
(18)

To obtain the model-free adaptive decoupling control law,
a performance index function is selected as follows:

J (τ (k)) =
∣∣ηd (k + 2)− η(k + 2)

∣∣2 + λ|τ (k)− τ (k − 1)|2

(19)

where λ is a positive weight coefficient.

In light of (14) and solving
∂J (τ (k))
∂τ (k)

= 0, we can finally

obtain the DATC law as

1τ (k) =
ρ0Ts3̂(k)R

T (ϕ(k + 1))

λ+

∥∥∥TsR(ϕ(k + 1))3̂(k)
∥∥∥2 [ηr (k + 2)

− η(k + 1)− TsR(ϕ(k + 1))ξ (k)] (20)

where ρ0 = diag{ρ01, ρ02, ρ03}, ρ0i ∈ (0, 1), i = 1, 2, 3 are
step-size constants.

B. STABILITY ANALYSIS
In this section, the analysis of the boundedness of the esti-
mation error of 3(k) and ξ (k), and the convergence of the
tracking error are provided to demonstrate the whole stability
of AMV system (3).

Theorem 1: Consider AMV system (3) under Assump-
tions 1 and 2. Let the AMV system (3) be written as the
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data model form as in (14) with 3̂(k) and ξ (k) updated
by (15)–(17), then 3̂(k) and ξ (k) are bounded, provided that
Li, i = 1, 2, 3 are selected as Li ∈ (0, 1).

Proof: First, it is noticed that the initial value satisfies
the conclusion.

Second, define 3̃(k) = 3̂(k)−3(k), and suppose 3̃(j), ξ (j)
and d ′NL(j) are bounded with i = 1, 2, 3 and j = 1, 2, · · · ,
k − 1, then the following conclusions can be obtained at
instant k:

For
∣∣∣φ̂ii(k)∣∣∣ ≤ ε, equation (16) indicates φ̂ii(k) is bounded.

Outside the bound ε, subtracting3(k) on both sides of (15)
gives

3̃(k) =
(
I −

η1τ (k − 1)1τT (k − 1)

µ+ ‖1τ (k − 1)‖2

)
3̃(k − 1)

+
η1τ (k − 1)

µ+ ‖1τ (k − 1)‖2
ς̃T (k − 1)−13(k) (21)

where ς̃ (k − 1) = d ′NL(k − 1)− ξ (k − 1).
From Lemma 1, it can be concluded that ‖13(k)‖ ≤ 2ρ.

Furthermore, according to [27], there exists a constant
d1 ∈ (0, 1) for (21) such that∥∥∥3̃(k)∥∥∥ < d1

∥∥∥3̃(k − 1)
∥∥∥

+
η ‖1τ (k − 1)‖

µ+ ‖1τ (k − 1)‖2
‖ς̃ (k − 1)‖ + 2ρ (22)

From [31], we have

η ‖1τ (k − 1)‖

µ+ ‖1τ (k − 1)‖2
≤

η

2
√
µ

(23)

On the other hand, it is noticed that there exist a constant
δ1 such that

‖ς̃ (k − 1)‖ ≤ δ1 (24)

with j ∈ {1, 2, · · · , k − 1}.
Therefore, it follows from (21)–(24) that∥∥∥3̃(k)∥∥∥ < d1

∥∥∥3̃(k − 1)
∥∥∥+ η

2
√
µ
δ1 + 2ρ

< · · · < d1k−1
∥∥∥3̃(1)∥∥∥+ c1

1− d1
(25)

where c1 =
η

2
√
µ
δ1 + 2ρ, i = 1, 2, 3.

Thus, 3̃(k) is bounded, which further indicates the bound-
edness of 3̂(k).
Let ω̃(k) = ω(k) − z(k), ξ̃ (k) = ξ (k) − d ′NL(k), then

from (12) and (13), we have

ω̃(k + 1) = (I − L) ω̃(k)+ d ′NL(k − 1)− d ′NL(k) (26)

where I ∈ R3×3 is the unit matrix.
Note that the boundedness of 3̂(k) could ensure the bound-

edness of dNL(k) and d ′NL(k) according to (12). Thus, it is
noticed that there exists a positive constant γ0 such that

max
∥∥d ′NL(i− 1)− d ′NL(i)

∥∥ < γ0 (27)

where i ∈ {1, 2, · · · , k}.

Let4(k) = d ′NL(k)−d
′
NL(k−1), then it follows from (26)

and (27) that

‖ω̃(k + 1)‖ ≤
∥∥∥Ak ω̃(1)∥∥∥+ ∥∥∥Ak−14(2)

∥∥∥+ ∥∥∥Ak−24(3)
∥∥∥

+ · · · + ‖A4(k − 1)‖ + ‖4(k)‖

≤

∥∥∥Ak ω̃(1)∥∥∥
+

(∥∥∥Ak−1∥∥∥+ · · · + ‖A‖ + ‖I‖) γ0
where A = I − L.

Since the eigenvalues’ modules of matrix A are smaller
than 1, ω̃(k + 1) is bounded. Therefore, according to
ω̃(k + 1) = ξ̃ (k), it can be concluded that ξ (k) is bounded.
Consequently, according to the mathematical induction

method [32], the estimation value of 3(k), and d ′NL(k) are
bounded.

The proof is completed.
Before proceeding, the following proposition is given.
Proposition 1: Consider the AMV system (3) and its

equivalent data model (18), and define d̄(k) = 1dNL(k) −
ξ (k). Let L be chosen as L ∈ (0, 1), then the adaptive
laws (15)–(17) could ensure d̄(k) is bounded such that∥∥d̄(k)∥∥ ≤ υ0 (28)

where υ0 is a small positive constant.
Let e(k) = η(k)− ηd (k) denote the tracking error of AMV

system (3), then the stability analysis under the proposed
DATC law are finally given as follows.
Theorem 2: Consider AMV system (3) and its equivalent

data model (18). Suppose that Assumptions 1–2 and Propo-
sition 1 hold and ηd (k) is bounded. Take the control input
for AMV system (3) as in (20) with 3̂(k) and ξ (k) updated
by (15)–(17). Then the proposed DATC law could ensure the
tracking error is bounded such that

lim
k→∞
|ei(k)| ≤

υ1

d1i
(29)

where υ1 and d1i, i = 1, 2, 3 are small positive constants.
Proof: From (3) and (8), we have

η(k+2) = η(k + 1)+TsR(ϕ(k + 1)) (3(k)1τ (k)+ dNL(k))

(30)

Then, substituting (20) into (30) yields

η(k + 2)

= η(k + 1)+
ρ0Ts23(k)3̂(k)

λ+

∥∥∥Ts3̂(k)∥∥∥2
×
(
ηd (k + 2)− η(k + 1)

)
+ TsR(ϕ(k + 1))dNL(k)

−
ρTs23(k)3̂(k)

λ+

∥∥∥Ts3̂(k)∥∥∥2 ξ (k) (31)
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Let$ (k) =
ρTs23(k)3̂(k)

λ+

∥∥∥Ts3̂(k)∥∥∥2 , then it is noticed that
0 < $i(k) <

ρiTs2φii(k)φ̂ii(k)

λ+

∥∥∥Tsφ̂ii(k)∥∥∥2 (32)

Thus, if ρi and λ satisfy λ > (ρiρTs)2
/
4, then according

to [23], it can be concluded that there must exist two con-
stants d1i and d2i such that

0 < d1i ≤ $i(k) ≤ d2i < 1 (33)

Furthermore, from Proposition 1, we can conclude that
there must exists a small constant υ1 such that∥∥∥∥∥∥∥TsR(ϕ(k + 1))dNL(k)−

ρTs23(k)3̂(k)

λ+

∥∥∥Ts3̂(k)∥∥∥2 ξ (k)
∥∥∥∥∥∥∥ ≤ υ1 (34)

Therefore, subtracting ηd (k + 2) on both sides of (31),
we have

|ei(k + 2)| ≤ |1−$i(k)| |ei(k + 1)| + υ1 (35)

Then, it follows from (33) that

|ei(k + 2)| ≤ (1− d1i)k+1 |ei(1)| +
1− (1− d1i)k+2

d1i
υ1

(36)

which further gives

lim
k→∞
|ei(k)| ≤

υ1

d1i
(37)

The proof is completed.

IV. SIMULATION STUDIES
In this section, to further testify the effectiveness of the pro-
posed DATC controller, the CyberShip II [33] is selected to
perform the simulation. Moreover, the conventional PID con-
troller is also selected to perform comparison analysis. The
concrete parameters of the AMV system (3) are as follows:

M =

 25.8 0 0
0 24.6612 1.0948
0 1.0948 2.76

,
g(η) = 0,

τ d =

 5+ 0.1|u|3

2+ 0.1|u|2

−0.1r3 + sin(v)

,
C13(ω) = C31(ω) = −24.6612v − 1.0948r , C23(ω) =
C32(ω) = 25.8u,D11(ω) = 0.7225+1.3274 |u|+5.8664|u|2,
D22(ω) = 0.8612 + 36.2823 |v| + 8.05 |r|, D23(ω) =
−0.1079 + 0.845 |v| + 3.45 |r|, D32(ω) = −0.1052 −
5.0437 |v| − 0.13 |r|, and D33(ω) = 1.9− 0.08 |v| + 0.75 |r|.
In the simulation, the sampling time is 0.03s, and the

simulation time is 18s. The initial conditions of the AMV
system (3) are η(1) = [−0.5, 0.5, 0.5]T , ω(1) = [0.2, 0, 0]T ,
and the desired trajectory is ηd (k) = [sin(k), cos(k), sin(k)]T .

FIGURE 1. Simulation curves of position tracking under the PID control
scheme.

In DATC control algorithm, κ is selected as κ ∈ (0, 1),
µ is selected as a positive constant according to Remark 2.
Li, i = 1, 2, 3 are selected as Li ∈ (0, 1), the initial value
of 3̂(k) is selected according to the I/O data of the AMV
system (3), ε is selected as a small positive constant, and
then 3̂(k) will be updated by the adaptive laws (15)-(17).
In light of Remark 2, it is noticed that κ and µ will greatly
affect the updating speed of 3̂(k). The step-size constants ρ0i,
i = 1, 2, 3 in ρ0 are selected as ρ0i ∈ (0, 1), and the weight
coefficient λ is selected as a positive constant. In addition,
if a small ρ0 or large λ is chosen, the control force τ (k)
may not be sufficient to ensure the tracking convergence of
the controlled AMV system (3). Conversely, if a large ρ0
or small λ is chosen, the control force τ (k) will turn to be
very large, and it may even cause undesirable chattering.
Finally, based on the above tuning guidelines and by trail
and error, the controller parameters of DATC is chosen as

3̂(1) = 3̂(2) =

 3 0 0
0 3 0
0 0 3

, µ = 0.1, κ = 0.8, λ = 2,

ρ0 = diag{0.8, 0.8, 0.8}, L = diag{0.75, 0.75, 0.75}, ε = 1.
In PID control algorithm, the particle swarm optimiza-

tion (PSO) algorithm to optimize the controller parame-
ters. Specifically, all the controller parameters are firstly
normalized in the range of [0.1,1], and then return to
original values via anti-normalized approach. The popu-
lation size is 20, and the fitness function is chosen as

Q =
N∑
k=0
{[yr (k + 1)− y(k + 1)]2 + 0.3[u(k)− u(k − 1)]2}.

The maximum position and the minimum position are cho-
sen as 1 and 0.1, respectively. The initial velocities of the
particles are generated randomly in the range [−0.2, 0.2],
the maximum velocity and minimum velocity are 0.2 and
−0.2, respectively. The maximum iteration is 120, and the
final optimal parameters are Kp1 = 0.0821, Ki1 = 0.0002,
Kd1 = 0.1875, Kp2 = 0.07989, Ki2 = 0.0002, Kd2 =
0.2109, Kp3 = 0.0809, Ki1 = 0.002, Kd1 = 0.1955.
Figs. 1, 2 and 3 show the simulation results of AMV
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FIGURE 2. Simulation curves of surge velocity, sway velocity and angular
rate under the PID control scheme.

FIGURE 3. Simulation curves of control inputs under the PID control
scheme.

FIGURE 4. Simulation curves of position tracking under the DATC control
scheme.

system (3) under the PID controller, and Figs. 4, 5 and 6 show
the simulation results of AMV system (3) under the DATC
scheme.

From the simulation results, it is noticed that the pro-
posed DATC scheme could exhibits a better control perfor-
mance than that of the PID controller. Although there are
disturbances in the AMV system, the DATC approach shows

FIGURE 5. Simulation curves of surge velocity, sway velocity and angular
rate under the DATC control scheme.

FIGURE 6. Simulation curves of control inputs under the DATC control
scheme.

strong adaptability, where the outputs of the surface vehicle
has only a small fluctuation, and it goes back to the refer-
ence trajectory quickly. For the conventional PID algorithm,
the same disturbances in AMV system cause obvious changes
in the outputs of the surface vehicle.

V. CONCLUSIONS
In this paper, we deal with the problem of data-driven adap-
tive tracking control for AMVs with uncertainties and dis-
turbances. By applying the NDLT and ESO, the unknown
nonlinear AMV system has been transformed into the data
model form. Based on the obtained data model, a novel
data-driven adaptive tracking controller and its corresponding
stability analysis has been proposed for the closed-loop AMV
system. Finally, the efficacy of the proposed approach has
been demonstrated via simulation analysis.
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