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Abstract: We consider a bilateral birth-death process having sigmoidal-type rates. A
thorough discussion on its transient behaviour is given, which includes studying symmetry
properties of the transition probabilities, finding conditions leading to their bimodality,
determining mean and variance of the process, and analyzing absorption problems in the
presence of 1 or 2 boundaries. In particular, thanks to the symmetry properties we obtain the
avoiding transition probabilities in the presence of a pair of absorbing boundaries, expressed
as a series.
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1. Introduction

Modeling physical phenomena by means of bimodal densities has recently been used in various
contexts involving dichotomic systems [1–3]. Usually this task is performed by resorting to mixtures
of unimodal densities, such as mixtures of Gaussian densities [4, 5] or of inverse Gaussian densities
[6]. However, in many cases the physical motivations of the considered models do not justify the use
of preassigned mixtures, which rather emerge in the presence of an underlying random selection. This
implies the need of constructing stochastic systems that are intrinsically bimodal. Accordingly, in this
paper we aim to discuss some properties of a bilateral birth-death process characterized by nonlinear
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rates, namely of sigmoidal form, whose transition probabilities are bimodal. We recall that the large
interest on birth-death processes in biomathematics is mainly due to their wide applicability, not only in
the classical area of population dynamics but also in the realm of stochastic neuronal modeling (see, for
instance, [7, 8]).

Various previous investigations on birth-death processes have targeted the construction of new
processes by similarity relations [9–12], or the individuation of spatial symmetries in 1 and 2 dimensions
[13–15]. Some of these researches have been stimulated by the symmetry-based approach for
one-dimensional diffusion processes described in [16]. The bilateral birth-death process that we are
going to study has been considered within the examples of some of the cited contributions, since it is
similar to the bilateral process with constant rates and it possesses certain suitable symmetry properties.
Our purpose is now to disclose some new results that are based on the symmetry properties of this
process.

After a brief description of the basic characteristics of the process, in Section 2 we discuss the
bimodality fashion and the symmetry properties of its transition probabilities. Their asymptotic
behaviour is also studied, and in particular it is shown that the process does not admit a steady state.
Section 3 is devoted to finding the generating function of the transition probabilities. This function, in
turn, is used to obtain mean and variance of the process, which are found to be linear and quadratic
in time, respectively. In Section 4 we thus discuss some absorption problems and obtain the avoiding
transition probabilities first in the presence of one boundary and then in the presence of two boundaries.
It is also shown that the first passage is not sure in the one-boundary case.

2. A Bilateral Birth-Death Process

Let {N(t); t ≥ 0} be a bilateral birth-death process, i.e., a birth-death process with state-space Z and
no absorbing or reflecting states. Denoting, as usual, the birth and death rates respectively by

λn = lim
τ→0+

1

τ
P{N(t+ τ) = n+ 1 |N(t) = n}, n ∈ Z,

µn = lim
τ→0+

1

τ
P{N(t+ τ) = n− 1 |N(t) = n}, n ∈ Z,

throughout the paper we assume that

λn = λ
1 + c

(µ
λ

)n+1

1 + c
(µ
λ

)n , µn = µ
1 + c

(µ
λ

)n−1

1 + c
(µ
λ

)n , n ∈ Z, (1)

with λ, µ > 0 and c ≥ 0.

2.1. Properties of birth and death rates

We note that the sum of birth and death rates (1) is independent on n, since

λn + µn = λ+ µ, n ∈ Z.

Moreover, there holds λn−1 µn = λµ. According to [17, 18] process N(t) is simple, i.e., the birth and
death rates uniquely determine the process, in the sense that the two-component birth-death processes,
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obtained by locating at n = 0 a boundary reflecting in both directions, are simple. We remark that if
c = 1 and λ+ µ = 1, then process N(t) identifies with the nonlinear birth-death process treated in [19].

It is worth pointing out that when c = 0 and c → +∞ the rates in 1 become constant in n, and then
in both cases process N(t) identifies with the so-called randomized random walk (see [20] or Section
2.1 of [21]) with birth and death rates given respectively by λ and µ (when c = 0) or µ and λ (when
c → +∞). In addition, the rates in (1) are equal and constant in n when λ = µ. Furthermore, apart from
the trivial cases c = 0 and λ = µ, they are monotonic in n. Precisely, λn is increasing and has limits

lim
n→−∞

λn = min{λ, µ}, lim
n→∞

λn = max{λ, µ},

whereas µn is decreasing, with

lim
n→−∞

µn = max{λ, µ}, lim
n→∞

µn = min{λ, µ}.

We now stress that, apart from the trivial setting λ = µ, condition λn ≥ µn holds in each of the two
following cases:
(i) c ≥

(
λ
µ

)n

and λ < µ,

(ii) c ≤
(

λ
µ

)n

and λ > µ.
We also notice that if λ < µ, then λn is increasing in c and µn is decreasing in c, whereas such
monotonicities are reversed if λ > µ. The related limits are:

lim
c→0+

λn = λ, lim
c→∞

λn = µ and lim
c→0+

µn = µ, lim
c→∞

µn = λ.

Some plots of λn are shown in Figure 1 (where, for better display, n is treated as a real number). We
remark that the properties of the birth and death rates discussed above make N(t) particularly suitable
to model situations where the sample-paths of the process tend to escape far from the initial state.

Figure 1. Plots of λn for λ = 1, and (from bottom to top) with c = 1 and µ = 2, 3, 4, 5, on
the left, whereas c = 0.01, 0.1, 1, 10, 100 and µ = 5, on the right.
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2.2. Transition probabilities

Let us denote the transition probabilities of process N(t) by

pk,n(t) = P{N(t) = n |N(0) = k}, k, n ∈ Z.
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These satisfy the following system of forward equations:

d

dt
pk,n(t) = λn−1 pk,n−1(t)− (λn + µn) pk,n(t) + µn+1 pk,n+1(t) (n ∈ Z), (2)

where the rates λn, µn are given by (1). The initial condition of (2) is

pk,n(0) = δn,k =

{
1, n = k

0, n ̸= k,
(3)

δn,k being the Kronecker symbol. For all t ≥ 0 we have

pk,n(t) =
1 + c

(
µ
λ

)n
1 + c

(
µ
λ

)k e−(λ+µ)t

(
λ

µ

)n−k
2

In−k

(
2
√
λµ t

)
, k, n ∈ Z, (4)

where (see Equation 9.6.10 of [22])

In(x) =
∞∑
j=0

(
x
2

)n+2j

j! (n+ j)!
, n ∈ Z

denotes the modified Bessel function of the first kind. We point out that the right-hand-side of (4) has
been obtained by making use of a transformation-based approach leading to similar processes [9, 10].
Briefly, such an approach allows to express the transition probabilities of N(t) as

pk,n(t) =
ν(n)

ν(k)
pk,n(t), t ≥ 0, k, n ∈ Z, (5)

where
ν(n) = 1 + c

(µ
λ

)n

, n ∈ Z (6)

and where

pk,n(t) = e−(λ+µ)t

(
λ

µ

)n−k
2

In−k

(
2
√
λµ t

)
, t ≥ 0, k, n ∈ Z (7)

are the transition probabilities of the randomized random walk, say N(t), having birth rate λ and death
rate µ (see, for instance, Theorem 1 of [23]). In other terms, the notion of similarity expresses that the
ratio of the transition probabilities of processes N(t) and N(t) is time-independent (see also [11, 12]).

Remark 1 The transition probabilities of N(t) can be expressed as a mixture of transition probabilities
of two randomized random walks with reversed rates. Indeed, denoting by pk,n(t;λ, µ) the
right-hand-side of (7), from (4) we have

pk,n(t) = θk pk,n(t;λ, µ) + (1− θk) pk,n(t;µ, λ), t ≥ 0, k, n ∈ Z, (8)

where
θk =

1

1 + c
(
µ
λ

)k ∈ (0, 1).

Some plots of the transition probabilities (4) are shown in Figure 2, where it is evident that pk,n(t)
exhibits a bimodality. In particular, when c = (λ

µ
)k, then θk = 1/2 and in this case the values of pk,n(t) at

the modes are equal. This is also a consequence of the symmetry property discussed in Remark 4 below.



Symmetry 2009, 1 205

Figure 2. Plots of pk,n(t) for λ = 8 and µ = 4; on the first row t = 5, k = 0 and c = 1, 2, 0.5

(from left to right); on the second row t = 2, k = 5 and c = 32, 64, 16 (from left to right).
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Remark 2 Let us now ascertain the existence of a stochastic ordering between the processes N(t) and
N(t). Indeed, by recalling the definition of likelihood ratio order (see, for instance, Section 1.C.1 of
[24]) we have that, for any fixed k ∈ Z,

[N(t) |N(0) = k] ≤lr [N(t) |N(0) = k] for all t ≥ 0

if and only if
pk,n(t)

pk,n(t)
is decreasing in n ∈ Z for all t ≥ 0.

By making use of (5) and (6) it is not hard to see that this condition is satisfied when λ ≥ µ, apart from
the trivial case c = 0.

Remark 3 We point out that the transformation-based approach leading to similar processes in certain
instances is useful for simulation purposes. Indeed, if Equation (5) holds and supn ν(n)/ν(k) is finite,
then one can simulate N(t) by adopting an acceptance-rejection technique (see Section 4.4 of [25], for
instance).

2.3. Symmetry properties

Let us now point out that the transition probabilities (4) for all t ≥ 0 can also be expressed as

pk,n(t) =
ϕ(n)

ϕ(k)
e−(λ+µ)t In−k

(
2
√
λµ t

)
, k, n ∈ Z, (9)

with
ϕ(n) := 2 coshc,1, 1

2
ln µ

λ
(n) =

(µ
λ

)−n
2
+ c

(µ
λ

)n
2
, (10)

where we use the generalized hyperbolic cosine function defined in Equation (2.2) of [26]. This allows
to write the ratio of probabilities of two arbitrary sample-paths as follows:

pj,m(t)

pk,n(t)
=

ϕ(m)

ϕ(n)

ϕ(k)

ϕ(j)

Im−j

(
2
√
λµ t

)
In−k

(
2
√
λµ t

) , t ≥ 0, j,m, k, n ∈ Z, (11)
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with ϕ(·) defined in (10).
We recall that certain spatial symmetries for truncated birth-death processes have been studied in [13].

Extensions to a two-dimensional case and to continuous-time Markov chains are given respectively in
[14] and [15]. In the same spirit of these contributions we now analyze some symmetry properties of
pk,n(t). They will be obtained making use of Equation (11) and of identity In(·) = I−n(·) for the Bessel
function (see Equation 9.6.6 of [22]).

Remark 4 By setting j = N − k and m = N − n in (11) we have

pN−k,N−n(t) =
ϕ(N − n)

ϕ(n)

ϕ(k)

ϕ(N − k)
pk,n(t), t ≥ 0; k, n,N ∈ Z. (12)

Any sample-path of N(t) going from k to n has a symmetric path going from N − k to N − n (where
births and deaths in a path correspond to deaths and births in the symmetric one, respectively). In other
terms, this symmetry refers to translated and reflected paths. Relation (12) thus expresses that the ratio
of the probabilities of two symmetric paths is time-independent. We recall that Equation (12) extends
the property given in Example 5.1 of [15], where the case N = 0 is treated. From (10) we have that
ϕ(n) = ϕ(N − n) when c = (λ/µ)N/2 or when λ = µ. Hence, by setting N = 2k in Equation (12), we
obtain that the symmetry property

pk,n(t) = pk,2k−n(t), t ≥ 0; k, n ∈ Z

is satisfied when

c =

(
λ

µ

)k

, (13)

apart from the trivial case λ = µ. Hence, if condition (13) is fulfilled then two symmetric sample-paths
starting from the same state k have identical probabilities. This is in agreement with the fact that if (13)
is satisfied, then due to (1) we have the following symmetry relation for the birth and death rates of N(t):

λn = µ2k−n ∀k, n ∈ Z.

In the left-hand plots of Figure 2 are shown two cases where (13) holds.

Remark 5 Similarly to (12), by setting j = k +N and m = n+N in (11) one obtains

pk+N,n+N(t) =
zn
zk

pk,n(t), t ≥ 0; k, n,N ∈ Z, (14)

where

zn =
ϕ(N + n)

ϕ(n)
.

Equation (14) thus expresses that the ratio of probabilities of translated sample-paths is
time-independent.

Remark 6 By choosing j = n and m = k in (11) we have:

pn,k(t) =

[
ϕ(k)

ϕ(n)

]2
pk,n(t), t ≥ 0; k, n ∈ Z,

which is the well-known time-reversibility relation (cf. [27], for instance).
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Remark 7 In order to take account of the role of the parameters in the transition probabilities of N(t),
let us now denote by pk,n(t;λ, µ, c) the right-hand-side of (9). It is not hard to see that the following
symmetry property holds:

pk,n(t;λ, µ, c) = p−k,−n(t;µ, λ, c), t ≥ 0; k, n ∈ Z. (15)

Moreover, if c > 0 we have

pk,n(t;λ, µ, c) = pk,n(t;µ, λ,
1

c
), t ≥ 0; k, n ∈ Z. (16)

We notice that the symmetries appearing in the two right-hand graphs of both rows of Figure 2 are a
consequence of the two above properties and of the symmetry property discussed in Remark 4.

We conclude this section by pointing out that the above symmetry properties will play a relevant role
in Section 4 for the resolution of some absorption problems for N(t).

2.4. Asymptotic behaviour

Process N(t) does not admit a steady state. Indeed, the transition probabilities (4) tend to 0 when
t → +∞. Furthermore, by recalling the asymptotic approximation (cf. Equation 9.7.1 of [22])

In(z) ∼
ez√
2πz

, as z → +∞, (17)

from (9) we have that, for large t,

pk,n(t) ∼
ϕ(n)

ϕ(k)

e−(
√
λ−√

µ)2t

2(λµ)1/4
√
πt

, k, n ∈ Z. (18)

However, since the right-hand-side of (17) does not depend on n, the approximation given in (18) does
not capture the bimodality of pk,n(t) mentioned in Section 2.2. Hence, Equation (18) is useful just to
establish how fast pk,n(t) approaches 0 as t → +∞. If λ = µ we thus have

pk,n(t) ∼ O(t−1/2), as t → +∞.

Otherwise, recalling that the decay parameter of a simple birth-death process is given by (see [28])

α := sup
{
a ≥ 0 : pk,n(t)− lim

t→+∞
pk,n(t) = O

(
e−at

)
as t → +∞ for all n

}
,

if λ ̸= µ we have that pk,n(t) tends to 0 exponentially fast as t → +∞, with decay parameter

α = (
√
λ−√

µ)2.
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3. Mean and Variance

In this section we shall obtain mean and variance of N(t). To this purpose, let us now evaluate the
generating function of pk,n(t), which is defined as

Gk(z, t) =
+∞∑

n=−∞

zn pk,n(t). (19)

Proposition 1 For all k ∈ Z, z ∈ R and t ≥ 0 we have

Gk(z, t) =
1 + c

(
µ
λ

)k
e2(µ−λ)t sinh z

1 + c
(
µ
λ

)k exp
{
kz + t (ez − 1)

(
λ− µe−z

)}
. (20)

Proof. Making use of (4) in (19), and setting m = n− k we obtain

Gk(z, t) =
e−(λ+µ)t+kz

1 + c
(
µ
λ

)k +∞∑
m=−∞

emz

[
1 + c

(µ
λ

)m+k
](µ

λ

)−m
2
Im

(
2
√
λµ t

)
.

Hence, recalling identity (see Equation 9.6.33 of [22])

exp
{(

λx+
µ

x

)
t
}
=

+∞∑
m=−∞

Im(2
√

λµ t) (
√
λ/µx)m, x ̸= 0,

after some calculations we come to Equation (20). �

We are now able to obtain the mean and the variance of N(t).

Proposition 2 For all k ∈ Z and t ≥ 0 we have

E[N(t) |N(0) = k] = k +
1− c

(µ
λ

)k

1 + c
(µ
λ

)k
(λ− µ) t, (21)

Var[N(t) |N(0) = k] = (λ+ µ) t+
4c2

(µ
λ

)k

[
1 + c

(µ
λ

)k
]2 (λ− µ)2 t2. (22)

Making use of Gk(z, t), the proof follows by straightforward calculations, and thus is omitted.
Proposition 2 shows that, in general, the mean and the variance of N(t) are respectively linear and
quadratic in t. This is in agreement with the results obtained in [19] when c = 1 and λ+ µ = 1.

Remark 8 The symmetry properties discussed in Remark 7 are inherited by the moments of N(t). For,
denoting by mr

k(t;λ, µ, c) the r-th moment of N(t), from (15) and (16) we have

mr
k(t;λ, µ, c) = (−1)r mr

−k(t;µ, λ, c), t ≥ 0; k ∈ Z; r > 0,

mr
k(t;λ, µ, c) = mr

k(t;µ, λ,
1

c
), t ≥ 0; k ∈ Z; r > 0; c > 0.



Symmetry 2009, 1 209

Hence, denoting by vk(t;λ, µ, c) the right-hand-side of (22) it is not hard to see that

vk(t;λ, µ, c) = v−k(t;µ, λ, c), t ≥ 0; k ∈ Z,

vk(t;λ, µ, c) = vk(t;µ, λ,
1

c
), t ≥ 0; k ∈ Z; c > 0.

We finally note that, due to (21) and (22), the coefficient of variation of N(t) is asymptotically
constant, since

lim
t→+∞

CV[N(t) |N(0) = k] =
2c

(µ
λ

) k
2

1− c
(µ
λ

)k
sgn(λ− µ), c ̸=

(
λ

µ

)k

.

4. First-passage time and absorption problems

This section is devoted to some problems related to the first-passage time of N(t). We shall deal with
the one-boundary and the two-boundaries cases.

4.1. One-boundary case

For all k ̸= s let us denote by

Tk;s = inf{t ≥ 0 : N(t) = s}, N(0) = k

the first-passage time of N(t) through state s, starting from state k. The determination of the
first-passage-time density

gk,s(t) =
d

dt
P{Tk;s ≤ t}, t > 0, k ̸= s

has been already addressed in [9, 10]. Hereafter we limit ourselves to recall some useful results. By
virtue of the similarity relation existing between N(t) and the randomized random walk, one can prove
that

gk,s(t) =
|s− k|

t
pk,s(t), t > 0, k ̸= s,

with probabilities pk,s(t) given in (4) and (9). Alternatively, as a consequence of (5) the first-passage-time
density can also be expressed as

gk,s(t) =
ν(s)

ν(k)
gk,s(t), t > 0, k ̸= s, (23)

where ν(s) is defined in (6) and where

gk,s(t) =
|s− k|

t
e−(λ+µ)t

(
λ

µ

) s−k
2

Is−k

(
2
√
λµ t

)
, t > 0, k ̸= s

denotes the first-passage-time density of the randomized random walk N(t). Hence, noting that

∫ +∞

0

gk,s(t) dt =


(µ
λ

)k−s

, if k > s, λ > µ or k < s, λ < µ

1, otherwise,
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From (23) it follows that for k ̸= s the first-passage probability of N(t) is given by

P (Tk;s < +∞) =



1 + c
(µ
λ

)s

1 + c
(µ
λ

)k

(µ
λ

)k−s

, if k > s, λ > µ or k < s, λ < µ

1 + c
(µ
λ

)s

1 + c
(µ
λ

)k
, otherwise.

(24)

It is worth pointing out that, apart from the trivial case λ = µ, the first-passage from k to s is not sure
since probability (24) is always less than 1.

Let us now introduce the s-avoiding transition probabilities of N(t):

p
⟨s⟩
k,n(t) = P{N(t) = n, Tk;s > t |N(0) = k}, t ≥ 0,

with k < s and n < s, or with k > s and n > s. By the symmetry-based result given in Theorem 2.5 of
[13] we have two forms for the s-avoiding transition probabilities:

p
⟨s⟩
k,n(t) = pk,n(t)−

ϕ(2s− k)

ϕ(k)
p2s−k,n(t)

= pk,n(t)−
ϕ(n)

ϕ(2s− n)
pk,2s−n(t), (25)

where the last identity is due to (12). Some plots of probabilities (25) are shown in Figure 3.

Figure 3. Plots of p
⟨s⟩
k,n(t) for the same cases treated in Figure 2, with s = 20. The

corresponding probability masses are: 0.7140, 0.8094, 0.6187 (first row), 0.9454, 0.9636,
0.9272 (second row).
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4.2. Two-boundaries case

Now we treat the case when N(t) is in the presence of a pair of boundaries. For r < k < s let

Tk;r,s = inf{t ≥ 0 : N(t) ∈ {r, s}}, N(0) = k
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be the first-passage time of N(t) through the set of states {r, s}, starting from state k. We are interested
in the {r, s}-avoiding transition probabilities of N(t), defined as

p
⟨r,s⟩
k,n (t) = P{N(t) = n, Tk;r,s > t |N(0) = k}, t ≥ 0,

with r < k < s and r < n < s. Let us now come to the main result of the paper, which will be obtained
by making use of the symmetry properties exploited in Section 2.3., and by constructing a doubly infinite
system of symmetry points

{k + j(s− r); j ∈ Z}, {s+ j(s− r); j ∈ Z}.

We remark that the first set contains point k, which belongs to the reduced state-space

{r + 1, r + 2, . . . , s− 2, s− 1},

whereas all remaining points are outside, as well as all points of the second set.

Proposition 3 Let r < k < s and r < n < s; for all t ≥ 0 the {r, s}-avoiding transition probabilities
of N(t) admit the following two forms:

p
⟨r,s⟩
k,n (t) = ϕ(n)

∞∑
j=−∞

[
pk,2k−2j(s−r)−n(t)

ϕ(2k − 2j(s− r)− n)
−

pk,2s−2j(s−r)−n(t)

ϕ(2s− 2j(s− r)− n)

]
(26)

=
pk,n(t)

In−k

(
2
√
λµ t

) ∞∑
j=−∞

[
Ik−2j(s−r)−n

(
2
√
λµ t

)
− I2s−2j(s−r)−n−k

(
2
√
λµ t

)]
. (27)

Proof. First we recall that, due to (11),

ϕ(n)

ϕ(N − n)
pk,N−n(t) = pk,n(t)

IN−n−k

(
2
√
λµ t

)
In−k

(
2
√
λµ t

) , t ≥ 0, k, n,N ∈ Z, (28)

where ϕ(·) is defined in (10). The identity between (26) and (27) can be immediately obtained by means
of (28), with two appropriate choices of N . Moreover, from (12) one has

ϕ(n)

ϕ(N − n)
pk,N−n(t) =

ϕ(N − k)

ϕ(k)
pN−k,n(t), t ≥ 0, k, n,N ∈ Z. (29)

Hence, making use of (29) the right-hand-side of (26) can be expressed as a linear combination of
probabilities of the form p•,n(t), and thus it satisfies the system of equations (2). Moreover, recalling
initial condition (3), for r < k < s and r < n < s we have

pk,2k−2j(s−r)−n(0) = δn,k, pk,2s−2j(s−r)−n(0) = 0,

so that the right-hand-side of (26) is equal to δn,k when t = 0. We note that when n = s the series
appearing in (27) can be rewritten as:

+∞∑
j=−∞

Ik−2j(s−r)−s

(
2
√

λµ t
)
−

+∞∑
j=−∞

Is−2j(s−r)−k

(
2
√

λµ t
)
;

by setting i = −j in the second series and recalling identity In(·) = I−n(·) we obtain that the above
difference vanishes. The same result holds when n = r. In conclusion, both the expressions given in
(26) and (27) satisfy the system of forward equations for the probabilities of N(t) with initial condition
δn,k, and both vanish when n = s and n = r. Hence, they constitute the {r, s}-avoiding transition
probabilities of N(t). �
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Figure 4. Plots of p⟨r,s⟩k,n (t) for k = 0, λ = 8, µ = 4, r = −10 and s = 10, with t = 1 (first
row) and t = 2 (second row), and with c = 1 (on the left) and c = 2 (on the right).
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Figure 4 shows some plots of probabilities (27).
We finally stress that the role of the symmetry properties of the transition probabilities pk,n(t) has

been essential to obtain the results on absorption problems given in this section.

5. Concluding Remarks

In this paper we have emphasized the bimodality and symmetry properties of the transition
probabilities of N(t), aiming to fulfill the needs of modelers and applied scientists who look for even
more flexible stochastic models for their applications.

Among the applied fields where process N(t) plays a role we mention the theoretical neurobiology.
We recall the recent paper [29], in which a stochastic process defined as an exponential transformation of
N(t) has been used to describe the dynamics of neuronal membrane potential, in order to refine a model
previously proposed in [30].

We also recall that, as noticed in [19], process N(t) can be viewed as the natural discrete counterpart
of the diffusion process on R, with drift and infinitesimal variance given respectively by

A1(x) = η
1− c e−2ηx/σ2

1 + c e−2ηx/σ2 , A2(x) = σ2, (30)

for η ∈ R, c ≥ 0 and σ > 0. Such a diffusion process can be obtained by a suitable similarity procedure
starting from Wiener process [31]. Among the explicit results on the process with infinitesimal moments
(30) we mention the transition density in the presence of two time-linear absorbing boundaries, obtained
in Section 4.1 of [32], that has stimulated the symmetry-based approach followed in Section 4.2.
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