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Background: Drug safety monitoring relies primarily on sponta-

neous reporting, but electronic health care record databases offer a

possible alternative for the detection of adverse drug reactions

(ADRs).

Objectives: To evaluate the relative performance of different stat-

istical methods for detecting drug-adverse event associations in

electronic health care record data representing potential ADRs.

Research Design: Data from 7 databases across 3 countries in

Europe comprising over 20 million subjects were used to compute

the relative risk estimates for drug-event pairs using 10 different

methods, including those developed for spontaneous reporting

systems, cohort methods such as the longitudinal gamma poisson

shrinker, and case-based methods such as case-control. The newly

developed method “longitudinal evaluation of observational profiles

of adverse events related to drugs” (LEOPARD) was used to re-

move associations likely caused by protopathic bias. Data from the

different databases were combined by pooling of data, and by meta-

analysis for random effects. A reference standard of known ADRs

and negative controls was created to evaluate the performance of

the method.

Measures: The area under the curve of the receiver operator

characteristic curve was calculated for each method, both with and

without LEOPARD filtering.

Results: The highest area under the curve (0.83) was achieved by

the combination of either longitudinal gamma poisson shrinker or

case-control with LEOPARD filtering, but the performance between

methods differed little. LEOPARD increased the overall perform-

ance, but flagged several known ADRs as caused by protopathic

bias.

Conclusions: Combinations of methods demonstrate good per-

formance in distinguishing known ADRs from negative controls,

and we assume that these could also be used to detect new drug

safety signals.
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The modern drug legislation about postmarketing drug
safety monitoring was prompted over 40 years ago as a

result of the dramatic teratogenic effects of thalidomide in
clinical practice.1 Since then, the mainstay of drug safety
surveillance has been the collection of spontaneous reports of
suspected adverse drug reactions (ADRs).2,3 However, a
number of recent high-impact drug safety issues (eg, car-
diovascular risk with rofecoxib and rosiglitazone) require
rethinking of the way safety monitoring is conducted.4

Spontaneous reporting systems (SRSs) have inherent limitations
that hamper safety signal detection5 such as under-reporting and
biases due to selective reporting.6 The percentage of ADRs
being reported by health professionals varies between 1% and
10% of those actually occurring in clinical practice,7–13 and this
problem occurs both in primary care and in the hospital.14,15 A
recent study in Spain showed that less than two thirds of ADRs
recorded in electronic medical records were actually reported to
the Spanish Pharmacovigilance System.14 As a consequence,
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SRSs may not always guarantee timely and correct signal de-
tection16 and alternative data sources have to be explored.

One alternative approach is the use of electronic health
care record (EHR) databases for drug safety signal detection.
These databases, such as electronic medical record and ad-
ministrative claims databases, have been most commonly
used to confirm or refute potential signals flagged by spon-
taneous reporting or other surveillance systems. However,
appropriate use of these databases may have an enormous
potential for earlier detection of drug safety signals because
of the availability of large numbers of time-stamped medical
records from routine clinical practice.17,18 Several interna-
tional initiatives have recently embarked on developing such
postmarketing surveillance systems: in the United States, the
Sentinel Initiative was established with the Mini-Sentinel
(http://mini-sentinel.org) and Observational Medical Out-
comes Partnership (OMOP, http://omop.fnih.org) as pilot
initiatives, and in Europe, the PROTECT (Pharmacoepide-
miological Research on Outcomes of Therapeutics by a
European Consortium, http://imi-protect.eu) and EU-ADR
(Exploring and Understanding Adverse Drug Reactions.
http://euadr-project.org) projects were started.

The EU-ADR project aims to develop a monitoring
system using 7 health care databases in 3 different European
countries in a distributed database architecture.19 In this ar-
ticle, we apply a wide range of statistical methods to the
EHR data in EU-ADR, and compare the relative perform-
ance on the task of distinguishing known drug-adverse event
associations from negative controls.

METHODS

Data Sources
The databases in EU-ADR and their characteristics are

shown in Table 1, and more detail can be found in appendix
C (Supplemental Digital Content 1, http://links.lww.com/
MLR/A313).

All databases coded drugs using the World Health
Organization’s Anatomical Therapeutic Chemical (ATC)
classification system. Events were extracted using a variety
of structured and free text queries.19 Although all statistical
analyses were performed at a central site, data aggregation

was performed locally using a tool developed in Java within
the EU-ADR project called Jerboa before combining data
across databases, to ensure patient confidentiality.

Reference Standard
An independent group of researchers constructed a

reference standard set of known ADRs and drug-event as-
sociations unlikely to represent an ADR (negative controls)
by first selecting the following 10 events from a list of 23
events ranked on the basis of importance in pharmacovigi-
lance20: bullous eruptions (BE), acute renal failure (ARF),
anaphylactic shock (AS), acute myocardial infarction (AMI),
rhabdomyolysis (RHABD), pancytopenia (PANCYTOP),
neutropenia (NEUTROP), cardiac valve fibrosis (CARD-
FIB), acute liver injury (ALI), and upper gastrointestinal
bleeding (UGIB). For each event, a stepwise approach was
used to identify which among a list of drug-event associa-
tions are well recognized (known associations) or highly
unlikely (negative controls) on the basis of MEDLINE-in-
dexed publications, drug product labels, spontaneous reports
made to the World Health Organization pharmacovigilance
database systems, and expert opinion. Only drugs with ad-
equate exposure in the EU-ADR database network were
considered. Manual verification of positive and negative
associations was performed independently by 2 experts
proficient in clinical medicine, pharmacoepidemiology, and
pharmacovigilance. A third expert adjudicated equivocal
cases and arbitrated any disagreement between evaluators.
The construction of this reference set is described in detail in
previous publications21,22 and in appendix D (Supplemental
Digital Content 1, http://links.lww.com/MLR/A313).

Statistical Methods
An overview of all methods is shown in Table 2.

SRS Methods
Signal detection methods originally developed for

SRSs can also be used on EHR data by transforming the data
to a format suitable for these methods. For this trans-
formation, we assume that the occurrence of the event of
interest during a period of drug exposure constitutes a po-
tential association between the drug and the event. The
number of occurrences of a particular drug-event pair in the

TABLE 1. Participating Databases and their Characteristics

Pedianet (Italy)

Health Search

(Italy)

Lombardy

Regional (Italy) ARS (Italy)

IPCI (The

Netherlands)

PHARMO (The

Netherlands)

Aarhus

(Denmark)

Subjects 140,000 children 1,000,000 10,000,000 4,000,000 750,000 1,280,000 2,000,000
Type of

data-
base

General practice
pediatric
database

General practice
database (no
children)

Record linkage
system with:

Record linkage
system with:

General
practice
database

Record linkage
system with:

National health
registry with:

Registry inhabitants Registry inhabitants Registry inhabitants Registry inhabitants
Regional drug

dispensation
records

Regional drug
dispensation
records

Regional drug
dispensation
records

Regional drug
dispensation
records

Hospital claims
database

Hospital claims
database

Hospital claims
database

Hospital claims
database

Death registry Lab values Lab values
Death registry
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health care records is used as if it is a report count from a
SRS.
� Proportional reporting ratio (PRR) is the ratio of the

proportion of all reported cases of the event of interest
among people exposed to a particular drug compared with
the corresponding proportion among people exposed to all
drugs.23

� Reporting odds ratio (ROR) is the reformulation of the
PRR as an odds ratio.24

� Gamma poisson shrinker (GPS) also determines the
disproportionality of reports for a particular drug com-
pared with all exposure, but uses a Bayesian model to
shrink relative risk estimates when less data are
available.25 The prior distribution is established empiri-
cally using data of all drug-event pairs.
� Bayesian confidence propagation neural network

(BCPNN) works similar to GPS, in that it also uses a
Bayesian model to shrink estimates of risk. Typically, the
output of a BCPNN is expressed as the Information
Component; the logarithm of the ratio between the
observed and the expected number of reports for a
particular drug-event pair.26

Cohort Methods
One of the limitations of the SRSs and their methods is

that only numerator data are available, that is the number of
people who are exposed to drugs and have the event of in-
terest. What is missing is the denominator data: the number
of people who are exposed to the drugs. In longitudinal da-
tabases, this information is readily available, along with the
duration of drug exposure. This information is used in cohort
methods.
� Incidence rate ratio (IRR) is the ratio between the

incidence rate during exposure to the drug and a
background incidence rate. A Mantel-Haenszel test is
used to test the differences between the incidence rates,
correcting for age and sex.
� Longitudinal gamma poisson shrinker (LGPS) is an

adaptation of the GPS to longitudinal data, and applies
Bayesian shrinkage to the IRR. It was developed in the
EU-ADR project.27

� Bayesian hierarchical model (BHM) uses a full Bayesian
approach to perform shrinkage of risk estimates, but
instead of using a single prior distribution for all drugs,
priors are also created for classes and superclasses of
drugs. The BHM combines statistical models for the
observations, given the parameters (likelihood) and the
parameters themselves (priors). In the application reported
here, the incidence rate is modeled using a Poisson
process, and the priors as a hierarchy (using guidance
from Gelman28). The groupings forming the hierarchy are
decided a priori on the basis of the criteria of similarity
between drugs; in this case, we have used ATC coding
levels based on organ/systems and therapeutic or chemical
characteristics. Berry and Berry29 used a similar hier-
archical approach, with a hierarchy based on related
outcomes rather than drugs. The BHM shrinks the original
“frequentist” estimates to yield an updated posterior
distribution of each individual drug to the group mean

and reduces its variance. This is because the posterior
considers both the data provided by the drug and by the
other drugs in the same group. Shrinkage is stronger for
drugs with an initial large variance (less information) and
larger effects. These novel methods can offer key
advantages by reducing the likelihood of false-positive
or false-negative results obtained from the data. Although
the BHM is grouped here with the cohort methods, it can
also be applied to other types of relative risk estimates.

Case-based Methods
Several analytical epidemiological methods start with

persons with the disease or event of interest (cases) and
compare these with a sample of the population that gives rise
to the cases (ie, the controls) to evaluate differences in the
exposure status. As case-based methods are more efficient in
terms of data needs (exposure assessed only at one point in
time), they allow for easier adjustments of confounding
factors.
� Matched case control (CC) starts with all cases, and finds

for every case a predefined number of controls (in our
experiments 2 controls per case), where controls should
have the same age and sex as the case. For both cases and
controls, the exposure to drugs is determined at the
calendar time of the event (also known as the index date).
A logistic regression condition on the case sets is
performed to determine the effect size (odds ratio) of
exposure to a drug. To adjust for comorbidity and overall
patient health status, we included the drug count30 in the
regression, which is the number of different drugs (distinct
ATC codes) the subject was exposed to in 1 year before
the event date, until 1 month before the event date.

� Self-controlled case series (SCCS) investigates the
association between acute outcomes and transient ex-
posures, whereby cases are used as their own controls. In
essence, the SCCS is a Poisson regression conditioned on

TABLE 2. Overview of the Methods Evaluated Here

Bayesian Ranking Criteria for AUC

SRS methods
PPR PRR
ROR ROR
GPS Yes Point estimate of the RR
BCPNN Yes IC

Cohort methods
IRR IRR
LGPS Yes Point estimate of the IRR
BHM Yes Point estimate of the IRR

Case-based methods
Matched CC b (odds ratio estimate)
SCCS b (relative risk estimate)

Elimination of protopathic bias
LEOPARD Eliminate if P < 0.5

The methods are described in more detail in appendix B (Supplemental Digital
Content 1, http://links.lww.com/MLR/A313).

BCPNN indicates Bayesian confidence propagation neural network; BHM, Baye-
sian hierarchical model; CC, case-control; GPS, gamma poisson shrinker; IC, in-
formation component; IRR, incidence rate ratio; LEOPARD, longitudinal evaluation of
observational profiles of adverse events related to drugs; LGPS, longitudinal gamma
poisson shrinker; PRR, proportional reporting ratio; ROR, reporting odds ratio; SCCS,
self-controlled case series; SRS, spontaneous reporting system.
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the patient.31 Only information of cases is used in this
analysis; all other persons are ignored.

Other Types of Methods
One other method not categorized elsewhere remains:

� Longitudinal evaluation of observational profiles of
adverse events related to drugs (LEOPARD)27 attempts
to detect protopathic bias. Protopathic bias occurs when a
drug is prescribed for an early manifestation of a disease
that has not yet been detected diagnostically. For every
drug-event combination, the number of prescriptions
initiated in the 25 days before the event is compared with
the number of prescriptions starting in the 25 days after
the event. If the number of prescriptions increases after
the event date, this is an indication that the drug is used to
treat the event or a precursor of the event, rather than
cause it. This is assessed using a binomial test. For
example, omeprazole is a proton pump inhibitor indicated
for the treatment of esophageal disorders and gastric
ulcers, and its association with UGIB (IRR = 3.9) is likely
due to protopathic bias. Nine hundred seventy-eight
prescriptions of omeprazole were initiated in the 25 days
before a UGIB, and 3459 were initiated in the 25 days
after. This increase (P < 0.001) in prescriptions indicates
that the signal is probably caused by protopathic bias. A
signal is considered to be caused by protopathic bias if the
P value is < 0.5.

Settings Common to All Methods
For all methods, these specifications were used to de-

fine exposures and outcomes:
� Incident events: Only the first occurrence of an event was

considered; patient time after an event was censored. The
main reason for this is that in EHR data, it is often difficult
to distinguish between a recurrence of an event and a
reference made to events that occurred earlier.
� Run-in period of 365 days: To determine that an even is

incident event, some patient time has to be available
before the event occurred. Hence, during the first year of
observation, subjects were not considered for events or
exposure counts, but events during this so-called run-in
period were used to determine whether later events were
truly incident events. This run-in period was omitted for
children younger than 1 year at the start of observation.
� Exposure window definition: Exposure to a drug was

defined as the estimated length of the drug prescription in
days, excluding the first day of the prescription. The
duration was calculated on the basis of the prescribed
daily dosage in some databases (IPCI, PHARMO,
Pedianet) and on the basis of the defined daily dose and
the quantity prescribed in other databases (Lombardy
Regional, Aarhus, Health Search, ARS). If 2 prescriptions
of the same drug overlapped in time, the exposure was
assumed to start the day after the first day of the first
prescription and end on the last day of the last
prescription. Please note that this could lead to under-
estimation of the true exposure window.
� Age stratification: Whenever appropriate, age was strati-

fied in 5-year age ranges.

� Independence of drug risks: Currently, every drug-event
pair is evaluated separately; co-medication is not taken
into account.

LEOPARD was considered to be potentially compli-
mentary to all methods, and was therefore applied as a filter
to the output of each method. LEOPARD can be applied at
the level of the individual drug, but it can also be applied at
the drug class level. LEOPARD appears to be better at de-
tecting protopathic bias when drugs are grouped within the
same pharmacological subgroup (ie, the same first 4 ATC
digits, which usually means the same indication) (Schuemie
MJ. unpublished results). Signals that are flagged by
LEOPARD, either at the individual or at the group level,
were ranked lower in the list of signals than signals that were
not flagged when calculating the AUC.

Combination of Databases
The information from the different databases was

combined to generate a single score per drug-event pair per
method. In principle, there are 2 approaches: pooling of the
data as if the databases together form 1 large database or
computing the score per database and using meta-analysis
techniques to combine the scores. We have tested both data
pooling and meta-analysis for risk estimates, assuming ran-
dom effects. The latter used weighting by inverse variance
(both within and between database variance).

Performance Metrics
Typically, the output of a signal detection method is

turned into a binary decision (positive or negative) using a
threshold, for instance that the relative risk be larger than 2.
By comparing the binary outcomes of the method to the
reference standard, sensitivity and specificity can be com-
puted. However, sensitivity and specificity can be traded off
by varying the threshold, and comparing individual values of
sensitivity and specificity is therefore not informative. Typ-
ically, for method comparison, the receiver-operator char-
acteristics (ROC) curve is plotted, showing all values of
sensitivity and specificity. (Note that this implies varying the
threshold from the smallest relative risk to the largest relative
risk found for the reference set.) Such a curve can sub-
sequently be summarized into 1 statistic: the area under the
ROC Curve (AUC). The AUC indicates the overall per-
formance of a method, independent of any threshold. An
AUC of 0.5 indicates random performance; an AUC of 1.0
indicates a perfect performance. The measure used to cal-
culate the AUC for each method is shown in Table 2.

RESULTS
In total, 146,830,906 patient-years of follow-up data

concerning 20,042,652 subjects from 3 European countries
from 1997 to 2010 were included in the study.

Overall Performance of Methods
Figure 1 shows the performance of the different

methods on the reference standard, using meta-analysis for
random effects and data pooling.

All methods perform better than random baseline, and
LEOPARD filtering for protopathic bias always improved
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the overall performance, but less so for methods that are
already performing well. The performance of methods does
not differ much. In general LGPS and case-control adjusting
for drug count seem to slightly outperform the other meth-
ods, and the SRS-based methods have lower performance,
although this is certainly not statistically significant.

Signal Detection Using LGPS and LEOPARD
Figure 2 shows that most of the known ADRs have an

estimated IRR higher than 1. Unfortunately, this is also the
case for a large number of negative controls, but many of
these are flagged by LEOPARD as protopathic bias. This
reduction in false positives comes at a price: several of the
known ADRs are also flagged as protopathic bias. Notably,
ciprofloxacin and ARF, which is a known ADR, has an es-
timated IRR of 13.98, but because there are more pre-
scriptions starting in the 25 days after ARF diagnoses than in
the 25 days before (631 and 574 prescriptions, respectively),

this signal is rejected by LEOPARD. The strongest false
positive not discarded by LEOPARD is fexofenadine and
ARF. Figure 3 shows that most other methods indicate a low
relative risk instead.

If we were to use a threshold value of IRR >1.5, and
were to remove signals flagged by LEOPARD, LGPS using
meta-analysis for random effects would achieve a sensitivity
of 0.73 and a specificity of 0.88.

DISCUSSION
In general, the performance of the methods is high,

with the best performing method achieving an area under the
ROC curve of 0.83. When using a default threshold of IRR
>1.5, a sensitivity and a specificity of 0.73 and 0.88, re-
spectively, are achieved. On the one hand, this is not sur-
prising, as the reference standard was limited to drugs with a
large amount of exposure. This probably explains why the

FIGURE 1. AUC for all methods, with and without LEOPARD filtering. Combination across databases was performed using meta-
analysis for random effects (left panel) and pooling (right panel). Error bars indicate the 95% confidence interval. The ROC curves
are included in the online appendix (Supplemental Digital Content 1, http://links.lww.com/MLR/A313). AUC indicates area under
the ROC curve; BCPNN, Bayesian confidence propagation neural network; GPS, gamma poisson shrinker; IRR, incidence rate
ratio; LEOPARD, longitudinal evaluation of observational profiles of adverse events related to drugs; LGPS, longitudinal GPS; PRR,
proportional reporting ratio; ROC, receiver-operator characteristics; ROR, reporting odds ratio; SCCS, self-controlled case series.
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Bayesian methods are not performing much better than fre-
quentist methods, as these methods are designed to deal with
sparse data. On the other hand, the high performance is
surprising given the fact that most of these methods are very
simple: the best performing methods do not take any po-
tential confounding factors into account other than age and
sex. It is expected that by including potential confounders in
the analysis, the performance of the method could be im-
proved further, but the data needed for this are not uniformly
available across databases. For example, diabetes is a risk
factor for myocardial infarction, and diabetic patients will
tend to be exposed to antidiabetic drugs. Diabetes is there-
fore a confounder between myocardial infarction and anti-
diabetics, and should ideally be included in the analysis.
However, diabetes will be coded differently in different da-
tabases in EU-ADR, and time-consuming harmonization
would be needed to extract these data in a uniform way. As
there can be different potential confounders for every drug-
event combination, many such variables would need to be

extracted, which is currently not feasible. One possible sol-
ution could be the development of techniques for adjusting
for confounding without the use of harmonized covariates,
for instance using summary statistics such as propensity
scores instead.32 Another simplification is that the methods
currently consider each drug independently, which could
lead to harmless drugs being implicated because of frequent
coprescribing with drugs that do cause an ADR. As data on
most drug prescriptions are available, this problem could
potentially be solved by adapting the methods to include all
drugs in 1 analysis.

Filtering signals for protopathic bias using LEOPARD
has a positive effect on the overall performance, but some of
the known ADRs are incorrectly flagged as protopathic bias.
For example, ciprofloxacin is known to be associated with
ARF,33–35 and we indeed find that ciprofloxacin users have
an increased risk of ARF. However, the data also show that
subjects are more likely to receive a prescription after an
ARF when compared with the period preceding the event,

FIGURE 2. Risk estimates for all drug-outcome combinations in the reference set using LGPS and using meta-analysis for random
effects to combine estimates across databases. Error bars indicate the 95% confidence interval. Gray markers and dashed lines
indicate that a drug-event pair has been flagged as a protopathic bias by LEOPARD. AMI indicates acute myocardial infarction; ALI,
acute liver injury; ARF, acute renal failure; AS, anaphylactic shock; BE, bullous; CARDFIB, cardiac valve fibrosis; LEOPARD,
longitudinal evaluation of observational profiles of adverse events related to drugs; LGPS, longitudinal gamma poisson shrinker;
NEUTROP, neutropenia; PANCYTOP, pancytopenia; RHAB, rhabdomyolysis; UGIB, upper gastrointestinal bleeding.
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indicating potential protopathic bias. One possible ex-
planation is that patients with renal failure are at risk of
developing various infections, and may therefore be treated
with ciprofloxacin, which is a broad-spectrum antibiotic. In
fact, for patients with ARF that require dialysis, cipro-
floxacin is used in the treatment of dialysis-associated peri-
tonitis.36 It seems that the output of LEOPARD cannot be
used to rule out drug safety signals, but only as an indication
that protopathic bias might be present. The strongest false
positive for LGPS not eliminated by LEOPARD is fex-
ofenadine and ARF, but interestingly, this signal is not de-
tected by the majority of other methods. Perhaps different
methods can be selected for different types of drugs or events
to achieve better results; this is something that needs to be
explored in future investigations.

We also identified some ADRs that are not picked up
by the methods, even before LEOPARD filtering. For ex-
ample sumatriptan is known to be associated with AMI,37 but
none of the methods find an increased risk for this drug.
Sumatriptan is used for the treatment of migraine headaches
and may be taken by patients only intermittently and as
needed, which can be a long time after the drug is prescribed.
As our current definition of the exposure window assumes
that exposure starts on the day of prescribing, this could
explain why this ADR is not detected. In general, we expect
that signal detection using EHRs will perform poorly on all
drugs that are taken as needed because of the uncertainty
about the drug exposure window.

The results are based on data from 7 different data-
bases, but we did not investigate the performance per
database because none of the databases by itself has enough
data to detect all drug-event pairs in the reference standard.
The need for sufficient data on drug exposure is one of the
limitations of using EHRs for drug safety monitoring,38 and
combining databases can overcome this problem to some
extent. We investigated 2 methods of combining data:
pooling and meta-analysis, and the differences in perform-
ance were negligible.

In conclusion, the results from this study indicate that
there are several combinations of statistical methods that
show good performance in distinguishing the known side
effects from negative controls, and these methods can be
applied to detect new, previously unknown ADRs or to start
a reappraisal of ADRs found by SRSs. These methods and
the approach described here should become an essential
component of postmarketing drug safety surveillance.
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