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Chapter 9
User-Centered Design Approaches 
and Methods for P5 eHealth

Stefano Triberti and Eleonora Brivio

1  Introduction

As seen throughout this book, the P5 approach to healthcare technology calls for 
devices that are preventive, predictive, personalized, participatory, and sensitive to 
psycho-cognitive aspects of both interaction with technology itself and health issues 
(Gorini and Pravettoni 2011; Pravettoni and Gorini 2011). The previous contribu-
tions have deepened these concepts through historical, theoretical, and methodolog-
ical information: for example, it has been said that innovative devices (e.g., wearable 
technology, and/or Ambient Intelligence applications) may help to detect and ana-
lyze not only the progress of disease, but also patients’ state in terms of emotional 
activation, observable behavior, and subjectively reported preferences. Moreover, 
previous contributions explained how technological devices can be based on per-
sonal characteristics, both in their interactive physical properties (i.e., to promote 
effective ergonomics) and in the content of digital stimuli (Vergani et al. 2019).

In general, it has been said that eHealth tools should be tailored on patients’ 
characteristics in order to be deeply effective and obtain desirable results in an 
acceptable amount of time (cf. Chap. 1). Such a message could be difficult to under-
stand or to translate into practice for those stakeholders who are interested in the 
development of eHealth tools, but who are not expert in the design of technology. 
The idea of “tailoring technology on users” may just look like a “way of saying” 
with no actual impact (or no practical one) on health technology development and 
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implementation. What does it actually mean to tailor technology on its users? There 
are at least four possible answers readers could have considered while reading this 
book and considering the P5 approach to eHealth:

 1. Technology developers should keep in mind the fundamental characteristics of 
the diagnosis and of its consequences on everyday life (both physical and psy-
chological), in order to design tools that could be used effectively and causing no 
harm.

 2. The eHealth tools of the future should include personalization features and 
pleasant/engaging aspects so the users could develop a positive attitude toward 
use and possibly be driven toward a higher rate of acceptance and adoption in the 
long term (cf. Chap. 4).

 3. The eHealth tools of the future should be developed with features allowing mod-
ifications at later stages of interventions, according to users’ feedback.

 4. Technology developers should keep themselves up-to-date with scientific litera-
ture on development and effectiveness of eHealth solutions, in order to address 
issues that are known within the literature, especially for what regards factors 
that may promote or hinder acceptance and adoption among users.

All these possible answers feature directions that are very important and certainly 
deserve eHealth developers’ and stakeholders’ consideration; however, none of 
them could be considered sufficient from the point of view expressed by the P5 
eHealth approach and its indications for technology design.

Specifically, the first response has merit because it considers the medical charac-
teristics of chronic diseases and the fact that they could have important influences 
on everyday life, both physical and psychological; however, it is not only the pathol-
ogy that influences effective human–technology interaction, neither acceptance nor 
adoption in the long term; patients are not “only patients”; despite an eHealth tool/
technology could be designed in order to be used by patients’ whose lifestyle is 
influenced by the onset and continuous presence of a chronic disease, also personal 
preferences, habits and behaviors could get in the way of effective usage, or the 
technology could be inadequate to contextual factors that have nothing to do with 
users’ health status. Moreover, at an organizational level, it is not possible to expect 
that technology designers would develop health professionals’ specific knowledge 
and competences, and neither that health professionals would be fully employed in 
the design and development of technology.

The second response values psychological aspects of interaction more, but fails 
in giving specific guidelines to include these in the design/development process; 
moreover, it seems to not consider that psychological aspects such as preferences 
and positive emotions are transient and could change over the course of time, pos-
sibly making eHealth solutions no more adequate to users in the long term.

The third response takes some steps further by acknowledging the iterative 
nature that an evolved conception of technology design often features: certainly, 
eHealth design should take into consideration that modifications could be necessary 
at every step of implementation and interaction, so that the design process does not 
end with the final prototype. However, this response does not provide specifications 
on which kind of information one should consider for modifying or redesigning 
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technology; is “users’ feedback” sufficient? The next pages will show that the 
response to this last question could not be so simple.

Finally, the fourth answer points out one very important aspect, that is, eHealth 
development should be based on scientific information, not only on the designers’ 
skills and creativity; however, it is important to appreciate that not even scientific 
literature is sufficient to inform design; indeed, scientific results are necessarily 
based on samples that tend to oversee individual characteristics and differences. Of 
course, eHealth development needs to be based on general guidelines but, in order 
to be very effective and to augment its possibilities to be adopted, it should be able 
to consider specific cases and fine-grained practice information that often could be 
not included in scientific reports.

In conclusion, “tailoring technologies on users” is a guiding concept that possi-
bly includes all the considerations outlined above, but should go beyond these 
including specific guidelines for practice. Therefore, this chapter is aimed at outlin-
ing methodological consideration to translate such concept into practice, and to give 
specific information on how this “tailoring” could be enacted in the eHealth project, 
from the very first steps of design to final implementation. More specifically, the 
proposal of this chapter relies on the methods of so-called User-Centered Design.

2  From Ergonomics to User-Centered Design

In our opinion, the best way to introduce the concept of User-Centered Design is to 
locate it in the history of technology evaluation. Indeed, technologies (especially 
those designed to be used in the healthcare context) always need to be evaluated, 
which means, it should be demonstrated whether they are able to (help human users 
to) achieve their aims, or not.

Historically, the so-called Scientific Study of Work emerged during the Industrial 
Revolution, which can be considered the first organized way to evaluate technolo-
gies (Nickerson 1999; Triberti and Brivio 2017): its aims were to analyze human 
work (often mediated by industrial technologies) in order to divide it in simple 
actions that could be taught to the workers in order to improve productivity.

Subsequently, ergonomics (mostly in Europe) and Human Factors (mostly in the 
United States) emerged in 1900, as disciplines devoted to improve physical/ana-
tomical and cognitive aspects of technology-mediated work in order to improve 
product quality and productivity but also safety and possibly subjective satisfaction 
(Karwowski 2012; Sharit 2006; Wilson 2000).

In the 1980s, Usability arose as a “simplified” form of ergonomics focused on 
Industrial Design, namely, as a discipline interested in empowering the interface of 
common-use objects, products and services so to make it easy to use and immedi-
ately comprehensible for customers, stakeholders, and users (Triberti and Brivio 
2017): usability experts such as Jakob Nielsen and Donald Norman set the basis for 
the evaluation of the “things” and tools all of us use every day, and generated the 
idea that easiness of use is more important for artifacts than other properties such as 
originality and aesthetic beauty (Nielsen 1999, 2003; Norman 2002).
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However, more recent development of the disciplines and methods associated to 
tools and technologies highlighted that easiness-of-use is not the sole criterion to be 
taken into consideration when evaluating technology: User Experience (UX) is the 
umbrella term used nowadays to identify methodological approaches that recognize 
the role of additional factors such as emotion/affection/pleasure (e.g., people can 
use nonusable objects if they “love” them) and context (e.g., besides usability of 
interfaces, tools can be more or less adequate to physical, social, or cultural features 
of situations of use) (Benyon et al. 2005; Hassenzahl 2008; Lee et al. 2008; Triberti 
and Brivio 2017).

This development led to the global recognition that evaluation of technology 
should not take into account “functioning” only, but a multiplicity of criteria to 
quantify effectiveness: these are at least quality, safety, easiness-of-use, emotions 
(positive, or if necessarily negative, possible to manage for users), adequacy to con-
text (physical, social, cultural), accessibility (e.g., technology could be used by vari-
ous populations, people with disability included).

Obviously, evaluating all of these characteristics in technology, taking into 
account that partial or total redesign could be called for when one or more of the 
criteria appear insufficient, could be very costly in terms of time and resources 
(Herstatt and Von Hippel 1992; Pavelin et al. 2012); however, designers, developers, 
and stakeholders could consider important criteria for technology effectiveness in 
advance, which means, the design itself could be based on user research data, so not 
only on preexistent ideas (about users, contexts, related activities, and the issue to 
be addressed by technology) or the creativity and intelligence of the designers. 
Exactly this concept is at the core of User-Centered Design (UCD henceforth) 
(Garrett 2010; Lowdermilk 2013; Triberti and Brivio 2017; Triberti and Liberati 
2014), a broad term that encompasses any design project in which users and users 
research influence how the design itself takes place. According to Garrett (2010), 
UCD could be depicted as a strategy that (in a “perfect” scenario) allows for any 
possible issue or variable to not escape the designer’s awareness. In other words, 
implementing UCD means that users should be involved from the very steps of 
design in order to provide valuable information for the design itself, not just in the 
last steps of implementation to evaluate some already-developed prototype (Abras 
et al. 2004). Although the term UCD is relatively old (Norman and Draper used it 
for the first time in the 1980s already) (Norman and Draper 1986), it developed into 
a discipline in more recent times, consistently with the semi-standardization of 
methods and tools devoted to analyze users’ needs before design.

The next section would be devoted to introduce some typical UCD tools/tech-
niques that could be adapted to serve eHealth design and development: taking into 
account the importance of the other aspects highlighted by the answers above (i.e., 
attention to literature, consideration of disease/illness-related issues, user engage-
ment, iterative prototyping), the application of such techniques could help eHealth 
developers to tailor technologies on their users, in order to assure not only positive 
functioning, but also the implementation of the P5 as described in this book.

S. Triberti and E. Brivio



159

2.1  Interaction Factors

As Hesse and Shneiderman say (Hesse and Shneiderman 2007), during the pioneer-
ing days of eHealth, the question was often about what the computer could do; 
eHealth pioneers posed technical questions about computers, the Internet, and soft-
ware’s capability to help patients keep trace of their own medications/therapy and 
of their disease. During the next phase, crucial questions concern what people can 
do (and, we would add, what they cannot).

This concept is true in many senses, but in this section we focus on interaction 
aspects only. As previously said, the history of technology evaluation featured 
Usability as a discipline interested in developing interfaces that are easy to under-
stand and to use for the final users. Certainly, usability is a very important charac-
teristic that is currently taken into consideration when evaluating the adequacy and 
effectiveness of eHealth solutions: a number of studies have been published focus-
ing on methods and results about medical informatics usability (Gerdes et al. 2014; 
Goldberg et al. 2011; Vorderstrasse et al. 2016). However, many studies just employ 
usability questionnaires with final users when the technology is already designed 
(as a prototype, or even as a final version) and it is often not clear whether these data 
will influence actual modification or redesign of the evaluated platforms.

Usability questionnaires (such as, e.g., the SUS (Brooke 1996)) certainly are use-
ful tools to get, as the author says, a “quick and dirty” index about the easiness-of- 
use of some system or application; nevertheless, they are not conceived to give a 
“full” usability evaluation. Let us say, for example, one obtains a average-to-high 
value of usability basing on participants filling in a given questionnaire: what does 
this mean? This is only a general evaluation participants performed by responding 
to general questions, but no information has been provided about specific, more or 
less serious, more or less frequent system usage issues. Indeed, typical questions of 
such usability questionnaires are: “Were you able to use the system without effort?” 
or “State on a scale from 1 to 10 how much you felt to be able to obtain the system 
goal by using the system”; obviously, responses to such questions refer to a general 
evaluation but do not account for specific issues that could prevent users to achieve 
their own objectives in real-life contexts.

For this reason, the correct way to examine usability is to implement specific 
research methods, which typically are divided into two categories, namely, usability 
inspection and testing methods.

Usability inspection refers to those methods performed by evaluators, without 
the involvement of final users; these are constituted by guidelines and rules to ana-
lyze interfaces systematically, in order to account for usability problems that may 
escape a general, nonspecialized exploration. Currently, the main usability inspec-
tion methods still used are the cognitive walkthrough (which is based on exploring 
each function of the interface in sequence, reporting any possible problems encoun-
tered by a hypothetical user) and heuristics analysis (which is a global, holistic 
analysis of interface).

Cognitive walkthrough (Kushniruk et al. 2015) entails a checklist to be followed by 
evaluators who put themselves in the shoes of users, accounting for each possible 
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action that the user would take with the interface and signaling any possible mistake 
or interaction issue. Differently, heuristic evaluation is based on a list of general crite-
ria interfaces should respect in order to guarantee effective usage. A number of heuris-
tics lists are available, such as the generic (and probably most used) by Nielsen (1995) 
and others for specific technologies or domains (Hermawati and Lawson 2016).

Another option (that could be also used in conjunction with inspection methods) 
is usability testing, which constitutes any technique for evaluation that involves final 
users who interact with the interface in systematic and more or less controlled con-
texts, in order to identify usability issues by a critical evaluation of actual interaction; 
usability testing could employ a number of methods and tools for registering usabil-
ity issues, ranging from physiological signals to interviewing the participants to 
observation of behavior (e.g., counting the number of errors) (Smilowitz et al. 1994).

With regard to the evaluation of interaction factors, the main suggestion coming 
from the P5 approach is not to “resolve” such issues by basic evaluations such as 
using a usability questionnaire alone; on the contrary, evaluators should be activated 
in any phase of the development process. Specifically, usability inspection and test-
ing methods can be applied at different phases of conceptualization of the interface 
and prototyping, in order to modify interaction issue in itinere.

2.2  Motivation and Emotion

User experience is not limited to usability. As explained in the sections above, User 
Experience (as a discipline) emerged when the role of additional factors was explic-
itly recognized. Indeed, it is not enough for an interface to be easy to use, especially 
if what is expected is to promote long-term usage. If one would plan to use tech-
nologies to change patients’ everyday life, in order to positively influence their own 
lifestyle and care process, then eHealth resources should be also engaging, pleasant, 
or even self-actualizing.

According to the Positive Technology paradigm (Riva et al. 2016), technologies 
can be used to structure, augment, or replace users’ experience with digital resources, 
in order to improve their well-being in terms of emotion, connections, and meaning. 
More generally, in order to advance technologies’ ability in this sense, it is important 
to consider motivational and emotional factors. Indeed, it is more frequent for users to 
use (even at a long term) technologies that are not easy to use but that they love, than 
the contrary. The following sections will explore motivation and emotional factors as 
important aspects to be considered both when evaluating and designing technology.

2.2.1  Motivation in Design

“Motivation” generally refers to any mental feature that guides and promotes human 
goal-directed behavior. Assessing motivation to use technology requires going 
beyond traditional conceptions of motivation that held that people give more value 
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to strictly physical or safety needs, and only after satisfying them consider relational 
or self-actualizing motives (e.g., having friends, succeed in one’s own passions, 
spirituality, etc.). On the contrary, depending on current situations and personal 
goals, people may put high-level needs before basic ones. According to Self 
Determination Theory (Ryan and Deci 2000), fundamental life “nutrients” regard 
creating and maintaining positive relationships with others, feeling competent and 
autonomous. Hassenzahl and colleagues (Hassenzahl et  al. 2010) developed 
motivation- focused interviewees in order to consider users’ important motivation 
when designing or evaluating products and artifacts. In the field of user-centered 
design for eHealth interventions, one should consider that users’ needs may vary 
depending on the experience and perception of the long-lasting illness, and so do 
life projects and everyday activities (Triberti and Barello 2016). It is not advisable 
to design eHealth technologies just considering therapy outcomes and/or desired 
health states; on the contrary, if technologies are designed to be used effectively, 
they should be able to communicate their scope as useful in terms of patients’ per-
sonal objectives (Triberti and Riva 2016).

2.2.2  Emotion in Design

“Emotional design” is an expression typically used to refer to that design which is 
implemented to promote a pleasurable sensation in users. Two main approaches can 
be found in the literature, one more focused on pleasant, funny, creative features 
added to interfaces or external appearance (Jordan 2002), and the other related to 
engaging and fluent interaction (Hancock et al. 2005). Recent studies (Triberti et al. 
2017) proposed to develop the concept of emotional design through three main 
lines:

• The assessment of discrete emotions in ongoing interaction with technology to 
provide on-line modifications of interfaces (affective computing/affective 
design).

• The focus on emotions as discrete cognitive processes instead of generic pleasant 
states, to promote even complex emotions or emotional nuances.

• The analysis of users’ “emotional profiles” to tailor technologies on their preex-
isting emotional traits.

In other words, emotions should not be considered as simply by-products of 
stimuli, rather they could actively participate in the interaction and influence it. 
Also, not only positive emotions should be taken into consideration by designers; 
for example, if one has to design a eHealth platform feature that is meant to signal 
dangerous situations to the patient (e.g., the need for insulin administration for 
 diabetes), it is not expected to transform an urgent signal into a “positive” experi-
ence, which it is not. On the contrary, if previous emotion-focused research is avail-
able, designers and evaluators can have important information on how to realize 
such an alarm so to be recognized, understood, and managed as more effectively as 
possible by the patient/user.
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Emotion aspects research can certainly be conducted by making use of psycho-
physiological measures, but also qualitative methods are important in order to cap-
ture the personal emotional experience of patients, regarding both the illness/
treatment experience and the technology itself.

2.3  Context

P5 eHealth must consider context as an important variable for UX and delivery of 
care. In particular, psycho-social aspects of the P5 approach are involved in this 
process. Any technological artifact related to eHealth, or otherwise, is made to be 
used by someone for a particular context, in a particular environment. The user’s 
purpose guides the artifact’s design first and later its use, which is situated in a pre-
cise space-time moment. The user experience is therefore—and perhaps above all—
linked to the places and moments in which the user uses the artifact “in vivo.” In this 
sense, for the purposes of the design and evaluation of the user experience, the 
context of use must be taken into account.

Context is a difficult concept to define and can indicate: material elements of the 
environment in which the use takes place; relational elements, when artifacts medi-
ate the relationships between people directly or indirectly; and semiotic and cultural 
elements (Galimberti 2011). Several of these aspects must be taken into consider-
ation in the design phase; others, on the other hand, are more unpredictable and 
emerge from the interaction between artifact–user–context (Nardi 1996), and once 
these aspects are detected, they could be corrected and/or integrated into subsequent 
releases of the artifact to improve the users’ UX.

The Situated Action Theory (SAT) (Mantovani 1995, 1996; Suchman 1987, 
1993) helps understand that behavior, cognition, and higher-level contextual ele-
ments, such as cultural, organizational, and group settings, contribute to the interac-
tional process between user and technology—and thus affect UX—at different 
levels: context of use depends on social context, interpretation of the situation, and 
local interaction with artifacts. The first level, the social context, is seen as a reper-
toire of social norms, within which actors must act. The second level considers daily 
experience, where the social context refers to specific situations in which the inter-
ests of social actors interact with the opportunities presented by the environment. 
The last level relates to local interaction between man and artifact, which occurs in 
everyday situations, whenever the user uses the artifact to achieve their goals.

eHealth technologies are considered technological artifacts, therefore they are 
bound by cultural and social rules, the situation in which they are used, and by how 
the aims and scopes of the users interweave with the previously mentioned aspects 
and the material feature of the artifact itself (e.g., the interface).

Norman (1993) wrote that it is not enough to focus individually on the situation, 
artifact, environment, or person: the users are not in a vacuum, but are located in a 
specific context. The symbolic order is achieved through action, which allows the 
interpretation of the situation, which in turn allows actors to use certain artifacts in 
certain situations. Context is built on a cultural and symbolic order (rules, laws, 
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social habits, cultural norms) that preexists the user in interaction, but also contrib-
utes to the users’ activities and directs their goals: context helps the users make 
sense of their actions and interactions. Within a context, users are not alone, but 
interact with other actors and artifacts in order to accomplish their goals and plans. 
New meaning is generated by the interaction between subjects and artifacts. These 
meanings become part of and they partially modify the symbolic order, generating 
new meanings.

Material artifacts—such as objects, technologies, etc.—are readily available to 
people, but they are not exempt from important psychological and signification pro-
cesses: if a technological artifact is inadequate for use within the rules governing the 
context, and does not meet the objectives of the users, it will produce an unsatisfac-
tory user experience and will soon be abandoned; it is almost impossible to deter-
mine in advance in a univocal way the use that users will make of an artifact, it will 
therefore be necessary to carry out in-progress checks in order, if possible, to adapt 
the artifact to the emerging practices resulting from the interaction with social actors.

Robinson (1994) postulated the existence of three reference frameworks that 
people use to interpret artifacts. This interpretative process involves a user’s assump-
tion, knowledge, bias, and past experiences shaping their understanding of the 
world. There are three frameworks that drive this process (Robinson 1994): (a) indi-
vidual level: frameworks constitute, at this level, personal constructs: our way of 
being has an influence on the way we interface with and interpret the world; (b) 
social level: our interpretative schemes are built with the people we interact with, in 
the different contexts (e.g., work, family) and these references also contribute to our 
understanding of artifacts; (c) cultural level: this level refers to language, religion, 
visions of science and the world, conceptions of space and time (e.g., seasons, cycli-
cality), which permeate our way of interacting with people and objects around us.

In conclusion, context can be defined by three dimensions that can be ascribed to 
both Robinson’s frameworks and to the Situated Action Theory: individual and 
psycho-social aspects, cultural and relational aspects, material/physical aspects. 
The following paragraphs outline each of these dimensions and how eHealth may 
be affected.

2.3.1  Individual and Psychosocial Dimensions of Context

Gender, age, and culture are aspects that affect the user’s acceptance—in terms of 
adoption and speed of adoption—of technological artifacts. The Technology 
Acceptance Model (TAM) (Davis 1989) theorizes the process from the user’s inten-
tion to use the technology to its final adoption. The TAM explains the intention to 
use an artifact on the basis of perceived utility (i.e., the perception of obtaining a 
benefit from the use of that artifact) and perceived ease of use (i.e., the perception 
that using that artifact will require few resources). If there is a high level of per-
ceived utility and a high level of perceived ease of use, the user will be likely to 
develop the intention to adopt that particular artifact. External variables such as 
system characteristics, training, etc. do not affect directly on the intention to adopt 
the system, but their effect is mediated by the two variables previously explained. 
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Utility is influenced by perceived ease of use: the easier the artifact is to use, the 
more useful it is perceived to be (Venkatesh and Davis 2000). More recently, other 
factors have been added as antecedents to the intention of adoption and to the vari-
ables of perceived utility and ease of use, such as social influence (subjective norms, 
image, etc.), cognitive processes (relevance of the task, quality of the outputs, 
demonstrability of the results), and experience (Venkatesh and Davis 2000).

There are clear differences in gender with regard to the TAM. Venkatesh and 
Morris (2000) found that men and women differ in decision-making processes for 
adoption and use of technologies (cf. Chap. 4); in particular, the perceived user- 
friendliness variable is more important for women, despite identical initial training 
and identical experience with technology.

Men and women also differ in access and use, interest and ease of use of techno-
logical artifacts (Anderson et al. 1995), even though this gap is rapidly closing. One 
of the most important gender differences is related to the perceived self-efficacy 
(Bandura 1997) in the use of technologies, that is, the belief of being able to use a 
technology to perform a certain action (Durndell and Haag 2002; Vekiri and 
Chronaki 2008): in particular, even in the simple use of computers, males, com-
pared to females, feel more secure and able to address the problems that may arise 
during the use of technology in a flexible and creative way (Brivio and Ibarra 2010). 
It can therefore be assumed that in the event of a technology breakdown, men and 
women will have very different experiences, and experience different emotions, 
with effects on their self-esteem and self-efficacy. The processes of breakdown and 
consequent troubleshooting for the recovery of technology functionality should 
probably be investigated in more detail from a gender point of view, to make them 
more accessible to all. In other respects, the user experience between men and 
women does not differ, although there are sometimes artifacts that try to exaggerate 
these differences. Self-efficacy (along with the variables of TAM) affects the use of 
technologies by older people, who have never had to deal with complex technolo-
gies (e.g., smartphone and tablet), and often do not feel confident in interacting with 
these artifacts, which very often are not designed with the elderly in mind, which 
makes the interaction difficult and the experience sometimes frustrating (Brivio 
et al. 2016; Strada et al. 2013).

Research with eHealth technologies show that age can still impact adoption and 
use, especially with middle-old (66–84 year olds) and old-old (85 years and over) 
people, who need more training and support (Hunsaker and Hargittai 2018; Millard 
and Fintak 2002); only after training and support are they more likely to adopt and 
use eHealth systems, as the interactional experience is less frustrating. Young old 
people (55–65 year old) have fewer issues with use and adoption (Tavares and 
Oliveira 2016). The gender gap in eHealth adoption seems to be slowly closing 
(Tavares and Oliveira 2016). A variable specific to adoption and use of eHealth 
technologies is self-perception, that is, the awareness of having a health problem: if 
a person is aware that they have a health issue they are more likely to use eHealth 
technologies (Tavares and Oliveira 2016; Yuan et al. 2015; Venkatesh et al. 2012). 
eHealth applications and technologies should therefore include in-system trainings 
for target populations, and enhance self-perception, in order to provide a good UX, 
which in turn ensures higher levels of intention to use, adoption, and sustained use.
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2.3.2  Cultural and Relational Dimensions of Context

A cultural aspect that influences the User Experience is the semiotic dimension that 
underlies the artifacts. Semiotics deals with the study of signs and how they take on 
meaning. Every aspect of an interface can be considered a representation of a cer-
tain functionality to which it gives access: both the interface and the functionality to 
which it refers are systems of signs (Goguen 1999). Sustained use of an artifact 
depends on the user’s understanding of the metaphor underlying the design of an 
artifact (Barr et al. 2005): designers must choose a sign system that helps the user 
understand the artifact’s functionalities. If there is no correspondence between the 
systems of signs of the artifact and that of the user, the artifact will not be under-
standable and will provide an insufficient UX.

The most general distinction between cultural contexts that has proved to be 
relevant to UX is the one between Western and Eastern, individualistic or collectiv-
istic cultures. Culture is “the collective programming of the mind that distinguishes 
the members of one group from another” (Hofstede 1991, 2001): the term “collec-
tive planning of the mind” suggests that culture can be conceived as a set of shared 
characteristics within a group, whose members behave similarly because of the 
shared norms. User Experience is also influenced by these shared characteristics: 
for an artifact to be successful at an international level, it is necessary to have an 
excellent knowledge of the variability of the cultures of the target markets, since 
sometimes an international version of an artifact may not be sufficient or may not 
work at all in terms of needs and cultural appropriateness (Marcus and Gould 2000). 
To have artifacts that adapt to different cultures, two aspects must be taken into 
account (Honold 1999, in Walsh et al. 2010): (1) objective aspects: language, date 
and time format, numbers, direction of written text, etc.; (2) subjective aspects: 
value, behavioral, and intellectual systems of the groups that use technological arti-
facts in the different cultural contexts. These aspects can be integrated into the 
design of artifacts from the beginning, using the studies and tables (created by coun-
try) of Hofstede (1991), taking into account that the indications given are always 
trends and always relative. Not all aspects of interaction with a technological arti-
fact are, however, subject to cultural differences: for example, it seems that ges-
tures—spontaneously generated to obtain a result on a portable device—are not 
culturally connoted and resemble each other for all cultures (Mauney et al. 2010).

To provide excellent UX and delivery of care, eHealth technologies and applica-
tion must take these aspects into consideration, and go through a cultural and con-
textual adaptation process for “culturally sensitive elements” (e.g., language, values, 
concepts, content) (Lal et  al. 2018). For the relational dimension—as Battarbee 
points out (2003)—the User Experience models used often focus on individual expe-
rience and its constituent elements; most people though experience collective, not 
individual, contexts and thus create experiences with artifacts together with other 
users (Battarbee 2003, 2004; Battarbee and Koskinen 2005). Artifacts must of course 
be functional, usable, and provide a good individual user experience; but, with the 
advent of personal ICT, it is important that these artifacts give users the opportunity 
to have optimal user experiences together, or to have a co-experience. Battarbee 
identifies some characteristics that the co-experience given by an artifact must have:
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• Social: co-experience is based on communication, which allows proposals, opin-
ions, evaluations to be put into play, agreements to be negotiated, ideas modified, 
etc. These communicative exchanges give meaning to the experience. It is there-
fore essential that the artifacts support agile communication exchanges and that 
they reflect the communication needs of users in a given context.

• Multimodal: co-experience can be augmented by technology, which provides 
different modes of interaction (e.g., audio, video, image, text) and allows switch-
ing between them seamlessly, while continuing to have the same experience with 
the same people or with different people.

• Creative: when people use technological artifacts together, they get more inter-
esting and creative results than those obtained with individual use. Co- experience 
is a resource of social and symbolic innovation, because interaction generates 
new meanings, both related to technology and not.

• Fun: co-experience is a source of fun and pleasure, as well as it strengthens 
social ties. Fun promotes the use of artifacts. For designers, therefore, it is essen-
tial to think about the dimension of enjoyment and pleasure in social terms, 
because it is a fundamental motivation for the adoption and sustained use of an 
artifact.

Any environment that involves co-presence of multiple people needs individuals 
to feel that the other is present: in other words, to perceive a good sense of social 
presence, which is “the degree of salience of the other person in the interaction and 
the consequent salience of the interpersonal relationship” (Short et al. 1976). An 
adequate level of social presence allows higher levels of involvement with the arti-
fact, that is, the user experience will be more satisfying and positive (Gunawardena 
and Zittle 1997). According to Riva and colleagues (2008), social presence depends 
on the fact that the information available within the context, even if limited, allows 
the users to grasp the others’ intentions and actions (Riva 2008).

In eHealth, several technologies and applications successfully harnessed social 
communications and exchange between users to deliver their intervention, for exam-
ple in smoking cessation (Khalil et al. 2017) and in psychosis recovery (Williams 
et al. 2018). This made possible not only delivery of care, but also a good UX that 
could potentially support adherence and sustained use of the eHealth system.

2.3.3  Physical and Material Dimension of Context

In designing or evaluating an artifact, technological or otherwise, it is important to 
know where the user will use the artifact itself. The physical environment produces 
effects on UX in different ways. For example, placement of a technology within a 
busy and noisy environment may influence the user’s ability to hear acoustic feedback 
(Lowdermilk 2013). Mobile technologies complicate this matter further: they allow 
user to cross different contexts; and indeed, the use of some applications persists from 
one context—digital and material—to another, and therefore the experience persists 
across contexts, and designers must take these contextual changes into consideration.
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Literature is lacking in identifying and describing the effect of the physical con-
textual elements on eHealth delivery and UX. One possible concern is related to 
privacy: mHealth makes it easier to access health services and care, but at the same 
time make it easier for private and sensitive information to be available, accessible 
or overheard by non-authorized people, or to use the technology in inappropriate 
settings for delivery of care (e.g., a patient using a telepsychotherapy service in a 
public setting). Consequence of accidental sharing of information and/or use in 
appropriate settings may be an inefficient delivery of care and/or a reduced UX, 
which in turn may push people to abandon the eHealth service.

3  User-Centered Design and P5 eHealth

As hinted at in the introduction, User-Centered Design should be a fundamental 
methodological approach within P5 eHealth: in order to design health technologies 
that are really able to help people, it is paramount to analyze users/patients’ needs, 
intentions, abilities, and contexts in advance, and use these data as the main source 
for design ideas and implementation.

As a conclusion, it is interesting to consider the utility of a UCD mindset when 
designing the P5 properties within health technologies:

• For designing technologies with prevention features, developers should be 
informed not only about healthy behaviors to be promoted in the users, but also 
of users’ own habits, preferences, characteristics, and typical behaviors in order 
to identify risks and/or opportunities.

• Personalized technology requires up-to-date information about users’ character-
istics; the exact concept of personalization of application features implies to con-
sider and understand users, instead of basing on prototypical representations.

• The predictive power of any computational model programmed within software 
is notably empowered by adding information on users’ preferences and behav-
iors; not only medical/diagnostical data should be used.

• Participatory technologies require a deep understanding of users’ social con-
text; going beyond the mere analysis of users, methods should be able to capture 
important social relations (e.g., caregivers, different health professionals) to be 
assigned a role within the technology-based intervention.

• Psycho-cognitive technologies, as previously said, are able to consider users’ 
cognitive abilities, decision making, and behavior; this could be done by imple-
menting the UCD mindset/approach within the technology itself, which means, 
the technology should be responsive to users’ actions in order to tailor its out-
comes (feedback) on individual characteristics.

With this background, P5 eHealth could develop as a truly patient-centered 
approach, by basing its own design on the application of research methods to the 
measurement and understanding of final users’ irreducible characteristics.
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