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a b s t r a c t

Grid portals are web gateways aiming at concealing the underlying infrastructure through a pervasive,
transparent, user-friendly, ubiquitous and seamless access to heterogeneous and geographically spread
resources (i.e. storage, computational facilities, services, sensors, network and databases). The Climate-
G Portal is the web gateway of the Climate-G testbed (an interdisciplinary research effort involving
scientists both in Europe and US) and it is devoted to climate change research studies. The main goal
of this paper is to present the Climate-G Portal providing a complete understanding of the international
context, discussing its main requirements, challenges, architecture and key functionalities, and finally
carrying out and presenting a multi-dimensional analysis of the Climate-G Portal, starting from a general
schema proposed and discussed in this work.
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1. Introduction

Grid portals [1,2] are web gateways aiming at concealing
the underlying infrastructure through a pervasive, transparent,
user-friendly, ubiquitous and seamless access to heterogeneous
and geographically spread resources (i.e. storage, computational
facilities, services, sensors, network and databases). Definitively
they provide an enhanced problem-solving environment able to
deal with modern, large scale scientific and engineering problems.

Scientific gateways are able to introduce a revolution in theway
scientists and researchers organize and carry out their activities.
Access to distributed resources, complex workflow capabilities,
and community-oriented functionalities are just some of the
features that can be provided by such a web-based environment.

In the context of the EGEE [3] NA4 Earth Science Cluster,
Climate-G is a distributed testbed focusing on climate change
research topics. The Euro-Mediterranean Center for Climate
Change (CMCC) is actively participating in the testbed providing
the scientific gateway (Climate-G Portal) to access to the entire
infrastructure.

The main goal of this paper is to present the Climate-G
Portal (i) providing a complete understanding of the international
context (the Climate-G testbed and its distributed architecture),
(ii) discussing requirements, challenges, architecture and main
functionalities, and finally (iii) carrying out and presenting the
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Climate-G multi-dimensional analysis starting from the general
schema proposed and discussed in Section 2.

The outline of the paper is as follows. In Section 2, a multi-
dimensional analysis of scientific gateways is presented. It defines
a schema based on nine dimensions identifying important mile-
stones referred to three historical phases about scientific gate-
ways: Pioneeristic era, Service-Oriented Architecture (SOA) vision
and Broad Grid revolution. Section 3 introduces the context, that is
the Climate-G initiative, architecture and infrastructure whereas
Section 4 addresses the Climate-G Portal presenting its require-
ments, architecture and main functionalities. Section 5 proposes
the Climate-G multi-dimensional analysis starting from the gen-
eral schema discussed in Section 2. Finally, Section 6 presents con-
clusions and future work.

2. A multi-dimensional analysis

Since the beginning of the Grid era, grid portals have played a
key role in providing a seamless and ubiquitous way to access to
the cyberinfrastructure.

A lot of things have been changed during the past decade
according to several dimensions: target, domain, class of users,
technology, scale, environment, software re-usability, information ar-
chitecture and simplicity. In the remainder of this section, three
main phases (Pioneeristic era, SOA vision and Broad Grid revolu-
tion) are described highlighting importantmilestones in ourmulti-
dimensional analysis.

In the first phase (through 2001, pioneeristic era), grid portal
projects were focused on general problems related to file transfer
management, job submission, job monitoring, data management,
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etc. providing a web-based interface to middleware (basically
Globus [4]) services. A complete analysis of the first portal efforts
can be found in [5].

Themain targetwas the user and such a class of portals basically
provided the following functionalities:

– ability to specify the users grid (set of machines and more in
general resources),

– job submission, check status, job delete,
– monitoring and information service,
– user profile management,
– file transfer fromdifferent grid resources exploitingGridFTP [6].

Such kind of functionalities can be classified asmiddleware level or
no-domain. This is because at that time grid portals did not focus on
a specific application domain, but rather on middleware services.

Consequently, simplicity was not addressed, because portals
were oriented to expert userswith a specific skill on grid computing
especially at the middleware level. An immediate concern was the
scale (less than thousand) of users that was obviously very low
due to the technicalities andmiddleware implications andwithout
community-based organizations.

The grid environments were usually testbeds allowing scientific
researchwithout production level quality standards in terms of re-
source availability, quality of service, etc. In this phase there was
poor re-usability and interoperability, due to the total absence of
portal programming interfaces, web service approach, standard-
ized interfaces. This meant different projects starting from scratch,
addressing the same goals, providing similar functionalities with-
out collaborating, re-using, sharing code or making interoperable
services and components.

In the second phase (after 2002, SOA vision), web service
and portlets [7] changed the technological landscape basically
providing a higher level of interoperability and re-usability. Exploit-
ing web service approach [8,9] portal functionalities were com-
pletely decoupled from the presentation layer. The SOA standard
vision (everything is a service) promoted service composition, ser-
vice orchestration andmore in general the complexworkflow chal-
lenge [10,11].

Such a different methodology to build portals led to a higher
level of simplicity in developing new portals, new functionali-
ties, allowing people to concentrate on solving specific domain-
oriented problems. The grid portal as a grid problem-solving
environment (GPSE) started to be a more mature concept. Portals
moved from no-domain to single-domain-oriented approach pro-
viding a strong support to the scientific research in several appli-
cations areas. Obviously, natural implications were the increased
scale (thousands) of users (people from the application domain ar-
eas were attracted by the GPSE approach), the simplicity provided
by the nature of the web, new opportunities coming from work-
flowmechanismspromising new frontiers in running complex jobs
on distributed environments [12].

In the meanwhile stable production grid environments with
a particular application, technology or geographic focus (defined
in [13] as Narrow Grids) became a reality both in US and Europe
(i.e. Teragrid and EGEE) giving groups of scientists belonging
to Virtual Organizations, the opportunity to run millions of
jobs on distributed and high performance computing machines.
Consequently, huge volumes of data coming from scientific
experiments, led to new exciting challenges centered around the
word data: management, federation, mining, access, processing,
visualization, etc. A lot of portals started providing a new set of
data-oriented functionalities allowing users to search and discover
distributed and geographically spread datasets, index large data
collections, manage metadata, etc. The data deluge critically
changed scenarios and needs. The transition from the first phase
to the second one led to moving the target from user to service and
the information architecture from data to information, with a strong
interest on metadata management and related services.

The third phase (after 2005, Broad Grid revolution) is character-
ized by a set of competing and different technologies such as grid
middleware, web services, Web2.0 components, etc. Such a rev-
olution impacts novel scientific portals [14] by (i) fostering the
introduction of collaborative, cooperative and people-oriented
functionalities, (ii) leveraging on client side Javascript libraries to
build and compose grid services, (iii) building folksonomies of sci-
entific user communities through social bookmarking, [15], etc. A
community-based approach is definitively moving the target from
service to people and, considering the environment dimension, from
Narrow grids to the novel Broad Grid concept [13].Web2.0 [16] suc-
cess relies on several factors: simplicity and re-usability are two of
the most notable ones.

The simplicity [17] of the approach is very different (and less
standard) from the complex and huge SOA one. WS-* specifica-
tion adoption failed for the complexity and quantity of interfaces.
Simplicity of people-oriented approaches leads to a different scale
of users (millions) as we can easily verify in well-known Web2.0
systems like Facebook, YouTube, Twitter. On the other hand, re-
usability is consistently increased as it can be easily argued by
(i) the higher number of re-usable components online avail-
able [18], (ii) the wide and fast adoption of components in
mashups, like Google Maps, (iii) and its different (most impor-
tant) role in new research projects (an example is myExperiment
proposing use, re-use, repurposing and sharing ofworkflows in the
Web2.0 perspective) [19–21].

In this phase, a wider and semantic integration of resources,
a different target (from service to people) and an increasing need
to infer new knowledge from the large volume of data, lead to
a knowledge-based information architecture. Focusing on people, it
becomes more and more important to understand (and foresee)
users’ desires and needs as well as users’ behavioral patterns.
Moreover, since large communities or groups of people are often
very heterogeneous (talking about scientists we could focus on
the interdisciplinary facet), the needed support should naturally
follow a multi-domain approach (everything is linked). This should
be reflected in the new scientific gateway generation that could
enable a big revolution in eScience by exploitingWeb2.0 approach.
Scientific gateways could drastically change their role and impact,
by providing new community-oriented functionalities, enabling a
stronger collaboration, sharing and interaction among people and
definitively considering people as the big resource.

A schematic representation of the three phases (according
to our multi-dimensional analysis) is depicted in Fig. 1. In the
remainder of this paper, the Climate-G initiative [22], related
architecture and in particular, the Climate-G portal will be
described. Following our schema, a multi-dimensional analysis of
the Climate-G portal will be also carried out at the end of this work.

3. The Climate-G initiative

The Climate-G testbed is an interdisciplinary and unfunded
research project joining expertise in the field of climate change and
computational science. The primary goal of Climate-G is to create
a Virtual Research Environment allowing scientists and policy
makers to transparently and securely perform geographical and
cross-institutional data discovery, access, visualization, analysis
and sharing of climate change and impacts data through the
Climate-G Portal.

Several partners belong to the collaboration; after the initial
phase involving Centro Euro Mediterraneo per i Cambiamenti
Climatici, Institut Pierre-Simon Laplace and Fraunhofer Institut fr
Algorithmen und Wissenschaftliches Rechnen other centers and
institutions such as National Center for Atmospheric Research and
Rensselaer Polytechnic Institute, University of Reading, University of
Cantabria, and University of Salento joined the testbed.
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Fig. 1. Multi-dimensional analysis.

3.1. The Climate-G architectural design

The Climate-G testbed exploits the grid paradigm to manage
widespread and heterogeneous resources distributed across sev-
eral institutions and domains. From an architectural point of view,
the design of the testbed reflects the following classical stack: Fab-
ric, Middleware and User Interface.

– Fabric: it represents the lowest layer, which is the physical
infrastructure.

– Middleware: a set of services acting as a glue. The adopted
services fall in two main categories: general purpose and
domain-based. The former addresses computational and data-
oriented general issues and needs exploiting the distributed
infrastructure. The latter has to provide domain-oriented
functionalities exploiting well-known, widely deployed and
adopted (in the climate change community) services.

– User Interface: a Scientific Gateway represents the access point
to the entire infrastructure and it provides a set of user-
friendly web-based interfaces to transparently, seamlessly and
securely manage collections of data and experiments, storage
and computational resources, users, services, and so forth.

Finally, a fundamental and orthogonal component of this archi-
tecture is security. The system has been secured by design paying
special attention to authentication, authorization, delegation and
communication protection.

3.2. The Climate-G Infrastructure

In this section, the infrastructural choices are described accord-
ing to the architectural design. Main components (see Fig. 2) are
fabric, middleware, user interface and security infrastructure.

3.2.1. Fabric
In our testbed, it is comprised of data, metadata, network,

storages, computational resources.

3.2.2. Middleware
The adopted grid services come from two of the most notable

middleware developments: Globus and gLite.
In terms of data management, the data services exploited in the

testbed are mainly:
Security

Fig. 2. Climate-G Infrastructure.

– gLite Disk Pool Manager (DPM), OPeNDAP [23] and ncWMS
services.While the first one is general purpose (it provides data-
oriented functionalities regardless of data semantic) the other
two can be classified as domain-oriented (delivery of maps,
slicing and dicing of data, are just some examples of provided
functionalities) and are adopted and deployed by the testbed
community.

– gLite DPMs make datasets available through Globus Grid
Security Infrastructure (GSI) [24] enabled interfaces, support
GridFTP as data transport protocol, provide VO-oriented
support and VO-based authorization. Replicas of data stored
on several gLite DPMs can be managed through the LHC File
Catalog (gLite LFC).

– OPeNDAP service moves data across the Internet using existing
and well-understood technologies (based on the HTTP proto-
col).

– ncWMS is a Web Map Service for geospatial data that are
stored in CF-compliant NetCDF files. It is designed to support
interactive browsing of data over the Web and supports OGC
WMS 1.3.0 specification.

Concerning metadata management, Climate-G exploits a dis-
tributed metadata solution (leveraging grid technologies) named
GRelC DAIS [25]. The GRelC DAIS (included in the EGEE RESPECT
Program) enables geographical data sharing, search and discovery
and it is able to manage metadata information held in heteroge-
neous grid data sources.

It exposes a GSI and VOMS (Virtual Organization Membership
Service) [26] enabled interface providing full security support
(in terms of authentication, authorization, data integrity, data
confidentiality and delegation). In the Climate-G testbed,metadata
are stored both in relational databases (Index-DB) and XML
ones (Metadata-DB) and are available through the same grid
enabled web-service-based GRelC interface. While the Index-
DBs contain just key information, the Metadata-DBs contain
full metadata descriptions stored into XML files. Harvesting of
metadata is performed through the GRelC Harvester component
built on top of the GRelC service. Presently, the metadata schema
managed by the GRelC metadata services is compliant with the
ISO 19115/19139 standards. The GRelC metadata services (see
Fig. 3) are P2P [27] connected in a self-monitored and self-
controlled network. Monitoring facilities are also provided by this
service giving the administrators full control of the underlying
metadata system with real time monitoring capabilities, reports
and statistics about the involved resources. Additional details
about the internals of this service can be found in [28].

Finally, with regard to the computational infrastructure, the
Climate-G testbed is nowexploiting the computational and storage
resources belonging to the EGEE NA4 partners involved into the
EGEE Earth Science Cluster activities. Four sites (Fraunhofer-SCAI,
IPSL-CNRS, University of Cantabria and SPACI) provided about
300 CPUs to run post-processing and analysis software. Each site
participates in the testbed with a classical EGEE Farm hosting
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Fig. 3. Grid metadata management framework (GRelC system).
the following components: computing element, storage element
and several worker nodes. The provided infrastructure is basically
IA32-based. Additional resources (about 200 CPUs) are being
provided by the EGEE Project itself (namely seed resources) due
to the interest around the application domain and the scientific
activity.

3.2.3. Security
The Globus Grid Security Infrastructure (GSI) [24] has been

adopted in this testbed as it represents a standard de facto in
the grid projects; X509v3 digital certificates (issued by trusted
EUGridPMA certification authorities) are used to identify users;
a VOMS service manages global authorization at the VO level
whereas Access Control Lists on the service side manage local
authorizations. A wide set of data access policies allows a variety
of capabilities that can be granted or revoked to the users.

Starting from the Climate-G activity, since April 2009 in the
context of the EGEE Project, a new Virtual Organization has been
created to support the climate change community needs. About
100 users joined the VO and more than 85% come from the
application domain.

3.2.4. User interface
The user interface in our testbed is the Climate-G Portal. It is

web-based and Section 4 gives a complete description about it.

4. Climate-G Portal

The Climate-G Portal is the access point to the entire testbed
infrastructure. It represents the scientific gateway of the testbed
and it is intended for scientists and researchers that easily
and transparently want to manage the available climate change
experiments and datasets.

Basically, all of the activities related to the testbed infrastructure
must be carried out exploiting high level web interfaces available
through the Climate-G Portal. This means that all of the involved
actors in the scene (system/portal administrators, scientists, guest
users, data and metadata providers, etc.) have to perform most/all
of their activities through the portal.

Fig. 4 shows the central role of the portal in the Climate-
G infrastructure. Despite the previous general architecture, the
figure highlights all of the interactions between the portal
and the distributed testbed infrastructure. In the following
subsections challenges and requirements, architectural design and
key functionalities will be presented.
4.1. Main challenges and requirements

The Climate-G Portal has to face important and critical chal-
lenges and satisfy and address key requirements. In the following,
the most relevant ones are presented and discussed.
Transparency: the portal has to provide transparent access to the
underlying infrastructure preventing users from dealing with low
level details and the complexity of a distributed grid environment.
Security: users must be authenticated and authorized on the portal
to access and exploit portal functionalities. A wide set of roles is
needed to clearly assign the proper one to each user. The access
to the computational grid must be completely secured, since the
target infrastructure to run jobs is a production grid environment.
A security infrastructure (based on X509v3 digital certificates) is
strongly needed.
Pervasivity andubiquity: the access to the systemmust be pervasive
and ubiquitous. This is easily true due to the nature of the needed
web approach.
Usability and simplicity: the portal has to provide simple, high level
and user-friendly interfaces to ease the access and exploitation of
the entire system.
Coexistence of general purpose and domain-oriented services: along
with general purpose services (file transfer, job submission, etc.),
the portal has to provide domain-based services and functionali-
ties.

Subsetting (slicing and dicing) of data, visualization of 2Dmaps
around a virtual globe, delivery of maps through OGC-compliant
interfaces (i.e. Web Map Service—WMS) are just some examples.
Integrated working environment: the Climate-G Portal must repre-
sent an integrated working environment where scientists can find
huge amounts of data, complete metadata support, a wide set of
data access services, data visualization and analysis tools, easy ac-
cess to the underlying grid infrastructure (i.e. workflow capabili-
ties), advanced monitoring interfaces, etc.

4.2. Portal architecture

In this section we will delve into details of the Climate-G
architectural design, internal components andmodules. The design
of the Climate-G Portal follows a layered architecture comprised
of the following levels: Java CoG, Axis, GRelCJProxy and Climate-G
Portal Presentation Layer.

The Java CoG Kit [29] provides the implementation of Java-
based GSI, gridFTP, myProxy, GRAM client implementations.
Among these functionalities, the concept of grid abstractions
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Fig. 4. A portal-centric view of the Climate-G Infrastructure.
and providers, workflows, and support for portal developers can
be enumerated. However, in the proposed system, Java CoG is
exploited just to provide GSI support.

The Axis level refers to the packages exploited to provide SOAP
messages marshalling and unmarshalling, stubs and skeletons for
the GRelC service and other web/grid services.

The GRelCJProxy relates to the GRelC client side software
developed as Java APIs. It provides all of the functionalities
needed to interact with and manage the GRelC service with a
higher level of abstraction, hiding all the details related to the
grid infrastructure, security and WS paradigm. Some examples of
available methods concern query submission (both synchronous
and asynchronous [30]), user and VO management, logging
support, grid-database management (both relational and XML),
P2P integration query, etc.

The Climate-G Presentation Layer represents the Climate-
G Portal upper layer. Main functionalities, like dataset search,
metadata access exploit the SOA paradigm through the available
interfaces provided by the GRelC DAIS service. As stated before,
in the Climate-G context the GRelC DAIS works as metadata
management service, providing metadata harvesting capabilities
and allowing user to search and discovery data as well as manage
metadata in grid.

Moreover, to simplify user-portal interaction, parts of the func-
tionalities provided by this layer are composed as a mashup of
functionalities coming from different sources, according to the
Web2.0 paradigm.

Inmore detail we integrate in our portal service, APIs, interfaces
and tools like:
– GoogleMaps APIs: to allowuser to select a specific geographical
area of interest and to show geo-referenced data;

– Godiva2 interface [31]: it displays 2D maps (and animations)
and also exports maps for display on the Google Earth virtual
globe.

– THREDDS: to enable experiments and datasets browsing via
web;

– Integrated Data Viewer (IDV): to visualize data through a Java
Web Start Application available from Unidata/UCAR;

– OPeNDAP: to make data available via HTTP and to seamlessly
give users access to data in a variety of different formats. Dataset
access form, dataset data structure and dataset attribute
structureweb pages have been easily integrated into the portal;

– GRelC Proxy Init: it allows users to generate a valid grid proxy
(bothwith andwithoutVOMSextensions) byusing a simpleGUI
available as Java Web Start Application. Consequently, no GSI
Command Line Interface (CLI) needs to be installed on the client
side to use and access to the portal. This component comes from
the GRelC Portal [32].

From a technological point of view the Climate-G presentation
layer exploits JSP/Servlet.Moreoverwe chose and adopted AJAX, as
communication paradigm between the pages and the web server,
and JQuery as library and programming model to introduce a
higher level of dynamicity, simplify the portal usage and improve
re-usability.

Benefits connected with this approach concern with the in-
creased web page’s interactivity, speed, functionality and usabil-
ity. Cascading Style Sheets (CSS) to separate the stylistic elements
of a page from the content and Javascript-based client side input
validation are also widely adopted.
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Finally, the entire system is managed by a Tomcat container
version 6.0.20.

4.3. Portal functionalities

The main features currently available on the Climate-G Portal
are mainly related to the search functionalities. Through the
portal the users can perform data search and discovery of climate
datasets, browsing and searching through the available climate
change experiments and projects.

A key non-functional requirement is simplicity, that has been
addressed in the Climate-G Portal by means of user-friendly and
highly interactive search interfaces able to help people from
different domains to easily and quickly search, find and access to
the relevant data.

In more detail the user can:

– search data via three different search pages;
– filter available datasets by project, by experiment, by variable

and by geographical and temporal extent;
– view metadata related to dataset, experiment or project;
– visualize datasets exploiting functionalities provided by Go-

diva2 Interface and IDV;
– download datasets from different data sources and via different

protocols (i.e. HTTP).

To ease the data search and discovery, the Climate-G Portal
provides three different types of search (base, advanced and direct
dataset search) with different capabilities and filters.

The base search is the simplest and direct way to search for
a dataset. In this case the user has to choose a set of projects,
filter the related experiments, pick up a specific experiments
and related datasets. Using advanced search the users can filter
projects and experiments specifying keywords, temporal extent
and geographical extent of the needed datasets.

Finally direct dataset search interface allows users to filter
dataset specifying a particular variable (air pressure, sea surface
temperature, etc.).

The user can specify the target of each search choosing a
metadata server or the harvester. The first option allows to search
across the datasetsmanaged by a specificmetadata server (a single
GRelC DAIS); conversely the second one allows to search across all
of the available datasets (managed bymultiple GRelC DAIS servers)
by querying just the harvester.

Once the user discovers a dataset, she can carry out (via
the portal) several actions such as dataset download, subsetting,
visualization, etc., leveraging on functionalities developed in the
context of the project or available through external components
like Godiva2 and IDV.

The Climate-G Portal provides another important functionality,
that is the monitoring system. Since search queries can be
distributed across several GRelC DAIS servers, it becomes strategic
to monitor the status of the different servers involved in the P2P
network of GRelC DAIS. For this reason, by means of a specific
monitoring page administrators can know exactly the current
status of each GRelC DAIS server in the P2P network, close relations
of each server, their geographical location, the supported VOs, the
grid-databases handled by each server, site specific information
(site-name, contacts, etc.).

To get access to the portal the user has to login. The login
procedure requires that the user has to upload on the portal a valid
X509v3 proxy file and she must have a valid grid certificate loaded
into the browser.

The certificate is used to authenticate the user, while the proxy
will be used by the portal (on behalf of the user) to carry out search
and discovery activities on the GRelC DAIS servers as well as on the
harvester, to submit jobs on the EGEE grid, transfer files from grid
storages, etc.
The portal access control system leverages on a Role-Based
Access Control (RBAC) [33] mechanism that involves the use of
filters to protect the different pages and functionalities. Thanks to
this approach we can handle several types of user, each one with
specific capabilities related to the pages that they can access to or
actions that they can accomplish.

We can define at web page, action or button levels a minimum
capabilities mask, such as a bitmap representing a set of
permissions that a user must have to (i) gain access to a specific
web page, (ii) perform a specific action or (iii) view a specific object
(e.g. button).

Portal administrators can grant and revoke security roles
assigning the right privileges to each user (full admin, data
provider,metadata provider, banned, are just some examples). A role
represents a set of capabilities. During the login phase the system
reads the user role from the catalog and creates the related user
capabilities mask. When a user tries to access a web page or to
accomplish a specific action the associated filter verifies that the
user capabilities mask matches the minimum capabilities mask
needed to access to the page or to perform the action. Moreover,
when a web page is created during a specific user session, the
system verifies for each object loaded into the web page that the
user role contains the minimum capabilities needed to see it. This
means that objects are dynamically loaded (or hid) into the web
pages according to user privileges.

5. Climate-G Portal: a multi-dimensional analysis

An analysis of the Climate-G Portal (see Fig. 5) can be performed
according to the nine dimensions reported in Section 2.
Domain: the Climate-G Portal is devoted to several application do-
mains. For instance available and registered data comes from at-
mospheric, oceanographic and impact (i.e. on economy) scientific
groups.
Class of users: the Climate-G class of users is an interdisciplinary
community. Economists, scientists in the atmospheric and oceano-
graphic domains, numerical research team and computational sci-
entists represent some of the most relevant groups of users.
Target: community-based functionalities are not yet integrated
into our gateway. Anyway, future releases will be more targeted
on people. Right now main target of the portal is the service.
Scale: the scale of users is today low. As stated before, since
April 2009, about 100 users registered the portal. We expect to
increase the number of users by (i) increasing the volume of
data available through our system, (ii) adding new functionalities
more targeted on people and enabling community-based activities
(sharing of experiments, best practices, user workspace, etc.)
centered around climate change topics, (iii) providing new and
high quality tools directly accessible through the portal and
strongly exploiting client side capabilities and (iv) working on
different authentication mechanisms and security infrastructures
solutions as grid certificates represent a strong barrier to attract
new users [34].
Environment: the environment of the testbed is the EGEE Produc-
tion grid, that is a notable example of Narrow Grid.
Information architecture: the information architecture is now
centered on information. Metadata management is a key point
addressed by the GRelC service and a lot of functionalities are
already available through the portal.
Re-usability: this is a key point we aim at addressing with better
results by strongly following a Web2.0 approach. The current
re-usability level can be considered at a medium level (server
side functionalities provided through SOAP-based services). In the
future Climate-G APIs will be available to developers allowing
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Fig. 5. Climate-G Portal multi-dimensional analysis.

them to integrate, e.g., climate search capabilities in their own
portal.
Technology: the Climate-G implementation is characterized by Java
servlets and fast adoption of components in mashups, like Google
Maps. A stronger adoption of Web2.0 components is already part
of our future developments.
Simplicity: the approach is simple from a scientist point of view,
but simplicity cannot be considered so high if the final target is a
wider user community.

6. Conclusions and future work

This paper focused on the Climate-G Portal, highlighting and
discussing both the context (the Climate-G testbed) and the main
requirements, challenges, architecture and key functionalities.

The paper also proposed a multi-dimensional schema based
on nine dimensions (target, domain, class of users, technology,
scale, environment, software re-usability, information architecture
and simplicity) identifying important milestones related to three
main phases discussed in this work: Pioneeristic era, SOA vision,
Broad Grid revolution.

Finally, amulti-dimensional analysis of the Climate-GPortal has
been presented according to the schema proposed in this work.

Future work will relate to some Climate-G Portal extensions in
terms of workflow capabilities and community-oriented function-
alities. Following the Web2.0 paradigm, particular attention will
be paid to the Climate-G Portal APIs in order to release them in the
near future. A refinement of the proposedmulti-dimensional anal-
ysis will be part of our future work.
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