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a b s t r a c t

Optimal design and management of DH networks require numerical models for simulating the physical
behavior of the network in various operating conditions. DH network models usually rely on the physical
description of the fluid-dynamic and thermal behaviours. The use of physical models can represent a
limitation in various cases: a) when extended networks are considered (several thousands of nodes); b)
when multiple simulations are required in real-time; c) when multi-energy networks are optimized. In
these cases, compact models are preferable.

This work aims at presenting the compact model for fast simulation of thermal transients. The model
preserves the reliability of a physical model because it solves the mass and energy equation. Only the
momentum equation is simplified in order to overcome complexity related to the iterative solution of
mass and momentum equations, which are coupled.

Results of the application to a real network show that the proposed methodology significantly reduces
computational costs with respect to a complete physical model, with small impact on the accuracy. The
approach is suitable for being used in combination with other network models (gas, electricity) and with
models of other energy infrastructures, such as plants, storage units or energy conversion systems.
© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

District heating and cooling (DHC) is becoming a pillar of energy
efficiency and decarbonization, because of the possibility of inte-
grating renewable sources [1e3], waste heat [4e6] and highly
efficient plants [7,8] for house heating/cooling and domestic hot
water production. This technology is particularly convenient in the
case of densely populated areas [9,10], where the advantages
related with efficient heat production are larger than the distri-
bution losses.

Network modelling is a crucial aspect related to the manage-
ment of DHC systems. This is because:

� thermal transients are not negligible, especially in large net-
works, and should be taken into account for planning smart
management of DHC systems;

� thermal losses may significantly affect the temperature distri-
bution in the network, particularly in the case of low thermal
loads;
Ltd. This is an open access article u
� mass flow distributions vary considerably, depending on the
thermal demand, the position of the operating plants and the
pumping strategy.

DHC models are thus necessary in order to quantify which are
the effects on the overall system efficiency of:

1. Changes on the management of energy conversion units [11,12] and
pumping systems [13,14]. Changes in pumping strategy have
been shown to affect primary energy saving about 1% of the
primary energy required to a DHC system [13,14]. Production
units should be properly selected based on their availability and
instant production costs.

2. Impact on storage installation/location. Location of storage in
strategic areas can increase the overall system efficiency and
allow connecting further buildings at the network by over-
coming limitations due to the pipeline diameters [15].

3. Demand response application. This concerns the change in the
thermal request profiles of the buildings in order to modify the
overall request. Application of virtual storage has been shown
being successful for the reduction of the thermal peaks, by
providing cuts from 5% to 25% and primary energy saving be-
tween 3.5% and 5%, in the cases of small and more advanced
changes, respectively [16e19].
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4. Exploitation of the pipeline thermal inertia. Smart management of
the network operations enable the exploitation of the thermal
inertia of the vector carrier inside the pipeline as a storage
system [20e22].

5. Modifications of the network topology. These are mainly due to
modifications of the pipeline design [23e25], or connection of
additional buildings [26] to the DHC system.

6. Effects of failure events. It has been shown in Ref. [27] that a
different management of the pumping system and plant oper-
ations provides significant reduction of the effect of pump fail-
ure and pipe leakages in DH networks.

The modelling approaches used for DHC networks can be
grouped into physical and black box approaches.

The latter consists in creating a function (or combination of
functions) by data interpolation. These are usually experimental
data but also data obtained by physical model simulations. The
strength of this type of model is the low computational time
required to obtain solutions. Nevertheless, black box approaches
are not suitable for predicting the network behavior in conditions
not available in the dataset because lower accuracy might be ob-
tained in the case an extrapolation is required. This reduces their
range of applicability.

Physical models consist in the definition and the solution of
physical problems on a computational domain, in a certain period.
Physical models rely on the topological description of the network
(connection between nodes and branches, locations of plants, user
and pumping stations, etc.); these provide mass flows, pressures
and temperature distributions within the network. Both of them
require the prediction of the DHC system thermal demand [28].

Concerning DHC network models, various approaches have
been proposed in the literature [29e31]. The main limitations
related with the use of thermo-fluid dynamic models is due to the
high computational time required to solve the physical problem.
The issue of high computational costs arises for two main reasons:

� Circulation of the water within the network is evaluated
through solution of mass and momentum conservation equa-
tions. These are particularly time consuming because of the
non-linearities and therefore a guess and correction method
must be used;

� The problem is usually applied to large computational domains.
In case of DHC systems, the domain often refers to the entire
network, which might be easily composed of various hundreds/
thousands nodes. This is also the size of the equation set to be
solved.

Reduction in the computational cost can be obtained by acting
on one of the two above mentioned points.

Concerning the second point, two aggregation methods have
been proposed: the German aggregation method [32] and the
Denmark aggregation method [33]. These two methods have been
compared in Ref. [34]. They aim at simplifying the network topol-
ogy, by consequentially deleting nodes and branches of the
network. In the end, an equivalent network results. The equivalent
network has a thermo-fluid dynamic behavior as similar as desired
to the real network. The main limitations of these approaches is
related to their use for transient problems in looped network.

In Ref. [35], an approach that allows reducing the computational
costs by splitting the computational domain into parts has been
proposed. It works by solving the thermo-fluid dynamic problem
separately for the various parts of the network by using an
appropriate matching of boundary conditions. It allows to consid-
erably reduce the computational cost and enable the possibility of
using physical models also for very large systems (several
thousands of branches).
In the present paper, a newmethodology to keep the advantages

of a physical model but reducing the computational cost is pro-
posed. The approach acts on an alternative evaluation of the cir-
culation of water within the pipelines. This is done by using the
following approach:

� Water circulation within the network loops is computed
through a black box approach, which takes into account the
operating plants and the pumping station management;

� Thermal transients and mass flow distributions are obtained by
solving conservation equations for mass and energy, i.e. by a
physical approach.

The main strength of this work is to overcome the physical so-
lution of the water circulation within the network by solving mo-
mentum conservation equations, which is very time consuming.
Nevertheless the physical solution of mass and energy equations is
preserved.

This leads to significant reductions of computational costs.
However, some limitations exist. In fact, it is not possible to use this
approach to study the installation of new plants or modifications in
the network topology. In contrast, the approach can be successfully
used for optimal management of storage units and thermal plants
and for the analysis of demand response applications (virtual
storage). In these cases, an optimal selection of the plant loads is
crucial to increase the DHC system performances [36,37]. This is
particular important when networks are fed with renewable
sources, waste heat and heat pumps [38e40], and when are
equipped with thermal storage systems [41e43].

In Section 2, a general physical problem for DHC network is
described and the limitations related to the high computational
cost are discussed. In Section 3, the innovative approach proposed
in this paper is described. The test case is shown in Section 4. In
Section 5, the results of the of fluid-dynamic and thermal analyses
obtained comparing the compact approach and the full model are
presented in terms of accuracy and computational cost.

2. General description of physical models for DHC networks

Physical description of DHC networks is usually made relying on
one dimensional models, considering the main direction of water
flow within the network pipelines. The network topology can be
easily described by using a graph approach [44]: each pipe of the
network is considered as branch starting from a node, the inlet
node, and ending in another node, the outlet node. The connection
between nodes and branches is obtained though the incidence
matrix A. This matrix is composed by as many rows as the number
of nodes and as many columns as the number of branches. A gen-
eral element of the matrix, Aij, is equal to 1 or -1 if the branch j
enters or exits the node i and 0 otherwise.

The thermal fluid-dynamic model usually used for DHC net-
works includes the mass and energy conservation equations
applied to all the nodes and the momentum conservation equation
to all the branches. Water can be considered as an incompressible
fluid and thermal conduction along each pipe is usually neglected.
A general description of a physical model for DHC network is pro-
vided hereafter:

� The mass balance equation, in matrix form, allows evaluating
the mass flow rates in each branch

G ¼ gðA;GextÞ (1)

where G is the vector including the mass flow rates in branches and
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Gext the vector of the mass flow rates exiting the nodes towards the
extern. The latter has non-zero terms at the buildings and at the
plants when an open network is considered, i.e. the supply network
or the return network only.

� The steady-state momentum conservation equation can be used
to evaluate pressures in the nodes:

P ¼ p
�
A;G;N;Dppump

�
(2)

where N includes the characteristics of the pipeline (sections S,
diameters D, lengths L, friction factor coefficients f, friction factors
for concentrated losses b and global heat transfer coefficients U)
and Dppump represents the pumping rise provided by the pumping
stations located along the network.

Equations (1) and (2) are coupled because of the dependence of
the pressure vector P on the mass flow rate vector G. In particular,
the relation between P and G is nonlinear, as pressures depend on
the square of mass flow rates, as can be seen in the extended
equation provided in Table 1. Therefore, an iterative approach is
required. Here a SIMPLE (semi implicit method for pressure linked
equation) algorithm [45] is used, which is particularly suitable for
solving Navier Strokes equations.

Momentum equation is usually written in steady state form
because pressure perturbations travel the network at speed of
sound, therefore the effects vanish in much smaller time than the
time step used for the thermal transient solution.

� The energy conservation equation in a matrix form is:

TðtÞ ¼ t ðG; Tðt� 1Þ;N; TenvÞ (3)

The energy equation is written in transient form because the
thermal capacity cannot be neglected and the temperature per-
turbations travel the network at the speed of fluid.

Table 1 reports more in detail a physical model for the simula-
tion of DHC networks [35]. The table also indicates the type of
problems, the adopted approximations and the solution methods.
Table 1 also shows the computational time required in order to
solve an iteration of the problem for a network of 500 nodes (which
corresponds to a medium size transport network). Cost appears
quite low, but it is worth considering that they refer to a single
iteration, while the mass, momentum and energy equations must
be solved at each time steps. If the analysis of an entire day is
required and a time step of 5min is considered, the problem
Table 1
DHC network model details.

Mass conservation equation Mom

Extended form
P

Gin �
P

Gout ¼ Gext ðpin

Dppu

Function form G ¼ gðA;GextÞ P ¼
Matrix form A$Gþ Gext ¼ 0 G ¼
Unknowns G vector with mass flow rates in each

branch
P ve
in ea

Type of problem � steady state
� nonlinear coupled problem

Approximations � Water considered as incompressible
� Velocity changes within a single pipeline neg
� The gravitational term in the static pressure

Solution Method Simple algorithm
Computational cost (for a 500 nodes

network, 1 iteration)
About 2 s

Computational cost (for a 500 nodes
network, 1 day)

About 10min
solution takes about 10min. This time can be considered as
acceptable for simulation purposes but there are applications in
which this is not. Some examples are: a) optimizations, especially
using heuristics approaches; b) multiple simulations for sensitivity
analysis; c) analysis of possible actions to be performed in the case
of malfunctions. Furthermore, in the case of large networks the
computational cost dramatically increases, as indicated in Fig. 1.
3. Compact model description

3.1. Overall approach

Because of the large computational cost, it makes sense to
develop methodologies which allow solving the problem within a
reduced time.

Table 2 reports a summary of the equations to be solved in case
of looped and tree-shaped network and when pressure distribution
is required or not. When the aim is the evaluation of the thermal
load or the temperature and mass flow distributions, knowledge of
pressures is not strictly necessary. In the case of three-shaped
networks, temperatures and mass flow rates can be obtained
without solving the momentum equation. The latter can be solved
in a post-processing mode, i.e. a sequential way which is much
lighter than the solution of the entire equation set at once. In the
case of looped networks, the solution of momentum equation is
mandatory in order to evaluate the fluid circulation within the
loops. This problem requires the implementation of an iterative
approach because of the non linearities.

The main focus of this paper is an investigation on an alternative
way to evaluate the water distribution in looped networks avoiding
the solution of themomentum equation. An equivalent tree-shaped
network is built by eliminating one branch per each loop. Thewater
circulating the loops is computed by means of a black box model,
which is trained with the results of simulations performed solving
the full model or with measurements. These two steps are
described in Sections 3.1.1 and 3.1.2.
3.1.1. Equivalent tree shaped network
The mathematical relation between nodes and branches in a

network is expressed through the Euler's formula, reported in (4):

l ¼ n� bþ s (4)

where l is the number of loops, n the number of nodes, b the
entum conservation equation ENERGY CONSERVATION EQUATION

� poutÞ ¼ 1
2

f
D
L
G2

rS2
þ 1

2

X
k

bk
G2

rS2
�

mp

vðrcDTÞi
vt

DVi þ
P
j
cGjTj ¼ UTOT ðTi � TenvÞ

pðA;G;N;DppumpÞ TðtÞ ¼ tðG;Tðt� 1Þ;N;TenvÞ
Y$AT$Pþ Y$Dppump M _Tþ KT ¼ g

ctor with pressures
ch node

T vector with temperatures
in each node
� transient
� linear problem

lected
� Conduction along the pipelines is

neglected

solver for linear equation system
About 1 s

About 4min
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Fig. 1. Computational cost for solving mass and momentum conservation equation in DHC networks.

Table 2
Summary of the problem to be solved for different case of network types and requirements.

Tree-shaped

network

Looped network

Pressure
distribution

required

� mass conservation equation
� momentum conservation equation
� energy conservation equation

� mass conservation equation
� momentum conservation equation
� energy conservation equation

Pressure
distribution

not required

� mass conservation equation
� momentum conservation equation (not required)
� energy conservation equation

� mass conservation equation
� momentum conservation equation (required for the evaluation of circulating flows in

the loops)
� energy conservation equation

Fig. 2. a) looped network b) equivalent tree-shaped network.
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number of branches and s the number of interconnected systems,
which is 1 in case of a single DHC network.

From this relation it is clear that, starting from a looped
network, it is possible to obtain a tree-shaped network by reducing
the number of branches, without compromising the number of
nodes and the number of interconnected systems. Therefore, the
procedure requires that:

1. One branch for each loop is eliminated; the branch elimina-
tion does not affect the number of nodes nor the number of
interconnected systems. This is indicated in Fig. 2b, which reports
the creation of the equivalent three shaped network for an original
network with 3 loops (2a);

2. The mass flow rate flowing the deleted branch is imposed as a
boundary condition to the two end nodes of the branch. In partic-
ular an exiting flow is imposed in the inlet node of the examined
branch and an entering flow is imposed in the outlet node of the
examined branch (red arrows in Fig. 2b). The imposed mass flow
rates are determined using the approach presented in the next
section.

3.1.2. Evaluation of the mass flow circulating the loops (additional
boundary conditions)

Once the equivalent network is build it is necessary to evaluate
the mass flow circulating each loop. These are the additional
boundary conditions of the systems. In the case no changes in the
pumping strategy and in the network topology (including pipe
closures due to malfunctions) are operated, the mass flow circu-
lating each loop is only dependent on themass flow rates processed
at each thermal plant. The latter is a known piece of information
during operation, since it is dependent on the thermal power
supplied by each plant, which is part of the set of free variables in
an optimal management problem. In this work, a regression model
is used in order to relate the mass flow circulating the loops and the
mass flow processed at each thermal plant. This is expressed as
reported in eq. (5).

Gext add ¼ B$Gplant (5)

Gext_add is the vector including the additional mass flows in the
branches deleted, B is the regression coefficient matrix and Gplant is
the vector including the mass flow rates processed at the various
plants. The terms in B are obtained through linear interpolation of
data obtained from measurements or full simulations. By the
additional boundary conditions evaluated through (5) it is possible
to easily solve energy and mass flow equations for tree shaped
networks. This procedure significantly reduces the computational
costs of the thermal fluid dynamic model but does not provide the
pressure distribution along the network, since the solution of the
momentum equation is overcome. Indeed the mass and energy
conservation equation in the equivalent tree-shaped network are
solved with the aim of calculating temperature and mass flow
distributions in all the branches of the network using a physical
approach.

3.2. Procedure implementation

A schematic of the overall procedure is presented in Fig. 3. The



Fig. 3. Schematic of the model.
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procedure includes the two steps previously discussed in Section
3.1.1 and section 3.1.2 and the various preprocessing stages.

At first, it is necessary to test if the DHC network analyzed in-
cludes some loops. If no loops are included, the momentum
equation can be automatically overcome and the solution of energy
and mass conservation equations can be directly obtained (from
STEP 1 to STEP 5).

If the networks is looped, it is necessary to find the set of
branches which constitute each loop. This is mandatory because
the model should automatically open each loop in order to obtain
the equivalent tree-shaped network. The list of branches consti-
tuting each loop is done by an iterative search. A routine is used to
move along the network pipelines from a node to the consecutive
one, starting from a thermal plant. The routine uses the incidence
matrix. During the movement along the network, the list of
branches in each path are stored in a vector. When a node is
encountered twice, all the branches within the first and the second
passage constitute a loop (STEP 2). Once the loop is found, one of
the branches constituting the loop is randomly selected and is
deleted, so that the loop is eliminated (STEP 3). This search is
performed as many times as the number of loops included in the
network.

Once the equivalent network is created, the additional boundary
conditions are evaluated (STEP 4). This is done by means of the
regression model, as discussed in Section 3.2.

The additional boundary conditions (Gext_add) are included in
the vector Gext, which becomes Gext_mod (as indicated in Table 1),
while a different incidence matrix is created, excluding the deleted
branched (Amod). By using Amod and Gext_add it is possible solving
the mass equation (STEP 5) to evaluate the mass flow rates in each
branches of the tree-shaped network, by:

Amod$Gtree shaped þ Gext add ¼ 0 (6)

The vector G including the mass flow rates of the initial looped
network is obtained by including into Gtree_shaped, the additional
mass flow included in Gext_add.

Once mass flow rates in each node of the looped network are
known, the energy equation is solved for the looped network; no
differences in computational cost exist between tree-shaped and
looped network, as the number of nodes is the same (STEP 6). This
provides temperature distribution within the network pipelines.
4. Test case

The Turin network is selected as the test case for this new
methodology. This is the largest network in Italy and one of the
largest in Europe. The entire network pipeline is about 2500 km
long; it includes more than 60000 nodes. The maximum thermal
power request is over 1.3 GW, while the annual thermal request is
2000 GWh. Heat is produced in four thermal plants located in
different areas of the network. There are 3 cogeneration groups, 4
groups of heat-only boilers and 3 groups of storage tanks, located in
different areas of the network. The network supplies 5500



Fig. 4. Schematic o Turin transport line. In red the main loops.
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buildings for a total volume of 56 million m3. A schematic of the
network is provided in Fig. 4. Water supply temperature is kept
almost constant to about 120 �C during winter season.

DH networks can be considered as composed of two parts: the
transport network, which is the portion of pipeline with large di-
ameters linking the plants to the various areas, and the distribution
networks, each linking the transport network to the buildings
within the area. The nodes connecting the transport line to each
distribution networks are also called barycentres. In the Turin
network, there are 182 distribution networks. More details on the
Turin network can be found in Ref. [35]. The methodology pre-
sented in this paper is applied to the transport network. This is
70 km long and it includes 9 loops, which allow limiting possible
effects of failures as well as to allow better flow distribution and
reducing pumping costs.
5. Results

5.1. Regression model

The regressionmodel based on themass flow rates processed by
each thermal plant is an interesting alternative to the solution of
the momentum equation because of the lower computational cost.
Fig. 3 shows the mass flow circulating in the nine loops of the test
case. Results obtained by means of the full model (consisting in the
solution of the momentum and continuity equations) and the
compact model (based on the regression model) are compared.
Various scenarios in terms of thermal loads have been considered
in the analysis (from 30%, to 100%) in order to examine the network
in different conditions. Fig. 5 shows that mass flow rates evaluated
with the two approaches are very similar in all the considered
scenarios. This means that the compact model correctly detects the
circulation of the flow within the pipelines.
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The performances of the compact model are detailed in Fig. 6.
The figure reports the relative error in the mass flow rate evalua-
tion, calculated as:

erri ¼
Gloopi full � Gloopi compactPnloops

i¼1 Gloopi full

(6a)

This allows taking into account the magnitude of the relative
error which is evaluated. In fact, in case of very lowmass flow rates
circulating a loop, the impact in the water circulation is very low
although the relative error is high. Errors are lower than 5% for all
the scenarios analyzed. This result is encouraging for the use of
linear model to compute the circulation of mass flows in looped
network.
Fig. 7. Mass flow rate distribution [kg/s] in al
5.2. Fluid dynamic results

In this section, results in terms of mass flow rates in the entire
network are reported. Errors on the mass flows within the network
indicate the effects of the errors made in the evaluation of the mass
flow circulating the loops (Figs. 5 and 6) on water circulation. Fig. 7
shows the mass flow rate circulating within the transportation
network in various scenarios. Results are reported for four of the
eight scenarios previously considered (40%, 60%, 80% and 100%) for
sake of simplification. Results obtained by both full and compact
approaches are reported. Mass flows entering the network in the
nodes corresponding with the thermal plants noticeably increase,
while increasing the thermal load. This is can be noticed in case of
mass flow entering the southern and northern branches (the
l the branches of the transport network.
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Moncalieri and Torino Nord thermal plants, respectively). Mass
flow rates predicted with the two approaches are very similar in all
the branches of the network and for all the scenarios, with no
significant differences, as shown in Fig. 4.

Fig. 8 reports the absolute error obtained in the mass flow
evaluation through the compact model; this has been reported in
all the branches of the network, for all the scenarios considered.
The maximum deviation is 36 kg/s. This value is very low when
compared with the mass flow rates circulating the network, which
reaches about 2000 kg/s in the largest pipelines (Fig. 7). The
average error, considering all the pipes in all the scenarios, is about
4 kg/s. This is about 0.1% of themaximummass flow rate circulating
in a branch of the network and 1% of the average mass flow rate
circulating in the branches.

Fig. 9 shows the error made in the mass flow rate evaluation by
using the compact model when compared to the full model in all
the pipes of the network. Results are sorted in ascending order.
Fig. 9 shows that the errors are mainly lower than 0.1 kg/s. The
horizontal lines represent the absolute error of 10 kg/s and 50 kg/s,
respectively. All the errors in all the scenarios are lower than 50 kg/
s. On average, errors are lower than 10 kg/s in 70e90% of the
branches for the various scenarios.
Fig. 8. Absolute error in the evaluation of ma

Fig. 9. Absolute error in the evaluation of ma
Concerning the computational cost, for the considered network
the full model requires about 2 s for computing a time step on a
single 3.3 GHz CPU. For the same network an iteration of the
compact model requires about 0.0015 s. Ratio between the
computational time is thus about 10�3. Comparisons between
computational costs required by the full and the compact model for
networks with different dimensions (as a function of the number of
nodes) are reported in Fig. 10. Computational cost saving is about
99% for all the network sizes (it reduces of two orders of
magnitude).
5.3. Thermal results

Temperature distribution in the network nodes are reported in
Fig.11. The temperature in the upper part of the figure are evaluated
relying on the mass flow rates are calculated with the full model.
The temperature in the lower part of the figure are evaluated by
means of the mass flow rates calculated with the compact model.
As for the mass flow comparison, results are reported for four of the
eight scenarios previously considered (40%, 60%, 80% and 100%) in
order to easier visualize them.

Temperature values are higher near the power plants, while
ss flow [kg/s] in the transport network.

ss flow [kg/s] in the transport network.



0.001

0.01

0.1

1

10

100

1000

10000

100000

500 1000 2000 5000 10000 15000 20000co
mp
ut
at
ion
al
tim
e
[s
]

number of nodes

FULL COMPACT

Fig. 10. Computational cost comparison.
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these reduce by moving away from the thermal plants. This is can
be noticed in the nodes near Moncalieri and Torino Nord thermal
plants, which are respectively on the north and south of the
network. In case of very low mass flow rates, temperature tend to
dramatically decrease. For this reason some nodes, where mass
flows exceed the minimum limitation, are not plotted in the figure.

Results show that temperature values are quite similar in case of
mass flow rates calculated with the full model and the compact
model. Observing the various loops, it is possible to notice that no
significant differences occur in each node of the network and in the
various scenarios.

Fig. 12 shows the absolute errors computed in the scenarios
plotted in Fig. 9. Maximum deviation occurs in scenario 30%;
maximum value is around 3 �C. This value is obtained in the
branches where the mass flows are very low and the thermal losses
varies although themass flow variation is small inmodule. The only
areas where the errors are higher than 1 �C is the center/east area
for the scenario 30%. This area is an industrial site that is no more
connected to the DH and only few buildings in the area require
heat. In this area, mass flow rates are low (see Fig. 7) and thermal
losses (and consequently temperatures) vary significantly when
mass flow rates slightly modify. The average absolute error is
0.07 �C. This value is negligible for the considered application and it
clearly prove that the approximation deriving from the use of the
compact model on the thermal distribution is quite low.

6. Conclusions

The present paper provides a compact physical approach for fast
modelling of the fluid dynamic and thermal problems in DH net-
works. The model relies on the main strengths of both physical and
black box approaches: the circulation of the mass flows in the loops
is performed by using a regression model, avoiding the time
consuming iterative solution of momentum equation, while mass
flows and temperatures are evaluated by solving the continuity and
energy equations. These allow obtaining mass flow rate and tem-
perature evolutions in all the nodes of the network with reduced
computational resources.

The model is based on two main ideas:

� an equivalent tree-shaped network is created instead of a loo-
ped network. This allows overcoming the necessity of solving
the momentum equation.

� water flow rates in the eliminated branches are calculated
through a black box approach. A linear model is adopted in this
paper. Coefficients are obtained through solution of the full fluid
dynamic problem or through measurements. Alternatively non-
linear polynomials or artificial neural networks can be used.



Fig. 12. Absolute errors in the temperature [�C] in the transport network.
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This process avoids high computational costs required to the
solution of the continuity and momentum equations, which
coupling generates a non-linear equation set.

The approach has been tested to the Turin transport network. A
detailed comparison between the full model (including the mo-
mentum equation) and the compact model is proposed. In partic-
ular the following results are presented: a) comparison of the mass
flow rates circulating the loops, b) comparison of the mass flow
rates in all the pipes of the network c) comparison of the temper-
atures in all the pipes of the network. The compact model well
detects the water distribution in the loops of the network and the
effects of the errors in the evaluation of the other mass flow rates
within the network are negligible.

The computational cost to solve the fluid-dynamic model (full
model) applied to the entire network is reduced by three orders of
magnitude, which makes the approach suitable for optimizations
and multi-scenario simulations, as well as for the analysis of very
large networks.
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Nomenclature

A incidence matrix
B matrix of linear interpolation coefficients
b branches number
c specific heat, J/(kg K)
D pipe diameter, m
f distributed friction factor
G mass flow rate, kg/s
G vector of mass flow rates
Gext vector of mass flow rates extracted from nodes
k thermal conductivity, W/(mK)
K stiffness matrix
l loop number
L pipe length, m
M mass matrix
n node number
N matrix of network characteristics
p pressure, Pa
P pressure matrix, Pa
P vector of pressures
s subsystem number
S pipe section, m2

t time, s
T temperature, �C
T vector of temperatures
U pipe transmittance, W/kg K
V volume, m3

Y fluid dynamic conductance, kg/s/Pa
Y matrix of fluid dynamic conductances

Greek symbols
b localized friction factor
Dppump: pressure rise in pumps, Pa
g known term in the energy equation
r density, kg/m3

t time, s
F heat flux, W

Subscripts and superscripts
env environmental
in inlet
out output
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