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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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Abstract 

The improvement of reliability, durability and availability of fuel cell systems represents a key factor for their mass-market 
deployment in several application areas. The development of advanced algorithms oriented towards fuel cell system monitoring, 
diagnostics, prognostics and control can significantly reduce the incidence of degradation mechanisms and faulty events on fuel 
cell performance and durability. Therefore, a valuable increase in system efficiency and lifetime can be achieved by proper design 
of such algorithms, especially for applications working under highly variable load profiles. The present work deals with the design 
of a model-based control algorithm aimed at mitigating degradation effects on a Polymer Electrolyte Membrane Fuel Cell (PEMFC) 
system. Such an algorithm embeds cell degradation models, describing Ostwald ripening and Platinum dissolution mechanisms, 
which affects the cell Electrochemical Surface Area. The control algorithm is developed aiming at PEMFC durability improvement, 
while ensuring user power request, and its performance is evaluated in simulated environment addressing stationary power 
generation applications with variable load profile and comparing the cell degradation decay under different control strategies.  
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1. Introduction 

Polymer Electrolyte Membrane Fuel Cells (PEMFCs) are considered one of the most promising power generation 
systems, based on non-fossil fuels, capable of providing electric power for automotive, portable, backup and remote 
applications [1]. Nevertheless, their high production costs and reduced durability (with respect to conventional power 
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systems, such as internal combustion engines) are currently limiting their mass-market deployment. The main causes 
restraining PEMFC lifetime are substantially related to the several degradation mechanisms the cell is subject to, such 
as polymer membrane chemical, mechanical and thermal degradation, catalyst dissolution, coarsening and 
coalescence, carbon corrosion, etc. [2]. Several authors discuss about degradation mitigation, such as Abbou et al. [3], 
who tested different purging and cooling strategies to reduce cell degradation due to fuel starvation and catalyst loss. 
Also Jia et al. [4] investigated mitigation strategies to reduce the impact of hydrogen starvation of PEMFCs systems, 
running under dynamic operation. They observed that starvation could be removed through a two-step startup 
manoeuver, avoiding detrimental current undershoots. On the same line, Tokarz and Piela [5] investigated the 
application of a stopping manoeuver to mitigate catalyst degradation when the system is switched off. In the literature 
review accomplished by Dijoux et al. [6], the authors remarked the importance of performing proper diagnosis in 
conjunction with control actions that account for the faulty operations. In this way, it is possible to ensure the required 
performance to the user even if a faulty state is occurring or, as well, degradation phenomena are lowering fuel cell 
efficiency. According to their findings, many authors discuss about Fault Tolerant Control (FTC), but very few works 
deal with FTC strategies applications to fuel cell systems. 

Therefore, the main contribution of this work, with respect to the current state-of-the-art, consists in the introduction 
of an innovative control algorithm capable of reducing voltage degradation, and thus increasing fuel cell lifetime, 
while maintaining the required fuel cell performance (i.e., the user demand is fully satisfied). The algorithm is 
developed following a model-based design approach by introducing a suitable PEMFC fuel cell model, already 
presented by the authors [7]. In the following sections, the considered system and control algorithm design is proposed. 
Afterwards, the control efficacy is evaluated in a simulated environment, to assess the validity of the proposed 
algorithm. 

2. Control algorithm design 

2.1. System structure 

The system here considered is oriented to stationary power generation applications and is composed by a PEMFC 
stack and an air blower, which are regulated by means of different controllers. A schematic representation of the 
accounted components, with related controllers as well as main inputs and outputs is given in Fig. 1. The stack works 
in open-cathode mode and in dead-end at anode side. Open cathode operation indicates that the air flow fed by the 
blower provides the stack with the required air amount for the electrochemical reaction and also contributes to stack 
temperature control. Anode dead-end operation implies that the hydrogen provided to the stack by, e.g., a tank, is 
totally consumed (i.e. fuel utilization is near 1). Usually, the anode outlet is closed and a purging is performed with a 
certain frequency, to avoid electrode pressure increase and to remove water surplus. In this work, the dynamic effects 
induced by the purging are neglected and the hydrogen is considered instantaneously fed by an infinite capacity tank.  

 

 

Fig. 1. Schematic representation of system components, controllers and main inputs/outputs. 
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systems, such as internal combustion engines) are currently limiting their mass-market deployment. The main causes 
restraining PEMFC lifetime are substantially related to the several degradation mechanisms the cell is subject to, such 
as polymer membrane chemical, mechanical and thermal degradation, catalyst dissolution, coarsening and 
coalescence, carbon corrosion, etc. [2]. Several authors discuss about degradation mitigation, such as Abbou et al. [3], 
who tested different purging and cooling strategies to reduce cell degradation due to fuel starvation and catalyst loss. 
Also Jia et al. [4] investigated mitigation strategies to reduce the impact of hydrogen starvation of PEMFCs systems, 
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Therefore, the main contribution of this work, with respect to the current state-of-the-art, consists in the introduction 
of an innovative control algorithm capable of reducing voltage degradation, and thus increasing fuel cell lifetime, 
while maintaining the required fuel cell performance (i.e., the user demand is fully satisfied). The algorithm is 
developed following a model-based design approach by introducing a suitable PEMFC fuel cell model, already 
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Afterwards, the control efficacy is evaluated in a simulated environment, to assess the validity of the proposed 
algorithm. 

2. Control algorithm design 

2.1. System structure 

The system here considered is oriented to stationary power generation applications and is composed by a PEMFC 
stack and an air blower, which are regulated by means of different controllers. A schematic representation of the 
accounted components, with related controllers as well as main inputs and outputs is given in Fig. 1. The stack works 
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temperature control. Anode dead-end operation implies that the hydrogen provided to the stack by, e.g., a tank, is 
totally consumed (i.e. fuel utilization is near 1). Usually, the anode outlet is closed and a purging is performed with a 
certain frequency, to avoid electrode pressure increase and to remove water surplus. In this work, the dynamic effects 
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The user request is represented by a variable power demand, which includes also the power electronics needed for 
the stack/user interfacing. The current (i.e., load) to be drawn from the stack is evaluated through a feedback control 
based on user power request, whereas the required air flow from the blower is controlled by means of a feedforward 
algorithm. Moreover, the stack temperature is regulated through a feedback control logic, acting on the excess of air 
as adaptable parameter. In all cases, an actuation delay is introduced to distinguish between the defined set-points and 
the current inputs sent to the specific component. 

2.2. PEMFC stack and air blower models 

The stack voltage Vfc is represented through the model described in [7]. This model provides a cell voltage equation 
that embeds cell degradation related to the combination of Ostwald ripening and Platinum dissolution (affecting fuel 
cell Electrochemical Surface Area – ECSA). The stack voltage model can be resumed through the following 
expression: 

 
 tppTIfV OHfcfc ,,,,

22
  (1) 

 
which highlights voltage dependence upon operating parameters (i.e., current I, temperature Tfc and reactants partial 
pressures pH2 and pO2) and time (due to degradation). The stack outlet temperature Tfc is computed by means of a 
simple energy balance equation, defined through a Mean Value Modelling (MVM) approach: 
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the energy balance of equation (2) can be further presented as: 
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where ṁair and Tb,out are the air blower outlet mass flow and temperature, respectively, F is the Faraday’s constant, Nfc 
is the number of cells, LHVH2 is the hydrogen Lower Heating Value and TH2,in is the hydrogen tank outlet temperature. 
The parameters cpair, cpH2 and cpH2O as well as Mair, MH2 and MH2O are the specific heat capacities cp and molar masses 
M of air hydrogen and water, respectively. 

The air blower provides the air flow amount needed by the stack ṁair, in accordance with the desired set-point 
ṁair,set. The blower actuation is represented through a first order response: 
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with a specific time constant τb. This response represents the actuation delay related to the electric motor powering 
the blower, which is controlled so as to regulate the air mass flow. The blower output temperature Tb,out and absorbed 
power Pb are expressed with equations (7) and (8), respectively: 
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where Tb,in

 is the inlet blower temperature, β is the blower pressure ratio, k is the polytropic index and ηb is the blower 
efficiency. The net power Pnet provided to the user is evaluated as: 
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2.3. Standard controllers 

The current set-point Iset to be drawn from the stack is regulated through a feedback Proportional-Integral (PI) 
controller, based on the difference between the user power demand Pdes and the provided net power (equation (9)). On 
the same line, the stack temperature is controlled through a feedback PI controller (equation (11)) by varying the 
excess of air set-point value ζair,set, to keep the temperature nearby the desired set-point Tset. 
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In the previous equations, the terms KP and KI are the proportional and integral controller coefficients, designed 
according to the Zigler-Nickols approach [8]. The actuation delay of the current I is modelled by means of a first order 
response (as done in equation (6)) with a related time constant τcur. The air blower flow is instead regulated through a 
feedforward controller, which outlines the desired air flow ṁair,set upon the knowledge of current and excess of air set-
points: 
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Through the current air flow actuated by the blower (see equation (6)), the current excess of air (to be fed to equation 
(11)) can be estimated: 
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2.4. Degradation control algorithm 

The main novelty of this work consists in the implementation of a Proportional (P) controller, which acts on the excess 
of air (as the temperature controller) in order to reduce stack degradation. This strategy is developed upon the 
estimation of ECSA degradation rate ν performed by means of the degradation model presented in [7]. This rate is 
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evaluated as a discrete derivative of ECSA time behavior over a fixed time window Δt (equation (13)), and the excess 
of air correction is performed as shown in equation (14). Also in this case, the excess of air set-point influences the 
air flow through equation (12). 
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3. Results and discussion 

The efficacy of the proposed control algorithm is investigated by evaluating system performance and degradation 
with respect to different control strategies. A simulation analysis is performed and the values considered for all the 
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The user power request is assumed being a variable profile (sketched as a solid blue line in Fig. 2a), which varies 

randomly between 1 kW and 3 kW over 24 h with a time step of 30 min. Three different control strategies are 
evaluated: 
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corresponding standard deviation, fulfilled over the time observation of 24 h are resumed in Table 2, in addition to 
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evaluated as a discrete derivative of ECSA time behavior over a fixed time window Δt (equation (13)), and the excess 
of air correction is performed as shown in equation (14). Also in this case, the excess of air set-point influences the 
air flow through equation (12). 
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The user power request is assumed being a variable profile (sketched as a solid blue line in Fig. 2a), which varies 

randomly between 1 kW and 3 kW over 24 h with a time step of 30 min. Three different control strategies are 
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The control strategy CS1 is designed to keep the stack temperature close to the defined set-point (here assumed 
being 45°C). In this case, the temperature slightly oscillates around such value, as visible from the solid black line in 
Fig. 2c and from the mean temperature reported in Table 2. Indeed, such temperature differs from the set-point of 
about -0.2% with a small dispersion, as proved by the standard deviation of 1.04°C. The resulting air flow rate is 
represented in Fig. 2d, showing an almost regular behavior over the observed time window. In Fig. 2e is instead 
represented the degradation rate normalized with respect to the ECSA initial state. The application of such strategy 
induces a high fluctuation of the degradation rate, with a maximum value of about 1.2∙10-4 %/s at the maximum load 
request. The resulting ECSA reduction over 24 h is then -1.087%, as also observable from the behavior shown in Fig. 
2f. It is worth noting that, as expected, the slope is greater at high degradation rates. 

 

Table 2. Result after 24 h of operation. 

Control Strategy Tfc max [°C] Tfc mean [°C] Tfc min [°C] Tfc standard dev. [°C] Normalized ECSA @ 24 h [%] 

CS1 52.3 44.9 39.4 1.04 98.913 

CS2 65.3 47.9 41.2 4.60 99.558 

CS3 57.2 44.5 38.6 3.40 99.292 

 
The second strategy CS2 do not account for any temperature control, but aims at reducing as much as possible the 

ECSA degradation. The resulting effect consists in the uncontrolled increase in the stack temperature at high load (i.e., 
power), with temperature peaks of 65°C and a standard deviation of 4.6°C. This strong oscillation is a consequence 
of the smaller air flow rate, as visible from the dashed blue line in Fig. 2d. However, the degradation rate over 24 h is 
much lower compared to that of strategy CS1 (see Fig. 2e). Indeed, in this case the achieved ECSA reduction 
corresponds to -0.442%, with a decrease in the normalized degradation rate of about -59%. However, the average 
stack temperature deviates from the set-point of more than +6%, with a greater dispersion (indeed, the achieved 
maximum temperature is 25% higher than that of the previous strategy). Although effective in reducing degradation, 
such strategy do not allow proper temperature control, which may induce other detrimental mechanisms to take place 
(e.g., membrane dehydration, mechanical stresses, etc.), and should not be applied on real systems. 

A good compromise can be found in the application of control strategy CS3, where both information on temperature 
set-point and ECSA degradation rate are accounted. In this case, the average stack temperature deviates of about -1% 
from the set-point, with maximum and minimum values near those achieved with CS1 (see Table 2). What is 
interesting to note is that the ECSA degradation over 24 h is now -0.708%, with a reduction of about -35% in the 
normalized degradation rate. A further comment can be done on the air flow rate (dot-dashed red line in Fig. 2d), 
which assumes an irregular behavior over the time window. This effect can be due to the interaction between the 
different requirements (i.e., temperature and degradation regulations), which induces the air flow to abruptly increase 
around 18 h. Such deviation could be related to the compensation of a strong temperature fluctuation, that would have 
occurred under uncontrolled temperature strategy (dashed blue line in Fig. 2c). Afterwards, the integral characteristic 
of the temperature controller slowly bring the stack temperature closer to the set-point, with an evident monotonous 
overall reduction in the air flow rate. Nevertheless, such event do not affect the power production of the system, which 
suitably respect the user requests. 

4. Conclusions 

The work described in this paper proposed a model-based control algorithm capable of reducing fuel cell 
degradation rate under variable load profile. The system under study is a PEMFC-based power generation unit aimed 
at stationary power generation applications. The target power is assumed ranging between 1 kW and 3 kW over 24 h, 
with a time step of about 30 min. The system is controlled by means of two feedback PI controllers, one defining the 
current set-point, to meet the required power, and the other to evaluate the excess of air set-points, to control stack 
temperature. Moreover, a feedforward controller is introduced to define air blower mass flow set-point.  

The innovation of the paper consisted in the introduction of a further model-based controller, which defines excess 
of air set-point based on estimated ECSA degradation rate. The controller is evaluated in a simulated environment 
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comparing three different control strategies, one with only temperature control (CS1), one with only degradation 
control (CS2) and one with both temperature and degradation control (CS3). The achieved results proved that the 
introduction of the degradation based control algorithm substantially improves PEMFC durability. Nevertheless, 
removing temperature control led to dangerous temperature peaks, which could enhance other faults and degradation 
mechanisms (e.g., membrane drying, thermal stresses, etc.) and reduce in turn fuel cell lifetime. Therefore, the 
combination of both controllers (i.e., control strategy CS3) gives the best trade-off between degradation rate and 
temperature control, with an overall decrease of 35% in the ECSA over 24 h with respect to CS1. 

Future works will entail the introduction of a more complex fuel cell model, so as to account for more detailed 
components and phenomena interaction. Moreover, the assessment of other operating conditions and applications will 
be also considered, to evaluate controller performance in different environments. 
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request. The resulting ECSA reduction over 24 h is then -1.087%, as also observable from the behavior shown in Fig. 
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with a time step of about 30 min. The system is controlled by means of two feedback PI controllers, one defining the 
current set-point, to meet the required power, and the other to evaluate the excess of air set-points, to control stack 
temperature. Moreover, a feedforward controller is introduced to define air blower mass flow set-point.  

The innovation of the paper consisted in the introduction of a further model-based controller, which defines excess 
of air set-point based on estimated ECSA degradation rate. The controller is evaluated in a simulated environment 
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comparing three different control strategies, one with only temperature control (CS1), one with only degradation 
control (CS2) and one with both temperature and degradation control (CS3). The achieved results proved that the 
introduction of the degradation based control algorithm substantially improves PEMFC durability. Nevertheless, 
removing temperature control led to dangerous temperature peaks, which could enhance other faults and degradation 
mechanisms (e.g., membrane drying, thermal stresses, etc.) and reduce in turn fuel cell lifetime. Therefore, the 
combination of both controllers (i.e., control strategy CS3) gives the best trade-off between degradation rate and 
temperature control, with an overall decrease of 35% in the ECSA over 24 h with respect to CS1. 

Future works will entail the introduction of a more complex fuel cell model, so as to account for more detailed 
components and phenomena interaction. Moreover, the assessment of other operating conditions and applications will 
be also considered, to evaluate controller performance in different environments. 
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