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a b s t r a c t

A new modular and high versatility hodoscope, OSCAR, has been developed and characterized. The aim of this
hodoscope is to work as an ancillary detector of present large acceptance heavy ion detectors in specific angular
regions where low thresholds and high granularities are needed. We discuss the capabilities of OSCAR in the
𝛥E–E identification of very low energy light particles, providing a precise map of the thickness uniformity of
the 𝛥E (SSSSD, 20 μm) stage and showing how the thickness gradient affects the identification of particles.
Energy spectra of light identified particles produced in Ca+Ca collisions at 35 AMeV are used to investigate
isospin transport phenomena involving the emission of low energy particles from the quasi-target (QT) source in
semi-peripheral nuclear collisions. The possibility to explore particle–particle correlations are also discussed.

1. Introduction

In heavy ions collisions at intermediate energies (20–100
MeV/nucleon) we can observe the formation and the disintegration
of different nuclear sources whose properties are strongly affected
by the initial composition of the two collision partners and by nu-
clear dynamics. For example, an interesting case is represented by
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collisions involving nuclei with different N/Z values, where isospin
transport phenomena may occur [1–5]. The investigation of these type
of phenomena is particularly suited to probe compressed and diluted
phases of Asymmetric Nuclear Matter (ANM) and, in particular, to
shed light on the symmetry term of the Nuclear Equation of State
(EoS) [6–8]. Moreover, the recent development of new facilities for
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radioactive beams (like SPES@INFN-LNL [9], SPIRAL2@GANIL [10] or
ISOLDE@CERN [11]) has triggered a new interest in the investigation
of isospin effects in low energy nuclear reactions, since they manifest
themselves more strongly in the case of nuclear collisions involving
projectiles (or targets) with exotic N/Z values.

Experimentally, it is important to investigate isospin transport by
probing the isospin composition (N/Z) of the quasi-projectile (QP),
quasi-target (QT) and mid-velocity (MV) sources [12–14]. This can be
accomplished by measuring the isotopic distribution of the correspond-
ing emitted particles and fragments [13], in the hypothesis that they
still maintain some memory of the initial composition of the emitting
source [13,15].

Typically, the common used strategy to detect such fragments is
to use devices characterized by large solid-angle coverage (like IN-
DRA [16–19], FAZIA [20–22], CHIMERA [23–26] + FARCOS [27,28]
GARFIELD [29–31], Miniball + LASSA [32–34], HiRA [35] and
NIMROD-ISiS [36–40]), in order to obtain the best possible complete
reconstruction of fragmentation events as well as particle identification
techniques suited for separating light isotopes. However, the detection
and identification of fragments emitted by the QT source is still an
open problem. Most of the emissions by the QT consist of low energy
particles, whose detection requires good energy resolution and very
low identification thresholds. Relevant advances have been achieved
recently by means of digital pulse-shaping techniques allowing to
identify low energy particles that stop in the first silicon layers of 𝛥E–E
telescope [22]. However, when such emissions originate from the QT,
the very small range of particle in solid state detectors makes it difficult
to use such pulse-shaping methods. In this case, the coupling with
ancillary detectors having lower identification thresholds and better
granularity, placed a backward angles, can be a good strategy to probe
the N/Z ratio of the QT source.

For these reasons we developed a new modular hodoscope, OSCAR
(hOdoscope of Silicons for Correlations and Analysis of Reactions),
constituted by two detection stages (20 μm Single Sided Silicon Strip
Detector (SSSSD) - 300 μm Silicon pads) and characterized by good
segmentation and energy resolution. The presence of a thin silicon layer
as first stage allows to obtain low identification thresholds, needed for
the detection of QT emitted particles.

This article describes the capability of the OSCAR device to study
the disintegration products of slow-moving nuclear sources produced
in heavy ion collisions (HIC) at intermediate energies. We studied the
isotopic ( 4He/3He, 7Li/6Li) and isobaric (3H/3He, 7Li/7Be) yield ratios
in Ca+Ca collisions at 35 MeV/nucleon. In Section 2 we describe the
technical features of OSCAR and we report a detailed characterization
of the first (thin) silicon detection stage; Section 3 presents results from
the data analysis of Ca+Ca collisions at 35 MeV/nucleon and shows
an example of reconstruction of in-flight resonance decays by means
of invariant mass analyses performed with OSCAR; conclusions and
perspectives are finally discussed in Section 4.

2. OSCAR: Features and capabilities

2.1. Detector’s layout

OSCAR is conceived to be a modular hodoscope, based on two
segmented silicon detection stages. They are optimized to identify,
with high resolution, low energy light particles emitted in nuclear
reactions. The main features of this detector are the compactness and
the high versatility, given by plug-and-play connections and embedded
pre-amplifiers, and the low identification thresholds, thanks to use of a
thin silicon detector as a first stage followed by 16 independent silicon
pads.

More in detail, the first detection stage is a SSSSD (nominally 20 μm
thick) type 2M detector manufactured by the Micron Semiconductor,
operated at a depletion voltage of 2.5 V. On the front side, an aluminum
metallization segments the silicon surface into 16 strips, having a

Fig. 1. Atomic Force Microscopy (AFM) profiling of a ≈ 46 × 46 μm2 area at the interface
between an Al strip and the interstrip region. The yellow area corresponds to the Al strip,
the green area to the interstrip region. The blue canal is due to the peculiar manufacturing
technique of the Si strip detector. The color scale indicate relative heights between the
various part of the detector.

pitch of 3.125 mm with an inter-strip of 0.125 mm nominal value. An
inspection of the detector at the optical microscope confirms, within a
few percent, these nominal values. The rear side is instead constituted
by a single surface with a uniform aluminum metallization layer. A
detailed investigation of the interface zone between an Al strip and the
adjacent inter-strip region has been performed thanks to the use of a
non-destructive analysis based on Atomic Force Microscopy (AFM). The
height distribution of a ≈ 46×46 μm2 wide area at the interface is shown
in Fig. 1 in a color scale, indicating the relative height distribution in
the analyzed region. It evidently appears the presence of a deep canal
(blue region), ≈ 10 μm wide, that separates the Al metallization of each
strip (yellow region) from the 𝑆𝑖𝑂2 layer of the inter-strip region (light
green region). The three dots are due to micro-metric dust grain on
the detector surface. The presence of this narrow (≈ 10 μm) and deep
(≈ 200 nm from the inter-strip layer average level) canal is attributed to
the manufacturing technique of the detector. If we reasonably assume
that the bottom of the narrow canal corresponds to the entrance side of
the active detection volume, we can give an estimate of about 680±40 nm
for the SSSSD dead entrance layer, on the basis of the height distribution
histogram of Fig. 2. This value should be compared with similar results
obtained, with a different technique, in Ref. [41] for the same kind of
detector.

A connector collects 16 electric lines from the front side of the
detector. These lines are displaced in the ceramic frame to minimize
the cross-talk with levels lower than 1%. In the front side they are
connected to the active areas of each strip by means of bonds while, in
the rear side, only two of them have a bonding connection and the whole
surface is maintained to ground. In order to minimize the electronic
noise, the strip detector is connected, by means of a short flat cable,
with a charge sensitive pre-amplifier model NPA-16FE, manufactured
by the Net Instruments and installed inside the vacuum chamber. It has
a sensitivity of 45 mV∕MeV and it was especially designed to work in
vacuum, with a low power consumption (< 900 mW) and an aluminum
box as heat sink. This compact pre-amplifier works with GND and ±6 V
service voltages given via a 5+5 pin service connector together with
a common bias for the 16 silicon strips. To polarize the silicon we
used a bias voltage of 3.0 V, operating in over-depletion regime. In



Fig. 2. Frequency histogram of the relative height distribution (in nm) in the region
analyzed with the AFM technique. The color scale visually correspond to the three region
shown in the bi-dimensional plot. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

these conditions we observed total leakage currents not exceeding 10 nA
with all the strips simultaneously biased. The output signals of the pre-
amplifier are then connected, by means of 2 groups of SCI coaxial cables,
to 16 repetitions of a NIM front-end electronics with a spectroscopy
amplifier.

The second detection stage consists of 16 independent silicon pad
detectors manufactured by the Hamamatsu company with an active
area of 1 cm2 and a ceramic package. The width of the ceramic frame
is 1.4 mm except for the bottom side, for which a 3.2 mm frame is
required to host the connection pins. The silicon pads are welded, with
a tolerance of about 0.1 mm, on a printed circuits board (first layer
of Fig. 3), manufactured by the INFN-Sezione di Napoli, containing
electronic lines for the Si-pad connections. To minimize the cross-
talk level, each detector has an independent ground line parallel to
the corresponding signal line. The SSSSD is anchored to the board
containing the silicon pads as in Fig. 4, while the board is connected,
by means of two SMC Type Q connectors, to a second board with
embedded pre-amplifiers. This type of plug-and-play connection allows,
with great versatility, to easily couple the detector stages with the pre-
amplifiers board. Two sets of 8 Hamamatsu H4083 charge sensitive pre-
amplifiers with 22 mV∕MeV sensitivity and a low power consumption
(150 mW maximum) are connected to the rear board by means of 9-
pins single line type connectors. A ±6 V service voltage is given to
the pre-amplifiers with two lemo connections on the rear side of the
board, while a further lemo connection is also present to deliver a pulser
signal to the electronic channels of the silicon pads. The signals from the
second detection stage are collected via SCI connectors and delivered to
a 16 channel Mesytec spectroscopic amplifier with integrated logic lines
for generating the trigger signals and the corresponding gate for the
acquisition system. Each pre-amplifier is dressed with a special material,
thermally conductive and electrically insulating, in order to optimize the
thermal contact with a copper heat sink, used as passive cooling system.
It is clearly visible in the photo of Fig. 4, where the complete version of
OSCAR is shown.

The geometry of OSCAR is determined by the possible crossings
between strips and pads. In particular, all the possible overlap of a
pad and the corresponding strip identify 64 𝛥E–E pseudo-telescopes. A

Fig. 3. A schematic view of the second detection stage of OSCAR. The rear board contains
two series of 8 compact charge sensitive pre-amplifiers to collect signals from 16 silicon
pads welded on the front board.

Fig. 4. A picture of the OSCAR device in the complete configuration. The strip detector
and the first detector board are bounded with 4 screws, while the detector stages are
connected to the rear board via two SMC Type Q connectors. The passive heat sink is
visible in the photo.

detailed geometrical scheme is described in Fig. 5, where the active area
of each pad is represented by red squares, while blue lines delimit the
active areas of each strip.

As visible from the figure, strips and pads are not exactly in ge-
ometrical matching. For example, the upper and lower parts of the
second detection stage are not completely covered by the first stage. This
explains the decreasing in the yield for the first and last rows of pseudo-
telescopes observed in Fig. 6, which displays the number of identified
particles for each pseudo-telescope obtained during a test experiment of
OSCAR with heavy ion reactions (see the Section 2.2 for further details).
A reduction of the active detection area is also expected for the first
and last pseudo-telescopes of each quartet formed by a given pad and 4



Fig. 5. A schematic view of the OSCAR telescope. The active area of each strip is delimited
by a blue line, while each pad of the second detection stage is represented by a red square.
Black lines represent the limits of the epoxy frame. Each pseudo-telescope is indicated by
a label (#𝑠𝑡𝑟𝑖𝑝, #𝑝𝑎𝑑). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

consecutive strips, because of the overlap with the ceramic frame of
the pads, as seen in Fig. 5. This results in the yield trend shown in
Fig. 6, where the population of the first and last pseudo-telescope of each
quartet is significantly lower than central ones, reflecting the previously
discussed geometrical details. In Fig. 7 we report a lego-plot analogous
to Fig. 6 but obtained with a Monte Carlo procedure where a complete
simulation of the OSCAR geometry is considered. Our simulation is
based on the random isotropic extraction of emission directions in the
space, filtered by using a pure geometrical software reproduction of
OSCAR in which we carefully take into account the active areas of strip
and pads and their superposition, with the prescriptions of Fig. 3. The
two plots are in nice agreement, indicating that the relative efficiency in
the particles identification, observed for the various pseudo-telescopes,
can be attributed to pure geometrical effects. Furthermore, the aver-
age reduction of the yield for decreasing strip numbers, seen in the
experimental spectrum of Fig. 6, can be attributed to the kinematics of
nuclear collisions involved, being the polar detection angle increasingly
larger while the strip number decreases (see the Section 2.2 for details
about the present test experiment). This effect, that requires an accurate
modeling of the reaction dynamics, is not included in the simulation.

2.2. Detector characterization

A first test, aimed to probe the energy resolution and general capa-
bilities of the silicon pads, has been carried out for the second detection
stage standalone by means of a three peaks 𝛼-source. 𝛼 particles with
energies of the order of 5.5 MeV are indeed stopped in 300 μm of silicon,
and a measure of their total energy is possible. A pulse shape inspection
with a digital oscilloscope of signals processed by the spectroscopy
amplifiers allows to estimate the signal/noise ratio and also the level
of the cross talk between connection lines. In particular, we obtained
average noise levels of the order of 0.3% of signal amplitudes (and not

Fig. 6. Identified particle yield distribution on the (#𝑠𝑡𝑟𝑖𝑝, #𝑝𝑎𝑑) plane with experimental
data taken in the test experiment described in Section 2.2.

Fig. 7. Simulated detection efficiency represented on the (#𝑠𝑡𝑟𝑖𝑝, #𝑝𝑎𝑑) plane. The plot
is obtained by filtering flight directions isotropically generated with a Monte Carlo code
simulating the geometrical set-up and the characteristics of the OSCAR detector.

exceeding 0.6% level) when the pads were irradiated by 5.48 MeV 𝛼
particles at a rate of ≈ 300 Hz on the whole pad layer. These very low
noise values indicate that the resolution of pads is not strongly affected
by cross talks, thanks to the above discussed design of the boards.

A test of the cooling systems of pre-amplifiers has been also done by
keeping the detector working under vacuum for few days. The measured
temperatures at both the SSSSD and Si-pads pre-amplifiers reached a
saturation value of, respectively, ≈ 30 ◦C and ≈ 40 ◦C after 24 hours.

The capabilities of OSCAR in terms of isotopic and energy resolution
have been tested in several ways. In a first experiment OSCAR was used
to detect fragments and light charged particles in Ca+Ca collisions
at 35 MeV∕nucleon. 40Ca and 48Ca beams were accelerated by the
superconductive cyclotron K-800 of INFN-LNS, impinging on 40Ca and
48Ca targets. OSCAR was placed at 𝜃 = 55◦ in the laboratory frame at a
distance of 103 cm from the target, while, simultaneously, the 4-blocks
configuration of the FAZIA array was used at forward angles.

A typical 𝛥E–E plot obtained in this experiment is shown in Fig. 8 for
a pseudo-telescope of OSCAR (E𝑟𝑒𝑠 being the residual energy measured
in the Si-pad). As clearly visible, lines corresponding to light nuclei are
highly populated while, essentially due to kinematics, the statistics is
lower for heavier ions. Particles with different 𝑍 values are unambigu-
ously identified up to the punch-through points (except for the 𝑍 = 1
isotopes, for which the lines overlap the punch-through line of 4He
before their punch-through points), and a nice isotopic separation is
also evident.

It is important to specify that with the term identified particle we
indicate a couple of signals (𝛥E and E𝑟𝑒𝑠) for which it is possible to
reconstruct an unambiguous track inside OSCAR. The construction of
tracks is based on a specific geometrical coherence algorithm, and we
define unambiguous a track when it is the only one that is possible to
construct with each used signals, as discussed in the Section 3.1.



Fig. 8. 𝛥E–E plot for a pseudo-telescope of the OSCAR device. In the 𝑦-axis we report the
signals released in the SSSSD stage, while in the 𝑥-axis we report the residual signals in
the pads stage. Lines relative to identified isotopes are indicated by labels.

Fig. 9. 𝛥E–E𝑟𝑒𝑠 plot for nuclei identified as4He. Blue points represent data taken during a
calibration run in which the OSCAR device was irradiated by means of a 3-peaks 𝛼-source.
The insert shows an energy spectrum obtained for4He detected in the calibration run. The
area colored in red represents the energy region in which we observe a suppression of the
yield due to the experimental identification limit at low energies. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of
this article.)

Energy calibrations for each strip and pad were obtained from punch-
through points of various isotopes, assuming a total thickness given
by the sum of the thickness of the Si-pad detectors and the measured
thickness of the SSSSD (see Section 2.3) in correspondence of the
pseudo-telescope analyzed. Calibrations have been complemented also
by using a 3-peaks 𝛼-source, taking also into account the dead layer
quoted in the previous paragraph. These particles are close to the punch-
through in the SSSSD stage and therefore they release a large part of
their energy in the first detection stage, while only weak signals are
produced in the second stage; this allows to extend the calibration of
the second stage at lower energies.

In Fig. 9 we report results concerning the detection of 4He nuclei.
Blue points come from a dedicated run in which OSCAR was irradiated
by a 3-peak 𝛼-source containing a mix of 239Pu, 241Am and 244Cm
isotopes (𝐸𝛼= 5.1 MeV, 5.5 MeV and 5.8 MeV). As visible, 𝛼 particles
occupy three different region of the 4He line, reflecting the three
different energies of the source. Furthermore, the lower energy peak
is partly cut. This effect is due to the identification threshold. Indeed,
𝛼 particles of ≈ 5 MeV are at the limit of identification of OSCAR, and,
for this reason, only the most perpendicular flight directions can give
signals in the second stage.

In the insert of Fig. 9 we show the spectrum obtained by summing the
calibrated energy signals of the two stages for the 𝛼-source data. The red
region indicates the part of the spectrum affected by the identification

Fig. 10. Correlations between expected theoretical and experimental identification
thresholds for different identified isotopes (see the legend) and for each pseudo-telescope.
Error bars in the experimental values (≈ 3%) accounts for indeterminacy on the energy
calibration, while the calculated theoretical ones (3–5%) are affected by the indeterminacy
of the detector thickness. The red dashed line represents the ideal trend for 𝐸𝑒𝑥𝑝

𝑡ℎ𝑟 = 𝐸𝑡ℎ𝑒𝑜𝑟
𝑡ℎ𝑟 .

threshold. For the 5.5 MeV peak we can estimate a global energy
resolution of ≈ 70 keV FWHM, indicating the good performances of the
detector.

In Fig. 10 we report the experimental identification thresholds of
the OSCAR array for H, He, Li and Be isotopes; they correspond to
the punching-through energies in the 20 μm first silicon stage for each
identified nucleus and for each pseudo-telescope. We plot experimental
values as a function of the ideal ones, taking only into account the
thickness of the first detection stage (as experimentally measured, see
next subsection). Error bars in the theoretical values of thresholds
are calculated taking into account the detector non-uniformities, and
they lies in the interval 3–5% depending on the type of particle and
the gradient thickness in the SSSSD zone identifying a given pseudo-
telescope. Experimental values (y-axis) are determined from the starting
points of each reconstructed energy distribution; for these values we
assumed a maximum (conservative) indetermination of 3% in agreement
with the uncertainties in the energy calibrations and in the assignment
of the spectra starting points. The behavior of the experimental points
(in different colors for different isotopes) does not evidence any sizeable
systematic divergence from the ideal trend 𝐸𝑒𝑥𝑝

𝑡ℎ𝑟 = 𝐸𝑡ℎ𝑒𝑜𝑟
𝑡ℎ𝑟 shown by

the bisector line (dashed red line), indicating negligible effects due to
electronic non-linearities as well as to the entrance dead layer.

2.3. Non-uniformity of the 𝛥E stage

When ultra-thin Silicon detectors are used, it is mandatory to fully
characterize their thickness uniformity [41–43]. To this aim we per-
formed a dedicated experiment to obtain a precise characterization of
the thickness of the first detection stage of the OSCAR detector. The
SSSSD was mounted on a movable support which allowed to set, with
a micro-metric accuracy, the spatial position of the SSSSD respect to a
mono-isotopic 𝛼-source. A high resolution Si detector was placed in axial
correspondence to the source, with the SSSSD placed between them.
The 𝛼-source and the Si detector were both collimated with circular
brass diaphragms of 1.0 mm radius. The thickness of the SSSSD was
determined in different points of silicon surface, with 1 μm maximum
uncertainty, by measuring the residual energy of 𝛼 particles passing
through the silicon layer and using energy loss routines.

Energy calibration of the Si detector was obtained by using 𝛼 parti-
cles with different energies. A 239Pu, 241Am, 244Cm 𝛼-mixed source was
used to obtain high energy calibration points, while a 241Am 𝛼-source
followed by a calibrated 10±0.5 μm Al foil was used to complement the
calibration data set with a lower energy point.



Fig. 11. Bi-dimensional distribution of the SSSSD thickness in the (#𝑠𝑡𝑟𝑖𝑝, #𝑝𝑎𝑑) plane.
The gray scale indicates the thickness, numbers are expressed in μm.

Fig. 12. SSSSD thickness characterization in the cartesian coordinates frame. The 𝑦-
axis increases for increasing pad number while the 𝑥-axis is perpendicular to the strips
direction. Thickness levels are expressed in μm and are represented on the 𝑧-axis. The
picture puts in evidence the strong thickness gradient observed in correspondence of the
right bottom corner of the detector.

With this apparatus, we were able to measure the SSSSD thickness
in different points of its surface with 2 mm spatial indeterminacy. We
performed 64 measurements at positions corresponding to the centers
of each pseudo-telescope. The detector thickness for each point was
calculated using the LISE++ software [44] from the measured residual
energies. In doing this, we assumed that the whole SSSSD (including the
thin Al layers used for electrical contacts) is made by silicon. Results are
shown in Fig. 11, where the measured thickness is indicated in μm by
the gray scale, and in the 3-dimensional representation of Fig. 12. Both
figures indicate the presence of strong variation of the thickness, that

Fig. 13. Mass identification resolution 𝜎𝐴 (in unity of number of masses) as a function of
the degree of non-uniformity of the first silicon stage, expressed as the thickness gradient
along the strip direction 𝜕𝑓∕𝜕𝑦 in μm∕ mm. Each 𝜕𝑓∕𝜕𝑦 value is given in correspondence of
each pseudo-telescope center identified by the same strip. Different isotopes are reported
in different colors as indicated in the legend. Error bars are not drawn.

reaches a minimum in the right-bottom corner of the SSSSD. This effect
is attributed to the difficulties of manufacturing very thin (and large)
slices of silicon. Thickness varies from 11.5 μm to 25.6 μm, pointing out
a non-uniformity level well larger than the nominal one (±5 μm).

We estimate also how the isotopic resolution is affected by the
SSSSD non-uniformities. In fact, the thickness uniformity of the 𝛥E layer
directly affects the 𝛥E–E identification capability of a telescope. A way
to quantify this effect is to correlate the isotopic resolution as a function
of the thickness gradient.

An estimate of this gradient was obtained by carefully measuring the
thickness of SSSSD at 10 positions along a given strip, thus obtaining
an accurate thickness profile of a single strip. We selected the strip
#14, that is sufficiently far from the border of the SSSSD, and has the
maximum thickness excursion. The results were then interpolated with
a polynomial function 𝑓 (𝑥, 𝑦), being 𝑦 the position along the pad row
of Fig. 11, i.e. along the strip length, and 𝑦 the one along the strip
number axis. The thickness gradient along the direction of the strip
can be deduced by partial derivative of this function: 𝜕𝑓∕𝜕𝑦. For each
pseudo-pixel we have considered the value that the derivative assumes
in the corresponding center.

To quantify the isotopic resolution, we transformed the points of the
𝛥E–E scatter plot into mass spectra. To this aim we used an analytical
method [45]. Firstly, we find a set of parameters of a Bethe–Bloch based
function that reproduce the shape of each line in the 𝛥E–E plot; secondly,
we consider the distance of each experimental point in the 𝛥E–E plane
with the corresponding analytical line. For a given isotope, an estimate
of the mass resolution is thus obtained as the 𝜎𝐴 of its mass distribution
extracted from a Gaussian fit. We report in Fig. 13 𝜎𝐴 (in unity of
number of masses) as a function of the thickness gradient 𝜕𝑓∕𝜕𝑥 (in
μm∕ mm). As expected, the trend indicates an increase of the 𝜎𝐴 values
for each isotope as the non-uniformity level increases. More precisely,
we observe that a uniformity better than 0.3 μm∕ mm is mandatory to
obtain a good identification of isotopes up to 4He when we use a module
of OSCAR. Above this value the 𝑍 = 1 lines merge together, while we
can still estimate 𝜎4𝐻𝑒 because of the very low 3He emission respect to
4He. Unfortunately, this type of analysis cannot be performed on Li and
Be isotopes because of the low collected statistics.

2.4. Channeling effects in 𝛥E detector

While ions move inside a silicon crystal, atomic planes could line up
offering to the ions preferential ways to pass through the crystal with
a reduced interaction with atomic electrons and nuclei. This effect is



Fig. 14. Channeling effect studied from the residual energy spectrum, for one of the
measured points. The blue line represents the normal (unchanneled) contribution to
the spectrum, parametrized with a Gaussian curve (open circles). Channeling events are
associated to the non-Gaussian tail of the spectrum (red area). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this
article.)

Fig. 15. Evolution of the percentage of channeling events as a function of the detector
thickness.

known as channeling, and results in a reduction of the expected energy
loss [46]. As shown in Ref. [47], the evaluation of such effects is very
important for particle identification and for the design of new silicon
detectors. In fact, in the 𝛥E–E technique, channeling effects introduces
fluctuations that worsen the isotopic resolution.

The presence of channeling effects can be seen by inspecting the
shape of 𝛼 particle energy spectra after passing through the 𝛥E stage.
To do this we used the same geometrical set-up described in the
previous paragraph and a 241Am 𝛼 source. A typical energy spectrum
is displayed on Fig. 14; it corresponds to a region of the 𝛥E detector
having 21 μm thickness. In absence of channeling, this spectrum should
have a Gaussian shape due to the statistical nature of the energy loss
mechanisms for thick layers; at variance, in presence of channeling,
a high energy tail appears. Indeed, this last case is experimentally
observed. To estimate the relative yield of the channeling events, we
performed a Gaussian fit (blue solid line) of the experimental points
(open circles); the upper limit of the fit region was set around the right

Fig. 16. 𝛥E–E spectrum for a pseudo-telescope of OSCAR, with the particles used in the
for the data analysis. These particles fulfill the track selection criterion explained in the
text. The 4He passing through the first two detection stages are identified up to just before
the overlap with the punch-through points of hydrogen isotopes. Lines are presented with
different colors and indicate the corresponding identified isotope. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of
this article.)

half-maximum point of the spectrum. The channeling yield was then
estimated by subtracting the Gaussian component from the experimental
data. This contribution is reported on Fig. 14 with the red spectrum.

The percentage of channeling events is, in this case, 15 ± 3%; this
value is in reasonable agreement with the ones estimated in [48] for
similar silicon thickness and a similar geometrical setup. An overall
view of the percentage of channeling events as a function of the silicon
thickness is reported in Fig. 15. Even if the error bars are quite large,
we see a correlation between the thickness of the silicon detector and
the percentage of channeling events, at least in the thickness domain
here explored (12–22 μm). This finding is in agreement with the one of
Ref. [48] and seems to indicate that the channeling plays a minor role
in the case of ultra-thin detectors (< 15 μm).

3. Results from Ca+Ca data analysis

In this section we discuss results obtained by analyzing data from
Ca+Ca collisions at 35 MeV/nucleon. As previously anticipated, this
analysis will involve mainly the study of particles and fragments emitted
from the quasi-target (QT) source; it is possible to do profitably this work
thanks to the low identification threshold of the OSCAR hodoscope.

3.1. Energy spectra of the lightest isotopes

To correctly reconstruct the energy and emission angle of each emit-
ted particle, we have developed a specific algorithm for the definition
of a track inside the OSCAR device. Indeed, being OSCAR constituted
by a stage of Si strips followed by a second stage of Si pads, one
has to select the right couples of signals given by the detectors that
individuate physical particles. To explain the geometrical procedure
developed to reconstruct unambiguous couples of signals we recall the
scheme of Fig. 5. It is possible to clearly identify 4 quartets of strips
which cover each of the 4 vertical quartets of pads. In other words, each
pad insists on 4 different strips. For this reason, the only way to identify
unambiguously a particle inside OSCAR is that only a single strip and
a single pad give a signal in the same quartet. In this way it is possible
to define a track, discarding events in which an ambiguity is present.
We verified that, thanks to the low event rate, the number of rejected
events is very small and does not affect noticeably the statistics. The
following analysis is carried out by using well characterized events with
well identified particles.

Fig. 16 shows the regions populated by these particles in the 𝛥E–E
plane by selecting a pseudo-telescope. We see that the lines of lithium



Fig. 17. Energy spectra of identified particles up to7Be. In the top, mid and bottom rows we report, respectively, spectra for40Ca+40Ca,48Ca+40Ca and48Ca+48Ca nuclear systems.
Experimental data are plotted in different colors and the corresponding isotopes are indicated by labels. 4He energy spectra have been extended above the punch-through point. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

isotopes have still a reasonable isotopic separation Concerning beryl-
lium isotopes, due to the absence of 8Be, it is still possible to identify
7Be events (here not shown for clarity reasons). Energy spectra of light
isotopes are shown in Fig. 17. Spectra of isotopes of 𝑍 = 1, 2, 3 are
shown from the left to the right, are ordered from top to bottom, while
data from 40Ca+40Ca, 48Ca+40Ca and 48Ca+ 48Ca nuclear systems
are plotted, respectively, in top, medium and bottom panels. For the
sake of simplicity, 7Be energy spectra are reported together with the
𝑍 = 3 isotopes. Each spectrum shows a steep decrease of the yield at
high energies, due to the punch-through of the second silicon stage by
swift particles. The starting points of each energy spectrum is about
1.2MeV∕nucleon, a consequence of the very low identification thresholds
discussed in Section 2.2. A special analysis was done to reconstruct the
4He spectra. They have been obtained by summing events preceding and
following the punch-through point. The incident energies of 𝛼 particles
passing through the second stage are calculated from the energy loss
in both stages by using energy loss tables. This results in the presence
of the wing at about 26 MeV, a region where particles having energies
lower and higher than the punch-through one are in close vicinity and
cannot be easily distinguished.

In the bombarding energy domain here explored, and in presence
of semi-peripheral collisions (that geometrically dominates the events
of reactions), we expect the emission of particles essentially from
three sources moving at different velocities in the laboratory refer-
ence frame [5,12]. Quasi-target (QT) and quasi-projectile (QP) sources
describe the emission of particles by residues of projectile and target
nuclei after the collision has occurred. The emission of particles by
these sources suggests that they move with velocities approaching the
initial target (in the case of QT) and projectile (in the case of QP)
nuclei. A third source of emission, named mid-velocity (MV) source is
commonly observed and has been the subject of intense investigations
both theoretically and experimentally [49–51]. Such source seems to
move at center of mass velocity between the QT and QP sources.
QT emissions are commonly observed as being characterized by an
evaporative process and the corresponding products are almost isotropic
and with low energies also in the laboratory frame. A clue of the

good capabilities of OSCAR in the detection of such particles can be
obtained by analyzing the kinetic energy spectra in terms of moving
sources with Maxwellian shape, as discussed in [5,52]. Clearly, limited
by our geometrical acceptance, we cannot make selections on the impact
parameter of the collisions and, for this reason, we have performed
our analysis only to inclusive events. Anyway, semi-peripheral events
provide a dominant contribution to the total reaction cross section. As
a first approximation, which is well reasonable for our purposes, we
analyzed 4He energy spectra. We focus on the data of the 48Ca+48Ca
system, having the highest statistics. The fit has been performed by
including three Maxwellian moving sources, Eq. (1), corresponding
to the evaporative emissions by the three sources QT, MV and QP
mentioned above [52,53]:

𝑌 (𝐸𝑙𝑎𝑏, 𝜃) =
3
∑

𝑖=1
𝑁𝑖

√

𝐸𝑙𝑎𝑏 − 𝐸𝐶 ×

𝑒𝑥𝑝
[

−
𝐸𝑙𝑎𝑏 − 𝐸𝐶 + 𝐸𝑆,𝑖 − 2

√

(𝐸𝑙𝑎𝑏 − 𝐸𝐶 )𝐸𝑆,𝑖 × 𝑐𝑜𝑠𝜃
𝑇𝑖

]

(1)

Each of the three terms, 𝑖 = 1, 2, 3, represents the contribution to the
observed yield of a specific isotope having mass 𝑚 and charge 𝑍, emitted
at an angle 𝜃 in the laboratory frame within a solid angle 𝑑𝛺 and with
kinetic energy 𝐸 ∈ [𝐸𝑙𝑎𝑏, 𝐸𝑙𝑎𝑏 + 𝑑𝐸𝑙𝑎𝑏]. 𝑇𝑖 indicates the temperature
of the 𝑖th source while 𝐸𝑆,𝑖 = (1∕2)𝑚𝑣2𝑆 is the non-relativistic kinetic
energy of a particle having mass 𝑚 and velocity equal to the one (𝑣𝑆,𝑖)
of the 𝑖th source in the laboratory frame. 𝐸𝐶 = 𝑍𝐸𝑐𝑜𝑢𝑙 is a term
representing the energy needed by the particle to overcome the Coulomb
barrier. 𝑁𝑖, normalization coefficients which regulate the weight of each
contribution to the emission spectrum, are used as free parameters in
our fit procedure, with the constraint 𝑁𝑄𝑃 = 𝑁𝑄𝑇 , imposed by the
symmetry of the studied reaction system. The parameters 𝐸𝑐𝑜𝑢𝑙 = 4MeV,
𝑇𝑄𝑃 = 𝑇𝑄𝑇 = 5.5 MeV and 𝑇𝑀𝑉 = 10.5 MeV, taken from systematics
reported in the literature [53–56], were constrained in our fit procedure.
The velocities 𝑣𝑆,𝑖, also used as fixed values, are calculated with the
prescription discussed in [53] as follows: for 𝑣𝑄𝑃 we used the 75% of
the beam velocity 𝛽𝑄𝑃 ≈ 0.19 and, as a consequence from the symmetry



Fig. 18. Inclusive 4He energy spectrum obtained from the48Ca+48Ca system at 35 MeV∕u,
and measured at 𝜃 = 55◦ (black open circles). The spectrum is reproduced by a three
Maxwellian moving sources fit (black line). QT, MV and QP components are shown
respectively with the red, blue and green dashed lines. Gray lines are used to show the
expected total yields at different angles. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

of the reaction, 𝛽𝑄𝑇 ≈ 0.07 and 𝛽𝑀𝑉 = (1∕2)𝛽𝑏𝑒𝑎𝑚 = 0.13. Finally we
considered a fixed value of 𝜃 = 55◦ for the whole hodoscope, being
𝛥𝜃 ≈ 1◦ the corresponding angular acceptance of OSCAR in the used
geometrical configuration. This first approximation procedure allows to
produce the fit reported in Fig. 18, where the experimental spectrum
of 4𝐻𝑒 (black open circles) is shown together with the result of the fit
(black solid line). Dashed lines are plotted to show the contributions
due to QP (blue line), MV (green line) and QT (red line) sources. Gray
lines show the corresponding expected 4He energy spectra, computed
with the same parameters of the present fit, for different angles in the
laboratory frame. We observe a good agreement in the energy region
from 4 MeV to 60 MeV, where the measured yield is almost insensitive to
efficiency effects. We also observe that in the range 4MeV ≤ 𝐸 ≤ 20MeV
the spectrum is dominated by emissions from the QT component while,
above 20 MeV, emissions from the MV source become dominant. We
verified that the shape of the low energy part of the experimental
spectrum cannot be reproduced only by assuming the presence of a
QP and MV source, or the presence of a QP and a fusion-like source.
This finding, even if in a qualitative fashion, underline the capability of
OSCAR to detect very low energy particles emitted by the QT source in
heavy ion collisions.

3.2. QT isobaric and isotopic ratios: Isospin diffusion effects

An indirect and efficient way to probe the neutron enrichment of an
excited nuclear source consists of studying the 𝑁∕𝑍 ratio of its emitted
fragments. In particular, isobaric and isotopic neutron-rich/neutron-
poor yield ratios can be used as sensitive probes of the 𝑁∕𝑍 ratio of
the corresponding emitting source [5,14].

As previously discussed, our detector is sensitive to the particle
emissions from the QT source. Because of the limited angular coverage
of OSCAR, we deduced the QT emission yield for several isotopes
by integrating the spectra in kinetic energy windows where the QT
emission is expected to dominate. For each isotope, we estimated these
integration limits with the Maxwellian fit procedure outlined previously.
Furthermore, we have restricted the integration regions to energy
intervals of equal width for each investigated couple of isotopes/isobars;
we discarded region affected by efficiency effects.

Fig. 19 shows isotopic and isobaric yield ratios (plotted in different
colors) as a function of the (N/Z)𝑡𝑜𝑡 of the total system formed in the
collision ((N/Z)𝑡𝑜𝑡 = 1 for 40Ca+40Ca, (N/Z)𝑡𝑜𝑡 = 1.2 for 48Ca+40Ca and
(N/Z)𝑡𝑜𝑡 = 1.4 for 48Ca+48Ca). Lines serve to guide the eye.

Fig. 19. Isotopic (4He/3He and7Li/6Li) and isobaric (7Li/7Be and3H/3He) yield ratios
as a function of the (N/Z)𝑡𝑜𝑡 for40Ca+40Ca,48Ca+40Ca and48Ca+48Ca systems at 35
MeV/nucleon. Lines represents a best-fit of the data and guide the eye. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)

Under the hypothesis that the observed ratios reflect the isospin
content of the QT source, we can deduce the presence of isospin
transport effects. Each ratio, in the case of the mixed system 48Ca+40Ca,
results in intermediate values between the two symmetric systems.
This finding indicates that the neutron excess of the projectile (48Ca)
influences the neutron content of the QT (the target being 40Ca) source
during the interaction phase. This effect can be explained, as shown
in [5,53,55] by assuming that a net neutron flux goes from the neutron-
rich to the neutron-poor collision partner (isospin diffusion). These results
demonstrate the capability of performing isospin transport studies with
the OSCAR hodoscope. In particular, the coupling of several OSCAR
modules at very backward angles with high coverage arrays (as FAZIA)
at forward angles could represent a powerful set-up to investigate
isospin diffusion phenomena by simultaneously reconstruct the emission
of particles and fragments from the QP and the QT sources for dissipative
binary collisions.

3.3. Correlations: The case of 𝛼-𝛼 correlation and the reconstruction of 8Be

Particle–particle and multi-particle correlations are topics of great
interest in heavy ion collisions from both the experimental [29,57,58]
and the theoretical point of view [59,60]. They allow not only to
investigate on the structure of resonant states produced in nuclear
collisions but also on the space–time properties of the nuclear medium
itself. In this Paragraph we report on the possibility of taking advantage
from the good energy resolution and angular segmentation of the OSCAR
hodoscope to investigate the decay of resonances produced in the
collisions by means of the invariant mass technique [25]. In particular,
we discuss the reconstruction of 8Be via the 𝛼-𝛼 correlation. In Fig. 20
we show the 𝛼-𝛼 invariant mass spectrum obtained by selecting couples
of 𝛼 particles; to increase the statistics we summed events from all
the colliding systems. For simplicity, we show it in terms of relative
energy, i.e. the kinetic energy of the particles in the reference of the
emitting source, which is defined as 𝐸𝑟𝑒𝑙 = 𝑤 −

∑

𝑚𝑖, being 𝑤 the
invariant mass of the system and 𝑚𝑖 mass of the 𝑖th particle. As expected,
we found a peak centered at about 90 keV, which corresponds to the
ground state of 8Be produced in the collisions. Unfortunately, due to
the limited angular coverage of the hodoscope, placed at a distance of
103 cm from the target, we collected a low statistics and we are not
sensitive to the first excited state of 8Be, located at around 3 MeV. If a
couple of 𝛼 particles is emitted from this latter state we are indeed not
able to simultaneously detect the two particles, being the corresponding
kinematical cone larger than the angular acceptance of our detector.



Fig. 20. 𝛼-𝛼 invariant mass spectrum (in the form of 𝐸𝑟𝑒𝑙) obtained by summing the
statistics from the three nuclear systems here studied. Data exhibit a peak at about 90 keV
which corresponds to the ground state of8Be. The low statistics is due to the large distance
of OSCAR from the target.

The distance from the target to the OSCAR hodoscope is therefore
a parameter of fundamental importance to be taken into account, for
correlation studies, since it regulates not only the efficiency in the
reconstruction of resonances but also the relative energy resolution.
Being OSCAR a modular device, designed to be installed with high
versatility in different configurations, a precise study of the above
mentioned aspects as a function of the distance from the target is
required to fully characterize the powerfulness of the device.

To this aim we developed a Monte Carlo code by using the previ-
ously discussed geometrical simulation of OSCAR as a filter to process
simulated 8Be decays data. To produce the set of simulated events, we
have considered a flat angular distribution of the emitting 8Be nuclei,
having values of momentum extracted uniformly from 500 MeV∕c to
1200MeV∕c, as suggested by the reconstructed 8Be momentum spectrum
derived from the experimental data of Fig. 20. The physical interaction
of particles with the detector is not accounted in our procedure. The
results of our simulation are reported in Fig. 21. The upper panel shows
the relative energy resolution in the reconstruction of the ground state
of 8Be as a function of the distance from the target. With resolution we
indicate the 𝜎𝑔𝑎𝑢𝑠𝑠 of a Gaussian fit reproducing the ground state peak
seen in the invariant mass spectrum. Varying the distance from 5 cm
to 110 cm we observe a decrease of the resolution from about 31 keV
to about 9 keV, which represent a very good value. The simulation
shows also that the expected resolution saturates for values of distance
higher than 80 cm. This effect can be attributed to the reduced number
of pseudo-telescopes which contribute to the spectrum; in fact, when the
distance is larger the kinematical cone of the emitted particles becomes
wider compared to the size of the detector. In the bottom panel we show
the efficiency in the reconstruction of such resonance as a function of
distance. In this case we have normalized the values to 100% at 5 cm
from the target. The plot reveals a strong decrease of the geometrical
efficiency with the distance. In correspondence of 110 cm it reaches
the 0.02% of the value observed at 5 cm. Such plots are useful to fix
the optimal distance for studying the decay of a particular resonance,
and the versatility of OSCAR allows to reach a good balance between
efficiency and resolution.

4. Conclusions and perspectives

In this paper we discuss the characteristics of the new hodoscope
OSCAR aimed at the identification of low energy light particles emitted
in heavy ion collisions. This new modular and high versatility device,
based on two detection stages of silicon detectors (20 μm SSSSD followed
by 300 μm silicon pads), has been designed to complement other larger

Fig. 21. (a) Resolution in the reconstruction of the8Be ground state via 𝛼-𝛼 correlations,
extracted as the 𝜎 of a Gaussian fit, as a function of the distance of OSCAR from the
target. (b) Same plot for the efficiency, normalized to the point at 5 cm. A value of 0.02%
is reached at 110 cm.

acceptance detectors in the angular regions in which high segmentation
and low identification thresholds are required. We provide a precise
characterization of the thickness uniformity of the 𝛥E stage, showing
how it affects the particles identification obtained with the telescope
technique. From our analysis it turns out that, with such a segmentation,
a thickness gradient up to 0.3 μm∕mm can be tolerated to obtain
reasonable identifications of 𝑝, 𝑑, 𝑡, 3He and 4He particles. Channeling
effects have been also observed in the thin silicon strip detector used
as first detection stage; the percentage of channeled to normal events
is about 15% and slightly decreases with decreasing thickness of the
detector.

Results from Ca+Ca collisions at 35 AMeV, obtained with OSCAR,
are also discussed. They demonstrate the capability of OSCAR to identify
low energy particles emitted by the quasi-target source in semi-peripheral
collisions. We obtain signatures of the isospin diffusion process by
inspecting isotopic (4He/3He and 7Li/6Li) and isobaric (7Li/7Be and
3H/ 3He) yield ratios of particles emitted by the QT source. We finally
discussed the good performance of OSCAR in the reconstruction of reso-
nances produced in nuclear reactions, via particle–particle correlations
and invariant mass spectroscopy.

Recently, we used a modified version of OSCAR, based on 4 modules
of OSCAR without the first detection stage, assembled in a 2 × 2 con-
figuration, for studying the decay path of the Hoyle state in 12C [61,62].
Invariant mass techniques have been used to unveil on the competition
between direct and sequential decay modes, taking advantage from the
good granularity of OSCAR and the extremely high versatility.
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