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The control of an antilock braking system is a difficult problem due to the existence of nonlinear dynamics and uncertainties of its
characteristics. To overcome these issues, in this work, a dynamic nonlinear controller is proposed, based on a nonlinear observer.
To evaluate its performance, this controller has been implemented on an ABS Laboratory setup, representing a quarter car model.
The nonlinear observer reconstructs some of the state variables of the setup, assumed not measurable, to establish a fair benchmark
for an ABS system of a real automobile. The dynamic controller ensures exponential convergence of the state estimation, as well as
robustness with respect to parameter variations.

1. Introduction

The antilock braking system (ABS) was developed to prevent
the wheels from locking up while braking. This prevents the
slippage of the wheels on the surface, adjusting the brake
fluid pressure level of each wheel, and helps the driver to
keep the control on the vehicle [1–3]. In fact, the ABS is
designed to increase the braking efficiency, maintaining the
manoeuvrability of the vehicle and reducing the driving
instability, while decreasing the braking distance. Modern
ABS systems try to not only prevent the wheels from locking
up, but also aim to obtainmaximumwheel grip on the surface
while the vehicle is braking [4, 5]. The technical difficulties
in successfully implementing the antilock concept contained
in the 1936 patent for an “apparatus for preventing lock
braking of wheels in a motor vehicle,” by Robert Bosch [6],
were solved between 1967 and 1970, when Mercedes-Benz
engineers changed the mechanical sensors for contactless
sensors operating under the induction principle [7]. Finally,
when the electronic integrated circuits were small and robust

enough, it was possible to record data from the wheel’s
sensors and to use more reliable actuators for imposing brake
hydraulic pressure.Themass production startedwith theABS
second generation, in 1978 [7].With the hardware technology
breakthroughs, now the challenge is to propose efficient
control algorithms for the actuators. Several algorithms had
been aimed for controlling the ABS; see [8, 9] for interesting
overviews.

In this paper, a mechatronic system, the ABS Laboratory
setup, manufactured by Inteco Ltd., is used to implement new
control strategies and to compare them, avoiding the high
costs of tests on real full-sized vehicles. The setup represents
a quarter car model and consists of two rolling wheels. The
lower wheel, made of aluminum, imitates the relative road
motion of the car, whereas the upper wheel, made of rigid
plastic, is mounted to the balance lever and simulates the
wheel of the vehicle. In order to accelerate the lower wheel, a
large DCmotor is coupled to it. The upper wheel is equipped
with a disk–brake system, driven by a small DC motor [10].
Earlier works on this kind of setup are mainly based on
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the assumption that information of all sensors is available
for measurement. Some articles discuss the use of controllers
with comparative (linear and nonlinear) control techniques
as in [11–13]. In [14–18], control strategies based on sliding–
mode analysis are analyzed. An optimal controller of an
ABS Laboratory setup is presented in [19]. Finally, other
works deal with fuzzy controllers [20, 21] or other intelligent
control techniques such as adaptive neurofuzzy [22, 23] and
neurofuzzy techniques [24].

While these previous works are based on the assumption
that the angular velocities of the two setup wheels are
available for measuring, in this paper we consider that only
the upper wheel angular velocity is measurable. In fact,
it corresponds to the angular velocity of the automobile
wheel, while the angular velocity of the lower setup wheel
corresponds to the longitudinal velocity of a real vehicle,
which is rarely measured and has to be estimated. Therefore,
an observer is proposed and the well-known Lyapunov
technique is used [25] to ensure the exponential convergence.
The (constant) observer gains are determined via an offline
numerical procedure. With the same Lyapunov technique,
a dynamic controller is designed to impose the exponential
convergence of the slip to a desired reference.

Previous results on observer design for this kind of
setup can be found in the literature. For instance, in [26]
an observer-based direct adaptive fuzzy neural controller is
proposed. A nonlinear observer of the vehicle longitudinal
velocity is given in [27]. In [28], an observer for the velocity
estimation is introduced, in presence of varying friction
and road bank angles. Other types of linear and nonlinear
observers, based on sliding–mode technique, can be found in
[29, 30]. In [30], an extended kalman filter is proposed, using
a real-time solution of a Riccati differential equation.

With respect to the previous results on observers and
controllers, the proposed dynamic controller has an advan-
tage in its simplicity, attractive for real-time implementation
on the ECU. To better show its performance, we have also
compared the proposed dynamic controller with the sliding–
mode one proposed in [16], showing better performances in
terms of input smoothness, implying less noise and better
wear resistance, and also in terms of braking distance.

The paper is organized as follows. Section 2 briefly
presents the mathematical model of the experimental setup.
Section 3 is dedicated to the design of the dynamic controller.
The results are discussed in Section 4, where a comparison
between the controller proposed in this paper and a sliding–
mode control is performed. Finally, some conclusions are
presented.

2. Mathematical Model of the Experimental
ABS Laboratory Setup

In this paper, an ABS Laboratory setup manufactured by
Inteco Ltd. has been studied; see Figure 1. It represents a
quarter car model and consists of two rolling wheels. The
lower aluminum wheel emulates the road motion, whereas
the upper plastic wheel simulates the vehicle wheel. In order
to accelerate the lower wheel, a DC motor is coupled to it,
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Figure 1: Scheme of the ABS Laboratory setup.

while the upper wheel is equipped with a disk–brake system.
Encoders on the wheels allow determining the positions and
velocities, through differential quotients, of the two wheels.
Although simple, this setup preserves the fundamental char-
acteristics of an actual ABS system in the range 0–70 km/h
[10].

The control problem is to impose a desired wheel slip,
that is, to set at a desired value the relative difference of the
contact point velocities between the two wheels. On actual
vehicles, the longitudinal velocity is estimated applying a rela-
tionship between the wheel angular velocity and its radius,
considering the wheels deformation very small compared to
its dimensions. This estimation is good, as long as no slip is
present. Unfortunately, since the braking process involves a
slip between the wheel and the road surface, when it occurs
it is not possible to estimate the vehicle longitudinal velocity
in this way. In this case, an observer is necessary to estimate
the longitudinal velocity.

The mathematical model of the ABS Laboratory setup
is derived under the assumptions of negligible lateral and
vertical motions and rolling resistance force negligible with
respect to braking (see Figure 2). The braking torque, 𝑇𝑏, and
the bearing friction torque,𝑀10, act on the upper wheel. The
bearing friction torque, 𝑀20, acts on the lower wheel. The
tractive force,𝐹𝑥, acts on bothwheels.The dynamic equations
of the ABS Laboratory setup are [10]

�̇�1 =
𝑟1

𝐽1

𝐹𝑥𝑠 −
1

𝐽1

(𝑑1𝑥1 + 𝑀10 + 𝑇𝑏) 𝑠1,

�̇�2 = −
𝑟2

𝐽2

𝐹𝑥𝑠 −
1

𝐽2

(𝑑2𝑥2 + 𝑀20) 𝑠2,

(1)

where 𝑥1, 𝑥2 are the angular velocities of the upper and lower
wheels, whose inertia moments are 𝐽1, 𝐽2 and whose radii are
𝑟1, 𝑟2. Furthermore, 𝑑1, 𝑑2 are the viscous friction coefficients
of the upper and lower wheels (the nominal parameters are
given in Table 1) and 𝑠(𝑥), 𝑠1(𝑥1), and 𝑠2(𝑥2) are auxiliary
variables

𝑠 (𝑥) = sign (𝑟2𝑥2 − 𝑟1𝑥1) ,

𝑠1 (𝑥1) = sign (𝑥1) , 𝑠2 (𝑥2) = sign (𝑥2) ,

(2)
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Figure 2: Forces and torques acting on the ABS Laboratory setup.

used to determinate if the vehicle is in the traction mode or
in the braking mode, with

sign (𝑥) =

{{

{{

{

1, if 𝑥 > 0,

0, if 𝑥 = 0,

−1, if 𝑥 < 0.

(3)

Here, 𝑟1𝑥1 represents the vehicle wheel velocity, while 𝑟2𝑥2

represents the vehicle velocity. Additionally, 𝐹𝑥 represents
the tractive force generated at the contact between upper
wheel and lower wheel. Various models are available in the
literature to model the tire behavior [31]. Without loss of
generality, since the same approach can be usedwith different
tire models [27], in this work Pacejka’s “magic formula” was
chosen to describe this force. This formula approximates the
response curve of the braking process based on experiments
test data. It is widely used and allows us to work with a wider
range of values, including the linear and nonlinear regions of
the tire characteristic:

𝐹𝑥 = 𝜇𝑥𝐷𝑥 sin (𝐶𝑥 arctan (𝐵𝑥𝜆)) , (4)

where

𝜆 =
𝑟2𝑥2 − 𝑟1𝑥1

𝑟2𝑥2
(5)

is the wheel slip, that is, the relative difference of the
wheel velocities. The force depends on positive experimental
coefficients, given by the stiffness factor 𝐵𝑥, the shape factor
𝐶𝑥, and the peak value 𝐷𝑥, which are determined to match
the experimental data. Moreover, 𝜇 ∈ [0, 1] is the friction
coefficient between the upper and lower wheels. Figure 3
shows the behavior of the tractive force calculated with (4)
as a function of the wheel slip (5). Note that 𝐹𝑥(𝜆2) > 𝐹𝑥(𝜆1)

for 𝜆2 > 𝜆1.
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Figure 3: The tractive force 𝐹𝑥 as a function of the wheel slip 𝜆 (N
versus s).

The braking torque 𝑇𝑏 is modeled with a first-order
equation [10], given by

�̇�𝑏 = −𝑐31𝑇𝑏 + 𝑐31𝑏 (𝑢) , (6)

where 𝑐31 is a positive constant and 𝑏(𝑢) describes the relation
with the control input applied to the DC motor. This latter
drives the action of the brake pads, with the control input 𝑢 ∈

[0, 1], and generates the braking torque 𝑇𝑏. This relation can
be approximated by

𝑏 (𝑢) = {
𝑏1𝑢 + 𝑏2, if 𝑢 ≥ 𝑢0,

0, if 𝑢 < 𝑢0,
(7)

where 𝑢0 is the operating threshold of the brake driving
system. According to the mathematical model, (7) is similar
to the brake pedal in an automobile [6, 11, 14, 16, 18, 21, 32].
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Table 1: Coefficients and system variables, for the ABS Laboratory
setup.

𝑥1 Angular velocity of the upper wheel rad/s
𝑥2 Angular velocity of the lower wheel rad/s
𝑇
𝑏 Braking torque Nm

𝑟1 Radius of the upper wheel 0.0995m
𝑟2 Radius of the lower wheel 0.0990m
𝐽1 Upper wheel inertia moment 7.54 × 10−3 Kgm2

𝐽2 Lower wheel inertia moment 25.6 × 10−3 Kgm2

𝑑
1

Upper wheel viscous friction
coefficient 118.74 × 10−6 Kgm2/s

𝑑
2

Lower wheel viscous friction
coefficient 214.68 × 10−6 Kgm2/s

𝜇 Friction coefficient between wheels 1
𝑀10 Static friction of the upper wheel 0.0032Nm
𝑀20 Static friction of the lower wheel 0.0925Nm
𝑏1 Constant 15.24
𝑏2 Constant −6.21
𝑐
31 Constant 20.37 s−1

𝑢0 Constant 0.415
𝑢 Control input
𝐷𝑥 Peak value 23
𝐶𝑥 Shape factor 1.68
𝐵
𝑥 Stiffness factor 28

𝛾 Observer gain 21
𝑘𝑜1 Observer gain 140
𝑘𝑜2 Observer gain 40
𝑘𝑠0 Controller gain 19
𝑘𝑠1 Controller gain 32

Under normal operation conditions, the wheel velocity
𝑟1𝑥1 matches the forward velocity 𝑟2𝑥2. When the brake is
applied, braking forces are generated at the wheel interface;
𝑟1𝑥1 will tend to be lower than 𝑟2𝑥2 (but always positive),
and a slippage will occur. This braking process and the slip
between the wheel and the road surface imply that it is
not possible to consider the vehicle velocity as known, here
represented by 𝑟2𝑥2. Therefore, in the following section an
observer, 𝑥2, will be designed during the braking phase,
assuming that the state variable 𝑥1 is measurable and the
disturbances𝑀10,𝑀20 are known. During braking the wheel
slip, 𝜆, is positive, as well as 𝑥1, 𝑥2, so

𝑠 = sign (𝑟2𝑥2 − 𝑟1𝑥1) = 1, 𝑠1 = sign (𝑥1) = 1,

𝑠2 = sign (𝑥2) = 1,

(8)

and (1) becomes

�̇�1 =
𝑟1

𝐽1

𝐹𝑥 −
1

𝐽1

(𝑑1𝑥1 + 𝑀10 + 𝑇𝑏) ,

�̇�2 = −
𝑟2

𝐽2

𝐹𝑥 −
1

𝐽2

(𝑑2𝑥2 + 𝑀20) .

(9)

3. Design of a Dynamic Controller

According to the mathematical model derived in (9), the
following observer is proposed:

̇̂𝑥1 =
𝑟1

𝐽1

𝐹𝑥 −
1

𝐽1

(𝑑1𝑥1 + 𝑀10 + 𝑇𝑏) + 𝑘𝑜1 (𝑥1 − 𝑥1) ,

̇̂𝑥2 = −
𝑟2

𝐽2

𝐹𝑥 −
1

𝐽2

(𝑑2𝑥2 + 𝑀20) + 𝑘𝑜2 (𝑥1 − 𝑥1) ,

(10)

where 𝑘𝑜1, 𝑘𝑜2 > 0 are the observer gains designed hereinafter
and

𝐹𝑥 = 𝐹𝑥 (�̂�) = 𝜇𝑥𝐷𝑥 sin (𝐶𝑥 arctan (𝐵𝑥�̂�)) ,

�̂� =
𝑟2𝑥2 − 𝑟1𝑥1

𝑟2𝑥2

.

(11)

In (10), the upper wheel velocity 𝑥1 is assumed to be
measurable and used as feedback term. In modern vehicles,
equipped with ABS systems, this is an acceptable assumption
in practice. Moreover, the system parameters, and in particu-
lar the bearing friction torques 𝑀10, 𝑀20, are assumed to be
known, since they can be accurately identified [10].

In the following, the selection of the gains 𝑘𝑜1, 𝑘𝑜2 to
guarantee the convergence of the observer is discussed. Let
us consider the estimation errors

𝑒1 = 𝑥1 − 𝑥1, 𝑒2 = 𝑥2 − 𝑥2, 𝑒 = (𝑒1 𝑒2)
𝑇 (12)

and the error dynamics

̇𝑒1 = −(𝑘𝑜1 +
𝑟1

𝐽1

) 𝑒1 +
𝑟1

𝐽1

(𝐹𝑥 − 𝐹𝑥) ,

̇𝑒2 = −𝑘𝑜2𝑒1 −
𝑑2

𝐽2

𝑒2 −
𝑟2

𝐽2

(𝐹𝑥 − 𝐹𝑥) ,

(13)

calculated from (9) and (13). Let us consider the following
Lyapunov candidate function:

𝑉𝑜 =
1

2
(𝑒
2

1
+ 𝛾𝑒
2

2
) , (14)

with 𝛾 > 0.
Deriving (14) along the error dynamics (13), one works

out

�̇�𝑜 = − (𝑘𝑜1 +
𝑑1

𝐽1

) 𝑒
2

1
− 𝛾

𝑑2

𝐽2

𝑒
2

2
− 𝛾𝑘𝑜2𝑒1𝑒2

+ (
𝑟1

𝐽1

𝑒1 − 𝛾
𝑟2

𝐽2

𝑒2) (𝐹𝑥 − 𝐹𝑥) ,

(15)

where the term 𝐹𝑥−𝐹𝑥 is calculated using the Lagrangemean
value theorem [27, 28]

𝐹𝑥 − 𝐹𝑥 =
𝜕𝐹𝑥

𝜕𝑥1

𝜆

𝑒1 +
𝜕𝐹𝑥

𝜕𝑥2

𝜆

𝑒2 = −𝑐1𝑒1 + 𝑐2𝑒2, (16)
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where 𝜆 = 1 − 𝑟1𝑥1/(𝑟2𝑥2), with 𝑥1, 𝑥2 being some points
between 𝑥1 and 𝑥1 and between 𝑥2 and 𝑥2. Moreover,

𝜕𝐹𝑥

𝜕𝑥1

= −
1

𝑥2

𝜇𝑥𝐷𝑥𝐶𝑥𝐵𝑥

1 + 𝐵2
𝑥
𝜆2

cos𝛼 (𝜆) ≤ 0,

𝜕𝐹𝑥

𝜕𝑥2

=
𝑟2 (1 − 𝜆)

𝑟1𝑥2

𝜇𝑥𝐷𝑥𝐶𝑥𝐵𝑥

1 + 𝐵2
𝑥
𝜆2

cos𝛼 (𝜆) ≥ 0,

(17)

where 𝛼(𝜆) = 𝐶𝑥 arctan𝐵𝑥𝜆.
Substituting (16) into (15), the derivative of the Lyapunov

candidate along the error dynamics takes the form

�̇�𝑜 = − (𝑘𝑜1 +
𝑑1

𝐽1

+
𝑟1

𝐽1

𝑐1) 𝑒
2

1
− 𝛾(

𝑑2

𝐽2

+
𝑟2

𝐽2

𝑐2) 𝑒
2

2

− (𝛾𝑘𝑜2 −
𝑟1

𝐽1

𝑐2 − 𝛾
𝑟2

𝐽2

𝑐1) 𝑒1𝑒2.

(18)

Let us analyze how it is possible to determine the observer
gains, making use of a numerical procedure to upper-bound
(18). First, setting 𝑘𝑜1 = 𝑘𝑜2 = 0 in (18), one gets a quadratic
form

�̇�
 𝑘𝑜1=0
𝑘
𝑜2
=0

= −(
𝑒1

𝑒2
)

𝑇

(

𝑑1

𝐽1

+
𝑟1

𝐽1

𝑐1

1

2
(−

𝑟1

𝐽1

𝑐2 − 𝛾
𝑟2

𝐽2

𝑐1)

1

2
(−

𝑟1

𝐽1

𝑐2 − 𝛾
𝑟2

𝐽2

𝑐1) 𝛾(
𝑑2

𝐽2

+
𝑟2

𝐽2

𝑐2)

)

⋅ (
𝑒1

𝑒2
)

(19)

which depends on 𝑐1, 𝑐2. According to the definition (16) of
𝑐1, 𝑐2, one feasible way is to numerically calculate max{�̇�},
making varying 𝑥2 and 𝜆, which are the variables appearing
in the expressions (17). In this way, some values 𝑥

∘

2
, 𝜆
∘

and, correspondingly, some values 𝑐∘
1
, 𝑐∘
2
remain determined.

Hence, one gets

�̇�𝑜 ≤ − (𝑘𝑜1 +
𝑑1

𝐽1

+
𝑟1

𝐽1

𝑐
∘

1
) 𝑒
2

1
− 𝛾(

𝑑2

𝐽2

+
𝑟2

𝐽2

𝑐
∘

2
) 𝑒
2

2

− (𝛾𝑘𝑜2 −
𝑟1

𝐽1

𝑐
∘

2
− 𝛾

𝑟2

𝐽2

𝑐
∘

1
) 𝑒1𝑒2.

(20)

Finally, it is possible to select the gains so that the following
conditions are fulfilled:

𝑘𝑜1 > 0, 𝑘𝑜2 =
𝑟1

𝛾𝐽1

𝑐
∘

2
+

𝑟2

𝐽2

𝑐
∘

1
> 0. (21)

Conditions (21) ensure that the Lyapunov function derivative
is negative definite

�̇�𝑜 ≤ − (𝑘𝑜1 +
𝑑1

𝐽1

+
𝑟1

𝐽1

𝑐
∘

1
) 𝑒
2

1
− 𝛾(

𝑑2

𝐽2

+
𝑟2

𝐽2

𝑐
∘

2
) 𝑒
2

2

≤ − 𝜆



𝑒1

𝑒2



2

,

(22)

where 𝜆 = min{(𝑘𝑜1+𝑑1/𝐽1+(𝑟1/𝐽1)𝑐
∘

1
), 𝛾(𝑑2/𝐽2+(𝑟2/𝐽2)𝑐

∘

2
)} >

0. Hence, the error system (13) is exponentially stable to the
origin; that is, the estimation errors (12) tend exponentially to
zero, with a time constant at least 𝜏 = 1/𝜆. This proves that
the observer (10), with the gains (21), ensures the exponential
convergence of the estimates 𝑥1, 𝑥2 to the states variables 𝑥1,
𝑥2, respectively.

The second part of this section is devoted to the design of
the control law ensuring that 𝜆 tends to the desired reference.
To this aim, let us consider the slip error 𝑒 = �̂� − 𝜆ref and its
dynamics, nonsingular for 𝑥2 ̸= 0,

̇̂𝑒 = −
1

𝑥2

(
𝑟
2

1

𝐽1𝑟2

+
𝑟2

𝐽2

(1 − �̂�))𝐹𝑥

+
1

𝑥2

(
𝑟1

𝐽1𝑟2

𝑀10 −
1

𝐽2

𝑀20 (1 − �̂�))

+ (
𝑑1

𝐽1

−
𝑑2

𝐽2

) (1 − �̂�) −
1

𝑥2

(
𝑟1

𝑟2

𝑘𝑜1 − (1 − �̂�) 𝑘𝑜2) 𝑒1

− �̇�ref +
𝑟1

𝐽1𝑟2

1

𝑥2

𝑇𝑏,

(23)

where �̂� is given by (11) and 𝜆ref is a desired slip signal to
be imposed [33], having bounded derivative. The dynamic
controller, defined for 𝑥2 ̸= 0 (an appropriate saturation in
(10) can avoid having 𝑥2 approaching zero),

̇𝐼𝑒 = 𝑒,

𝑇𝑏 =
𝐽1𝑟2

𝑟1

𝑥2 [−𝑘𝑠0𝐼𝑒 − 𝑘𝑠1𝑒 +
1

𝑥2

(
𝑟
2

1

𝐽1𝑟2

+
𝑟2

𝐽2

(1 − �̂�))

⋅ 𝐹𝑥 (�̂�) −
1

𝑥2

(
𝑟1

𝐽1𝑟2

𝑀10 −
1

𝐽2

𝑀20 (1 − �̂�))

− (
𝑑1

𝐽1

−
𝑑2

𝐽2

) (1 − �̂�)

+
1

𝑥2

(
𝑟1

𝑟2

𝑘𝑜1 − (1 − �̂�) 𝑘𝑜2) 𝑒1 + �̇�ref] ,

(24)

with 𝑘𝑠0, 𝑘𝑠1 > 0, ensures that the tracking error 𝑒 and
its derivative globally and exponentially converge to zero,
according to the relation

̇̂𝑒 = −𝑘𝑠1𝑒 − 𝑘𝑠0𝐼𝑒, (25)

or deriving

̈̂𝑒 + 𝑘𝑠1
̇̂𝑒 + 𝑘𝑠0𝑒 = 0. (26)

Hence, �̂� tends to 𝜆ref globally and exponentially. Since the
observer ensures that �̂� → 𝜆 globally and exponentially, one
concludes that also 𝜆 tends to 𝜆ref globally and exponentially.

It is worth noting that the dynamic controller (10), (24)
requires that 𝑀10, 𝑀20 and all the system parameters are
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known. However, in practice, usually one has to deal with
parameter uncertainties. In the remainder of this section we
show that, in the case of bounded parameter uncertainties,
the proposed controller still ensures global exponential sta-
bility, but to a proper ball of the origin. In fact, considering
the estimated values 𝐽1, 𝐽2, 𝑑1, 𝑑2, 𝑟1, 𝑟2, �̂�10, and �̂�20, the
observer (10)

̇̂𝑥1 =
𝑟1

𝐽1

𝐹𝑥 −
1

𝐽1

(𝑑1𝑥1 + �̂�10 + 𝑇𝑏) + 𝑘𝑜1 (𝑥1 − 𝑥1) ,

̇̂𝑥2 = −
𝑟2

𝐽2

𝐹𝑥 −
1

𝐽2

(𝑑2𝑥2 + �̂�20) + 𝑘𝑜2 (𝑥1 − 𝑥1) ,

(27)

and the control (24)

𝑇𝑏 =
𝐽1𝑟2

𝑟1

𝑥2 [−𝑘𝑠0𝐼𝑒 − 𝑘𝑠1𝑒 +
1

𝑥2

(
𝑟
2

1

𝐽1𝑟2

+
𝑟2

𝐽2

(1 − �̂�))

⋅ 𝐹𝑥 (�̂�) −
1

𝑥2

(
𝑟1

𝐽1𝑟2

�̂�10 −
1

𝐽2

�̂�20 (1 − �̂�))

− (
𝑑1

𝐽1

−
𝑑2

𝐽2

)(1 − �̂�)

+
1

𝑥2

(
𝑟1

𝑟2

𝑘𝑜1 − (1 − �̂�) 𝑘𝑜2) 𝑒1 + �̇�ref] ,

(28)

the observer error dynamics become

̇𝑒1 = −(𝑘𝑜1 +
𝑟1

𝐽1

) 𝑒1 +
𝑟1

𝐽1

(𝐹𝑥 − 𝐹𝑥) + 𝛿𝑝1,

̇𝑒2 = −𝑘𝑜2𝑒1 −
𝑑2

𝐽2

𝑒2 +
𝑟2

𝐽2

(𝐹𝑥 − 𝐹𝑥) + 𝛿𝑝2,

(29)

while the tracking error dynamics become

̇̂𝑒 = −𝑘𝑠0𝐼𝑒 − 𝑘𝑠1𝑒 + Δ𝑝, (30)

where

𝛿𝑝1 = (
𝑟1

𝐽1

−
𝑟1

𝐽1

)𝐹𝑥 − (
𝑑1

𝐽1

−
𝑑1

𝐽1

)𝑥1 −
𝑀10

𝐽1

+
�̂�10

𝐽1

− (
1

𝐽1

−
1

𝐽1

)
𝐽1𝑟2

𝑟1

𝑥2

⋅ [−𝑘𝑠0𝐼𝑒 − 𝑘𝑠1𝑒 +
1

𝑥2

(
𝑟
2

1

𝐽1𝑟2

+
𝑟2

𝐽2

(1 − �̂�))𝐹𝑥 (�̂�)

−
1

𝑥2

(
𝑟1

𝐽1𝑟2

�̂�10 −
1

𝐽2

�̂�20 (1 − �̂�))

− (
𝑑1

𝐽1

−
𝑑2

𝐽2

)(1 − �̂�)

+
1

𝑥2

(
𝑟1

𝑟2

𝑘𝑜1 − (1 − �̂�) 𝑘𝑜2) 𝑒1 + �̇�ref] ,

𝛿𝑝2 = −(
𝑟2

𝐽2

−
𝑟2

𝐽2

)𝐹𝑥 − (
𝑑2

𝐽2

−
𝑑2

𝐽2

)𝑥2 −
𝑀20

𝐽2

+
�̂�20

𝐽2

,

Δ𝑝 = −
1

𝑥2

(
𝑟
2

1

𝐽1𝑟2

−
𝑟
2

1

𝐽1𝑟2

+ (
𝑟2

𝐽2

−
𝑟2

𝐽2

)(1 − �̂�))𝐹𝑥

+
1

𝑥2

(
𝑟1

𝐽1𝑟2

𝑀10 −
𝑟1

𝐽1𝑟2

�̂�10

−(
𝑀20

𝐽2

−
�̂�20

𝐽2

)(1 − �̂�))

+ (
𝑑1

𝐽1

−
𝑑1

𝐽1

−
𝑑2

𝐽2

+
𝑑2

𝐽2

)(1 − �̂�)

−
1

𝑥2

(
𝑟1

𝑟2

−
𝑟1

𝑟2

)𝑘𝑜1𝑒1 + (
𝐽1𝑟1𝑟2

𝐽1𝑟1𝑟2

− 1)

⋅ [−𝑘𝑠0𝐼𝑒 − 𝑘𝑠1𝑒 +
1

𝑥2

(
𝑟
2

1

𝐽1𝑟2

+
𝑟2

𝐽2

(1 − �̂�))𝐹𝑥 (�̂�)

−
1

𝑥2

(
𝑟1

𝐽1𝑟2

�̂�10 −
1

𝐽2

�̂�20 (1 − �̂�))

− (
𝑑1

𝐽1

−
𝑑2

𝐽2

)(1 − �̂�)

+
1

𝑥2

(
𝑟1

𝑟2

𝑘𝑜1 − (1 − �̂�) 𝑘𝑜2) 𝑒1 + �̇�ref]

(31)

are the perturbation terms. Deriving the closed loop dynam-
ics, one gets

̈̂𝑒 + 𝑘𝑠1
̇̂𝑒 + 𝑘𝑠0𝑒 = Ψ𝑝, (32)

where Ψ𝑝 = Δ̇𝑝. If |𝛿1|, |𝛿2| ≤ 𝛿max, |Ψ𝑝| ≤ Ψmax remain
bounded; then the errors 𝑒1, 𝑒2, and 𝑒 will be uniformly
ultimately bounded [25]. In fact, since

(

̇̂𝑒

̈̂𝑒
) = 𝐴(

𝑒

̇̂𝑒
) + 𝐵Ψ𝑝, 𝐴 = (

0 1

−𝑘𝑠0 −𝑘𝑠1
) , 𝐵 = (

0

1
) , (33)
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and considering the Lyapunov candidate 𝑉 = 𝑉𝑜 + 𝑉𝑠, 𝑉𝑠 =
(
𝑒
̇̂𝑒
)
𝑇

𝑃 (
𝑒
̇̂𝑒
), with 𝑃 = 𝑃

𝑇
> 0 solution of Sylvester’s equation

𝑃𝐴 + 𝐴
𝑇
𝑃 = −𝑄, for a fixed matrix 𝑄 = 𝑄

𝑇
> 0, one works

out

�̇� ≤ − (1 − 𝜗1) 𝜆



𝑒1

𝑒2



2

− (1 − 𝜗2) 𝜆
𝑄

min



𝑒

̇̂𝑒



2

+



𝑒1

𝑒2



(𝛿max − 𝜗1𝜆



𝑒1

𝑒2



)

+



𝑒

̇̂𝑒



(‖𝑃𝐵‖Ψ𝑝 − 𝜗2𝜆
𝑄

min



𝑒

̇̂𝑒



)

≤ − (1 − 𝜗1) 𝜆



𝑒1

𝑒2



2

− (1 − 𝜗2) 𝜆
𝑄

min



𝑒

̇̂𝑒



2

,

(34)

with 𝜗1, 𝜗2 ∈ (0, 1) and 𝜆
𝑄

min being the minimum eigenvalue
of 𝑄, for



𝑒1

𝑒2



≥
1

𝜗1𝜆
𝛿max,



𝑒

̇̂𝑒



≥
‖𝑃𝐵‖

𝜗2𝜆
𝑄

min
Ψmax. (35)

This implies that (𝑒1, 𝑒2) and (𝑒, ̇̂𝑒) will be globally ultimately
bounded to balls of radius

𝑅1 = √
𝜆M
𝜆m

1

𝜗1𝜆
𝛿max, 𝑅2 =

√
𝜆
𝑃

max
𝜆
𝑃

min

‖𝑃𝐵‖

𝜗𝜆
𝑄

min
Ψmax, (36)

of the origin, respectively, with 𝜆m = min{1, 𝛾}, 𝜆M =

max{1, 𝛾}, and 𝜆
𝑃

min, 𝜆
𝑃

max being theminimum andmaximum
eigenvalues of 𝑃.

4. Experimental Results

Experimental tests on Inteco’s ABS Laboratory setup (see
Figure 4) have been conducted to evaluate the braking per-
formance of the controller (10), (24). These tests represent
maneuvers in straight line. Moreover, in order to compare
the performance of the proposed controller with another
available in literature, a comparison with a sliding–mode
controller proposed in [16] is presented.

The initial value of the angular velocities of the upper and
lower wheels is 158 rad/s. When the maximal velocity of the
upper wheel is detected, the system disables the DC motor
coupled to the lower wheel, and the braking process begins.

The observer initial conditions for the proposed con-
troller are 150 rad/s, for the upper and lower wheels. The
observer initial conditions in the sliding–mode controller are
obviously the same.The observer gain 𝑘𝑜2 can be determined
as indicated in the previous section. Considering 𝑥2 ∈

[−170, 170] and 𝜆 ∈ [0, 1], one determines 𝑐
∘

1
= 2, 𝑐∘

2
=

10, and 𝑘𝑜2 = 40. It is worth noting that in this work we
have considered 𝜇𝑥 = 1, but its variability can be taken
into account considering themaximization procedure used to
determine 𝑐∘

1
, 𝑐∘
2
, making varying 𝜇𝑥 in the interval of interest.

Figure 4: The ABS Laboratory setup.

The results are summarized in Figures 5–9,where it can be
seen that the proposed controller (10), (24) ensures better per-
formances with respect to the sliding–mode controller [16]. It
is worth noting that, after the braking phase, between 5.5 and
7 s, corresponding to the maximum braking efficiency, the
performance after 7 s is no longer relevant since the velocity is
low, and the ABS is not working anymore in the appropriate
range of velocities.

Comparing Figures 5 and 6, one can see that the con-
troller (10), (24) maintains a lower estimation error than
the observer with the sliding–mode control. Furthermore,
as shown in Figure 7, the proposed controller reaches the
reference 𝜆ref = 0.15 faster and keeps the estimated slip closer
to the reference, with respect to the sliding–mode control. As
already mentioned, at the end of the braking process the ref-
erence tracking ismeaningless, since the longitudinal velocity
is low and the ABS system is no longer effective. Another
positive effect of the proposed controller is shown in Figure 8,
where the absence of chattering, typical of the sliding–mode
control, can be appreciated, thus ensuring a better wear
resistance, less noise, and an increased passenger comfort
with lower jerk effects. As a final indication of the better
performance of the proposed controller, Figure 9 shows that
the controller (10), (24) ensures (even if marginally) shorter
braking spaces.

5. Conclusions

This paper presents a dynamic controller for an ABS Labora-
tory setup, based on a state observer of the angular velocities
of the two wheels constituting the setup.The acceleration and
velocity of the upper wheel, which simulates the automobile
wheel, are measurable. This is a reasonable assumption in
modern vehicles equipped with an ABS system. The bearing
friction torques and the system parameters are assumed to
be known. The nonlinear observer is designed considering
a simplified Pacejka tire model for the upper wheel. The
nonlinear dynamic controller is finally designed, ensuring the
exponential stability of the system.
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Figure 5: (a) Controller (10), (24): upper wheel angular velocity 𝑥1 (black) and estimation 𝑥1 (gray) (rad/s versus s); (b) sliding–mode control:
upper wheel angular velocity 𝑥1 (black) and estimation 𝑥1 (gray) (rad/s versus s); (c) estimation error 𝑥1 −𝑥1: controller (10), (24) (black) and
sliding–mode control (gray) (rad/s versus s).
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Figure 6: (a) Controller (10), (24): lower wheel angular velocity 𝑥2 (black) and estimation 𝑥2 (gray) (rad/s versus s); (b) sliding–mode control:
lower wheel angular velocity 𝑥2 (black) and estimation 𝑥2 (gray) (rad/s versus s); (c) estimated error 𝑥2 − 𝑥2: controller (10), (24) (black) and
sliding–mode control (gray) (rad/s versus s).

A series of experiments have been performed on the
ABS Laboratory setup to check the performance of the
proposed dynamic controller, for different cases and condi-
tions. The experimental results also show the performance
of this dynamic controller in comparison with a sliding–
mode control proposed in the literature. This latter suffers
from chattering, which on the contrary is absent in the

proposed controller, which hence shows better performances.
Moreover, the proposed controller achieves shorter braking
spaces in shorter times, thus increasing the safety. Finally,
thanks to smoother signal to the actuator with respect to the
sliding–mode control, the proposed controller ensures longer
durability of the pads, less noise, and an increased passenger
comfort with lower jerk effects.
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Figure 7: (a) Controller (10), (24): wheel slip 𝜆 (solid black), estimated wheel slip �̂� (solid gray), and wheel slip reference �̂�ref (dashed)
(dimensionless versus s); (b) sliding–mode control: wheel slip 𝜆 (solid black), estimated wheel slip �̂� (solid gray), and wheel slip reference
�̂�ref (dashed) (dimensionless versus s); (c) tracking error �̂� −𝜆ref: controller (10), (24) (black) and sliding–mode control (gray) (dimensionless
versus s).
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Figure 8: Input control applied to system 𝑇𝑏 (N m versus s):
controller (10), (24) (black) and sliding–mode control (gray).
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[17] R.-E. Precup, S. V. Spǎtaru, M.-B. Radac, E. M. Petriu, S. Preitl,
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