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Abstract

The consideration of an embedded device’s power consumption and its management is increasingly important nowa-
days. Currently, it is not easily possible to integrate power information already during the platform exploration phase.
In this paper, we discuss the design challenges of today’s heterogeneous HW/SW systems regarding power and com-
plexity, both for platform vendors as well as system integrators.

As a result, we propose a reference framework and design flow concept that combines system-level power op-
timization techniques with platform-based rapid prototyping. Virtual executable prototypes are generated from
MARTE/UML and functional C/C++ descriptions, which then allows to study different platforms, mapping alter-
natives, and power management strategies.

Our proposed flow combines system-level timing and power estimation techniques available in commercial tools
with platform-based rapid prototyping. We propose an efficient code annotation technique for timing and power
properties enabling fast host execution as well as adaptive collection of power traces. Combined with a flexible
design-space exploration (DSE) approach our flow allows a trade-off analysis between different platforms, mapping
alternatives, and optimization techniques, based on domain-specific workload scenarios. The proposed framework
and design flow has been implemented in the COMPLEX FP7 European integrated project.

Keywords:
HW/SW Timing and Power Estimation, Virtual Prototyping, Design-Space Exploration, Power Management

1. Introduction

Increasing computing power and shrinking sizes of
processing elements allow more and more functional-
ity to be realized within embedded systems. In earlier
times embedded systems have only implemented sim-
ple functions, but today complete systems, also known
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as System-on-a-Chip (SoC), can be implemented on a
single chip. In the past a lot of effort has been spent
on characterizing and estimating hard- as well as soft-
ware parts of the SoC [1, 2]. For both of them relatively
good techniques and tools exist, hence their properties
and characteristics are well known and well understood.

In large and complex SoCs, components of the sys-
tem, such as hardware, software, memory, and inter-
connect, cannot be considered separately. They must
be considered together while interacting to capture the
entire system behavior [3, 4, 5]. For analysis of the dy-
namic behavior this implies a behavioral simulation of
all system components and their interaction, also with
their environment. This is essential for power and tim-
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ing estimations. For specific platforms, proprietary sim-
ulation environments are available for both timing and
power models (see Section 2). But a common and open
framework, suitable for a large range of platforms and
designs is still missing. Such a framework would allow
comparing different platform characteristics and thus
rapid prototyping and design space exploration. Per-
formance bottlenecks and power peaks within the entire
system could be identified in early design phases, where
modifications of the system are easier and more afford-
able than in later phases.

In this paper we present a new design flow con-
cept and propose a framework that combines system-
level power optimization techniques with platform-
based rapid prototyping. For the proposed approach we
focus on the derivation of an executable virtual proto-
type of an embedded HW/SW systems right after func-
tional specification, partitioning, and mapping to an im-
plementation platform. Execution or simulations of this
prototype allow decisions concerning architecture, per-
formance, power, and price, early in the development
process. The challenges we need to face in today’s Elec-
tronic System Level (ESL) design-flow, including ex-
isting point tools that are able to address single design
issues, are presented in Section 2. The proposed frame-
work, that is the result of the COMPLEX European
project [6], follows a unified system-level specification
for HW and SW, but utilizes different estimation tech-
niques for custom HW and SW, as well as pre-defined
IP components. Since good stand-alone solutions for
each of these parts exist, Section 3 presents our con-
cept that unifies state-of-the-art tools and techniques in
a common design-flow. Section 4 presents different in-
dustrial use-case aware customizations of the proposed
design-flow. Conclusions are drawn in Section 5, which
sums up our concept and points out following work.

2. Requirements, existing tools & related work

This section aims at defining requirements (high-
lighted as R1-8) for early system specification, model-
ing, and simulation at ESL. In this sense, we are giving
a brief overview of commercial tools and related work.

Generally, embedded system design is a sequence of
design decisions that finally leads to an implementation.
These decisions are made with regard to the functional
and extra-functional system requirements. These need
to be captured and tracked during the entire design flow.
All dimensions (e. g. functional, timing, power, perfor-
mance, memory, area, etc.) of the design space need to
be explored in order to estimate the costs of the final
system implementation. For this purpose a dependable

and accurate model of the future system and workload
scenario, prior to heavy investments in HW and SW
development is necessary. In our approach we focus
on the enrichment of virtual execution platforms with
extra-functional properties. In the proposed approach,
we do not address an automated path to implementation
or automatic synthesis of physical platforms, yet.

Today’s virtual prototyping platforms are provided
for early software development and functional test-
ing. These platforms are often built using SystemC
TLM-2.0 interfaces at AT (Approximately Timed) or LT
(Loosely Timed) abstraction. Today these platforms are
used for functional software development and software
stack configuration. Most virtual platforms are target-
ing mainly functional and loose timing aspects in early
software development. Power dissipation or the func-
tional effects of dynamic power management strategies
cannot be taken into consideration, and thus cannot be
explored at early design stages.

Code generation in Model-Driven Engineering
(MDE), high-level synthesis techniques for custom HW,
and abstraction of existing components to system-level
descriptions are key enablers for unified system-level
simulation approaches [7] and need to be urgently com-
bined with the virtual prototyping platform approach
as mentioned above. We want to consider functional,
power and timing behavior on system-level under ex-
plicit partitioning and mapping to a specific implemen-
tation platform (R1). This requires:

1. a formal system-level specification to be linked
with functional and extra-functional requirements
to be checked during the entire design process,

2. an executable model that can be derived automat-
ically from the formal specification model, which
is capable to simulate large sequences of domain-
specific workloads in an acceptable time,

3. the representation and annotation of extra-
functional information (timing and power) in the
executable specification.

For today’s embedded HW/SW systems this cannot
be done on RT-level anymore, due to high simulation
complexity. The requirements of the proposed frame-
work [8], along with point-tools (as described in [9])
that fulfill some of these requirements, are subdivided
into four categories discussed below:

2.1. MDE and Executable Specification
The complexity and size of current systems are in-

creasing, which may well lead to longer development
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times and integration challenges. In the contrary, time-
to-market constraints are tighter and there is a larger in-
cidence of extra-functional demands (i.e. power con-
sumption, real-time behavior). Therefore, it is neces-
sary to provide mechanisms that permit the separation
of the functional and extra-functional concerns in or-
der to better master the complexity of current embed-
ded systems. The adoption of the Model-Driven En-
gineering (MDE) principles improves the separation of
concerns in the specification, i.e. functional from extra-
functional concerns, and the application from the plat-
form [10]. It enables the distribution of the specification
task among designers, and a parallel development of the
specification, e.g. one designer can describe the appli-
cation, while other, the platform. The designer should
operate on an executable specification that enables the
same functional description for HW and SW (R2). This
is permitted by definition of a common specification
language at system level, a unique, well-defined parallel
programming paradigm and the formulation of HW/SW
partitioning through different platform mappings. The
communication model should be abstracted from plat-
form communication resources and enable the remap-
ping to different communication infrastructures (R3).

Following a component-based approach is highly de-
sirable in a HW/SW design as it improves the product
organization, its reusability and modularity. In this ap-
proach, the component represents an elemental unit for
architectural mappings, which simplifies the analysis of
the system extra-functional attributes and facilitates the
design space exploration.

The system specification follows the platform-based
design (PBD) approach [11, 12], that separates the ap-
plication, the hardware platform and the mapping of the
application to resources of the hardware platform. This
is compatible to the MDE principles, known from the
area of software engineering, where the specification of
the system’s functionality and the platform should be
done separately. The functional properties of the sys-
tem should be specified in the application specification.
Extra-functional properties like the deadline of applica-
tion tasks or the use of different IP cores, target technol-
ogy, maximum chip area, etc. which influence timing
and power dissipation need to be specified separately.
Some widely used commercial available tools and lan-
guages for parallel executable system specification are:
LabView, Matlab/Simulink & Stateflow, Rhapsody &
Statemate, Esterel SCADE, and C/C++/SystemC-based
approaches. For adding extra-functional properties dif-
ferent UML profiles, like MARTE, have been proposed.
All of these tools, modeling languages and profiles al-
ready offer a direct path to implementation for embed-

ded HW/SW systems. However, the effects of these im-
plementations in terms of timing behavior and power
consumption can hardly be analyzed. [13] proposes an
interesting approach to power efficient system design
using UML generated executable models. The use of
the MDE principles in the design of HW/SW systems
and standard modeling languages like UML allows the
definition of modeling methodologies that are based on
the separation of functional and extra-functional con-
cerns and the specification of both hardware and soft-
ware system. This is convenient in a context where
system engineers need to produce a specification of the
embedded systems suitable for early design stages (e.g.
functional verification, design space exploration). In-
deed, it can also serve as an unambiguous design re-
quirement specification for hardware and software de-
signers in later phases of the design.

Moreover, the use of modeling languages like UML
provides an unambiguous way of documenting the sys-
tem architecture (i.e. both hardware and software)
where a set of diagrams provide a mean to illustrate the
different system facets that are for the interest of the
designer. Through extensive tool support, from UML
model editors to model-to-model and model-to-text, the
automatic generation of system executable specifica-
tions is enabled. As it was mentioned above, such au-
tomation not only saves time, but also leverages a uni-
fied approach once the coherence between the UML
model and the executable model can be better ensured.

However, UML itself does not provide the necessary
semantics to model extra-functional properties. The use
of the MARTE profile gives some of the required se-
mantics (i.e. target technology, area, task deadlines),
while others related to the DSE must be provided by
means of UML profiling mechanisms.

Finally, modern dynamic performance estimation
techniques (i.e., native simulation, virtualization) en-
able the generation of fast executable performance mod-
els, suitable for feeding a design exploration loop.

2.2. Estimation and Representation of Extra-
Functional Properties

Following the PBD approach enables a separation of
application and execution platform. The mapping de-
scribes a binding of the application to allocated execu-
tion, communication, and memory resources of the plat-
form. All these mapping decisions have an influence on
the system properties including the correct behavior in
terms of timing, power, and costs.

In this paper we focus on timing and power dissi-
pation aspects, referred to as implementation artifacts
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of the execution platform, consisting of processing el-
ements, memories, and interconnect. As mentioned in
the previous paragraph several tools exist that are able
to generate a C/C++/SystemC implementation of the be-
havior of the system. This representation shall be a
common starting point to perform analysis and code op-
timizations under consideration of constraints induced
by the chosen target platform and user-defined parame-
ters.

Current extra-functional property estimation tech-
niques can be classified into four groups:

Simulation-after-synthesis-based methods: Hard-
ware performance can be evaluated by simulating the
synthesized description that a high-level synthesis tool
generates [14]. During recent years, several commer-
cial HLS tools have become available [15, 16, 17, 18].
These tools can synthesize a register transfer level
(RTL) model from a behavioral description (usually a
C/C++ code), although it is frequently necessary to
manually rewrite the source code. After high-level syn-
thesis with specific constraints/directives, the RTL de-
scription has to be simulated with a test-bench to obtain
estimations. This approach (simulation-after-synthesis)
produces very accurate results since a real hardware
implementation is evaluated with a test-bench, thus it
is normally used as a reference performance model by
other hardware performance analysis techniques. How-
ever, it requires high execution times to synthesize and
simulate the model with different constraints/directives.

Static performance analysis: Most hardware esti-
mation works presented in the literature are based on
static source code analysis [19, 20, 21]. In this type
of approach, a Control and Data Flow Graph (CDFG)
is normally generated from the behavioral system de-
scription. This graph models static data dependencies
and enables the estimation of the execution time without
simulation. However, software languages like C/C++

normally include constructions that may generate dy-
namic data dependencies (for example, pointers), thus
only a grammar subset of these languages can be effi-
ciently evaluated using static analysis techniques. Ad-
ditionally, different synthesis constraints or input test
patterns produce different estimation results, thus some
static performance analysis methodologies provide esti-
mation bounds instead of a single value [19, 21]. They
typically generate an upper limit (Worst-Case Execu-
tion Time, WCET) and/or a lower limit (Best-Case
Execution Time, BCET). Static performance analysis
tools normally use simplified/relaxed versions of high-
level synthesis algorithms or probabilistic approaches.
They can also estimate area [21] and clock period [22].
Static performance estimation techniques typically pro-

vide speedups of about two orders of magnitude (x100)
compared with the simulation-after-synthesis approach.
The typical estimation error ranges from 20% to 30%
[22].

Model-based approaches: Model-based estima-
tion techniques use parameterized functions to evalu-
ate hardware performance of pre-defined or Intellectual
Property (IP) modules. They normally estimate area,
power [23], clock cycle and state-number/latency [24].
These techniques provide very fast estimations because
they only have to execute the estimation function with
the particular configuration parameters of the current
instantiation of the pre-defined/IP modules. Addition-
ally, a very time consuming methodology that normally
requires a very large number of synthesis processes is
needed to derive the parameterized functions. Using
mathematical techniques, such as linear regression and
curve fitting techniques, these methodologies adjust the
parameterized models with the estimation parameters.
Some approaches [24] try to predict hardware perfor-
mance of different types of hardware modules using a
common methodology. The main disadvantage of these
approaches is the high estimation error (between 69 %
and 108 % [24]).

Trace-based techniques: Trace-based techniques
can also be used to provide hardware performance anal-
ysis [25]. In this approach, a trace is generated dur-
ing source-code execution (simulation-based approach).
This trace is used to identify data-dependencies and op-
eration sequences. After trace generation, an estimation
tool schedules the operations using similar techniques
to the static analysis approach but it can only estimate
one possible implementation. This technique can sup-
port dynamic dependencies but it cannot be easily inte-
grated into a co-simulation environment. Additionally,
the trace size limits the use of this technique to low-
medium size estimation problems.

The system’s timing and power dissipation need to be
studied under domain specific workload scenarios (R4).
For the assessment of the system’s overall power dissi-
pation, average or typical cases are usually more impor-
tant than worst case workloads. Concerning real-time
requirements worst-case execution times (WCET) need
to be studied instead of average case execution times.
For an overall system characterization both kinds of
analysis need to be performed for the software, custom
hardware, communication, and pre-existing IP compo-
nents (R5).

Power and timing estimation of full-custom HW
(ASIC) (R5.1) depends on several design parameters
like micro-architecture size and design, level of parallel
processing, layout implications but it also depends on
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run-time characteristics like activity, frequency, or dy-
namic power management policies. Transistor technol-
ogy also has major impact on dynamic and static power
values as well as on timing. Additionally, the environ-
mental temperature has major impact on HW’s power
and in extreme case may force the chip to slow down.
The timing and power estimation of ASIC hardware un-
der consideration of these aspects have gained in impor-
tance and are addressed by today’s industrial high-level
synthesis tools, such as [16, 17, 18, 15].

Pre-existing hardware IP component’s (R5.2) extra-
functional properties are hard to obtain. If available
these properties can be taken from a data sheet or in
the worst case they need to be estimated manually. Due
to IP protection this can become a time consuming task.
After estimation the next challenge is to represent and
back-annotate these extra-functional properties in exe-
cutable functional models, representing the correspond-
ing IP blocks in an overall system simulation. For this
purpose power state machines can be used, but never-
theless these models are neither standardized nor part of
today’s system-level design languages and ESL tools.

Estimation of embedded software’s power and tim-
ing (R5.3) is complicated due to processor attributes
like pipelining, branch prediction, superscalar architec-
tures, and out of order execution. Additionally, power
and timing of the processor depends on external influ-
ences such as memory stalls, interrupts, task switches,
and operation system calls. To cover these aspects dur-
ing power estimation vendor specific or generic instruc-
tion set simulators (ISS) as ARMulator or SimpleScalar
with augmented power models are used. For SW WCET
analysis static analytical methods are used instead of
simulative approaches. AbsInt’s aiT WCET analysis
tool is used by the industry and allows easy integration
with existing executable specification environments like
Esterel’s SCADE Suite.

Estimation of extra-functional properties for HW/SW
communication (R5.4) depends on the implemented
functionality, the partitioning into embedded SW and
custom HW and its mapping to execution units, and
finally the data dependencies induced by the provided
use-case. Using the SystemC-TLM methodology al-
lows vendor specific provision of bus models. These
models can be implemented on different levels of gran-
ularity, from abstract atomic transitions, over the con-
sideration of request and transfer phases, down to a bus-
cycle accurate view. Timing of communication should
be encapsulated in dedicated communication models
and should reflect the communication protocol’s behav-
ior as well as data dependent effects, such as transac-
tion lengths. For an appropriate communication power

model the situation is more difficult, since the vendor
of the bus model does not necessarily have information
about its implementation and its influencing parameters
for the power model. To this end the bus vendor will
not be able to provide a power model, but the API of the
bus-functional model shall offer extension points for the
platform developer.

A realistic system contains all these types of compo-
nents. They must be considered together to observe the
influences of their interaction (R6). Thus, a holistic es-
timation combines individual estimation results for em-
bedded SW, custom HW, IP components, and HW/SW
communication, to allow a simulation and estimation
of the overall system behavior and its extra-functional
properties. Such an approach uses existing and highly
specialized tools to characterize individual parts of the
system. Typical estimation approaches, as mentioned
above, provide models for the underlying HW. The chal-
lenge is to use information from these low-level models
for creating higher-level models that can be combined
with the behavior in a functional simulation.

The COMPLEX reference framework enables the
combination of different system components and de-
scribe a set of alternative power models for each.

Embedded processors: Several techniques have
been developed for modeling processor power con-
sumption at the system level. The complexity of these
models vary, depending on the volume of, and fre-
quency with which, information is extracted from a sim-
ulation model of the processor. Table 1 lists several al-
ternatives, in decreasing order of computational effort.
In the first model, for every clock cycle, the complete
pipeline state of the processor is captured, and the com-
bination of instructions found in the different stages is
used to estimate power consumption [26, 27]. In the
second model, for each cycle, only the instruction that
is currently being executed is extracted [28]. In the third
model, over discrete time intervals, only the number
of instructions of different predefined types is counted
to compute total energy or average power [28]. The
fourth approach, software energy macro-modeling, in-
volves monitoring code sequences of larger granular-
ity (e.g., function calls) [29]. The fifth and simplest
power model we consider is based on parameters such
as power modes, operating voltage, and frequency [28].

On-Chip Buses: Numerous models have been pro-
posed for estimating the power consumption of global
buses. Examples of such power models that we have
considered in our framework are listed in Table 1. In
the first approach, on every cycle, transition activity is
examined on individual bus lines, and is used to esti-
mate power, using transmission line models that capture
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deep sub-micron effects, and effects of the drivers and
repeaters [30]. In the second model, for each cycle, ag-
gregate transition activity is used to estimate power con-
sumed on global buses, using a lumped capacitance to
model driver, repeater, line, and parasitic capacitances.
The third model is an analytical one, in which over a cer-
tain time interval, the number and types of bus transac-
tions are monitored, and used to estimate average transi-
tion activity, which can then be used to estimate average
power.

Caches/Memories: Cache power models include
those that are targeted towards cycle-level simulation
environments [26], as well as more efficient analytical
models that are targeted towards exploring alternative
cache architectures [31, 32]. For our framework, we
consider the two models listed in Table 1. In the first
model, on every access to the cache, the power con-
sumed by the cache is computed based on the type of
access (read/write), the result of the access (hit/miss),
and transition activity on the bit and word lines. In the
second model, over a certain time interval, statistics that
capture the number and types of cache accesses are used
as inputs to an analytical model that computes average
cache power, using lumped capacitances for different
cache components, and estimated transition activity.

Custom Hardware: Power analysis of hardware,
including both custom hardware, as well as standard
components such as memory controllers, timers, and
other peripherals, has traditionally been performed at
the logic- and register-transfer levels (RTL). Recently,
advances have been made in estimating the power con-
sumed at the cycle-accurate functional and behavioral
levels [33, 34, 35]. While each abstraction level in it-
self represents a potential trade-off between power es-
timation accuracy and computational effort, approaches
based on logic-/RT-level power estimation are unaccept-
ably slow for system simulation.

2.3. System Simulation Including Extra-Functional
Properties

Fast system simulation is important due to the rais-
ing system complexity (R7). Today most state-of-the-art
mobile embedded systems like phones, cameras, mu-
sic and video players are using complex HW and SW,
including operating systems and middleware. Virtual
prototypes that are used for the simulation of these sys-
tems can no longer be executed on a cycle-accurate ISS
connected via a cycle accurate bus model to a regis-
ter transfer (RT) level representation of custom HW. To
boost simulation performance virtual platform simula-
tors allow to abstract from certain HW platform details,
like the cycle-accurate representation of a processor’s

HW Power model Accu. Eff.
component

Processor 1 Pipeline state aware ++ - -
2 Instruction-level + -
3 Analytical, o o

Instruction-class based
4 Function-level - +

macro-models
5 Mode-based - - ++

Interconnect 1 Distributed RC models + -
2 Lumped capacitance o o
3 Analytical, - +

transaction based

Cache/memory 1 Structure-aware, + -
access level

2 Analytical, - +

access-statistics based

Hardware 1 Gate-level + -
2 Register-transfer level o o
3 Cycle-accurate - +

functional level

Table 1: Power models for system-level power estimation (Accu. =

Accuracy, Eff. = Effectiveness in terms of (simulation) speed)

instruction set or cycle accurate communication models.
Some works have been proposed in the past for trans-
lating RTL VHDL and Verilog models into C/C++ de-
scriptions, targeting verification of HW models via sim-
ulation [36, 37, 38, 39, 40, 41, 42]. Furthermore, today’s
virtual platform simulators make use of native host sys-
tem execution to speed-up simulation [43]. Concern-
ing the representation of extra-functional properties, re-
lated work is mainly focused on power analysis. In [44],
Power State Machines have been proposed for the first
time in system-level modelling. Since dynamic energy
consumption emerges from activity, in [45] a concept is
presented where activity is observed at the communica-
tion interfaces. With Powersim [46] the model does not
have to be changed because a modified SystemC simu-
lation kernel is used. In [47] a system-level model that
separates architecture and functional application model
is presented. The application model is mapped on the
platform model, which includes a model for the en-
ergy consumption. Nevertheless, the raise of abstrac-
tion and its gain in execution speed comes at the cost
of a loss in accuracy. But depending on the applica-
tion characteristics, workload scenarios, and of course
the system issue under investigation, a certain loss in
accuracy is acceptable. A simulation framework should
offer the possibility to switch between different simula-
tion granularities for both power and timing. Commer-
cial available simulation platforms are ARM RealView
& MaxSim, Mentor Graphics Vista, Synopsys Virtual-
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izer & CoMET and METeor, Cadence System Develop-
ment Suite, Wind River Simics and Open Virtual Plat-
form [48]. Concerning networked embedded systems
no appropriate tools are available in the ESL domain
to simulate also the networking aspects. Currently de-
signers are forced to use co-simulation with pure net-
work simulators like NS-2 [49], OPNET [50] or OM-
NET [51]; the co-simulation slows down the entire sim-
ulation.

2.4. Design-Space Exploration
Platform-based design approach is widely used to

meet time-to-market constraints [11]. In this scenario,
the basis for designing novel systems is to have plat-
form with lots of parameters that can be exposed to the
designer to enable finding the best HW/SW architec-
ture that meets the application requirements. The tun-
ing phase of platform configuration, hardware-/software
partitioning, scheduling, and mapping on the platform
resources is called Design Space Exploration (DSE).

In the past, this phase has been mainly done by us-
ing manual approaches guided by the designer experi-
ence. Nowadays this possibility is becoming unfeasi-
ble for two main reasons: the first deals with the time
needed for the exploration phase, while the second one
with the performance unpredictability of novel parallel
architectures.

Regarding the first reason, the exploration phase
should be guided, but cannot be performed by the de-
signer because it requires too much time. In computer
architecture research and development, simulation still
represents the main tool to predict the performance of
alternative architectural design points. If we consider a
cycle-accurate system-level simulation, it requires a lot
of simulation time and this time will continue to grow
due to the increment of system complexities [52]. For
this reason, the exploration of the design alternatives
can exceed the practical limits even if the number is not
so large [53]. This means that DSE requires being auto-
matic and efficient in terms of optimization algorithms
and predictive models, reducing the number of simu-
lations to be done and thus saving time (R8). More-
over, novel HW/SW architectures continue to grow both
in terms of number of interacting components and in
terms of tunable parameters exposed to the designer.
This makes the impact of novel parameter configura-
tions difficult to predict, even when the designer knows
the target applications and architecture. Furthermore,
multiple competing objectives (e.g. Power and Perfor-
mance) result in searching for multi-objective optima
(Pareto solutions). In this context, the key challenges
are to support the designer in a more systematic way

through the design space exploration phase, in particu-
lar: 1st by decoupling the simulation infrastructure from
the design space exploration environment with analysis
support, 2nd to efficiently face the DSE search by us-
ing novel optimization strategies coupled with predic-
tive models, and 3rd to combine exploration of hardware
and software parameters considering both the design-
time and run-time tuning of the target platform. Despite
of some effort have been spent from the community in
all the three directions, such as [54, 55], [53, 56, 57] and
[58, 59] respectively, the problem is far to be solved.

2.5. Integrated Framework

To the best of our knowledge, there is no integrated
framework available that enables the estimation and
simulative analysis of timing and power properties from
a HW/SW independent executable specification model
under manual mapping constraints, as described above.
The goals of our presented approach are:
• Interface to model-driven SW design entry us-

ing MARTE/UML and the industry standard Mat-
lab/Stateflow model-based design environment,
• combination and augmentation of well-established

commercial ESL synthesis and analysis tools into
a seamless design flow enabling performance and
power aware virtual prototyping from a combined
HW/SW perspective,
• fast simulation and assessment of functional and

extra-functional (time and power) properties of the
entire system after platform mapping with scalable
accuracy,
• framework for dynamic adaptation to changing

context and transparent optimization of platform
resource usage,
• multi-objective HW/SW co-exploration to assess

the design quality and to optimize the system plat-
form with respect to extra-functional properties.

3. Proposed concept

The design framework proposed in the COMPLEX
project is illustrated in Figure 1. As presented in Sec-
tion 2 we follow the PBD approach with a separation of
application a©/ e©, architecture d©/ g©, and mapping de-
scription c©. The architecture/platform consists of pre-
existing IP components like processors, buses, hardware
accelerators and memories, while the application de-
scribes how these resources are used to implement cer-
tain system functionality. For the specification of dif-
ferent domain-specific application workload scenarios,
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Figure 1: The COMPLEX Reference Framework

specified as use-cases b© we propose to generate a sys-
tem input stimuli specification f© for triggering the exe-
cutable system model.

The most important property of the proposed frame-
work is that timing and power characterization is sep-
arated from application specification and development.
This separation allows platform providers to offer tim-
ing and power characterized virtual platform component
models (IPs) k©. Together with the estimated custom
HW i© and SW components j© a timing and power
aware executable virtual system prototype n© can be
generated.

Based on the simulation trace o©, obtained from exe-
cuting the generated platform model, analysis tools p©

can either generate a report or a visualization of the
power consumption per system component over time
q©. The application of metrics on the trace is used to

drive an automatic or semi-automatic exploration and
optimization process r© that modifies different design
parameters t© in a pre-defined design-space s©. These

parameters can be applied on the MDA design entry
model, executable SystemC model, or the estimation
and model generation tools.

The following sections give a more detailed descrip-
tion the different phases of our proposed rapid prototyp-
ing framework.

3.1. MDA Design Entry

The COMPLEX modeling entry is supported by
the COMPLEX UML/MARTE modeling methodology
[60, 61] that includes a tool set fully integrated in the
Eclipse framework [62]. This tool set automates the
generation of the code which serves to generate the per-
formance executable model. The UML/MARTE spec-
ification models both the system and the input stimuli
environment. Among all the features, the following will
be described in the next paragraphs:
• Viewpoints for separation of functional and extra-

functional concerns
• Component-based design approach

8



  

• Explicit support for Design-Space Exploration
(DSE)

Viewpoints. The COMPLEX UML/MARTE methodol-
ogy enables the specification of the different facets of
the system in different model viewpoints. The COM-
PLEX model viewpoints are the Data Model View, the
Functional View, the Communications and Concurrency
(CC) View, the Platform View, the Architectural View,
and the Verification View. These views enable separa-
tion of concerns and thus raise the level of abstraction
as each view focuses on a specific aspect of interest of
the system. The COMPLEX UML/MARTE methodol-
ogy also defines the relationships among these views,
and a workflow which guarantees them. This enables
the designer to build a synthetic model (avoiding pos-
sible redundancies and thus coherence checks) and en-
ables a cooperative workflow where the application and
platform can be captured in parallel. The separation
of concerns is given at several levels of the model de-
sign. The system (i.e. application mapped onto platform
resources) is separated from the environment. Within
the system model, the platform specification (i.e. pro-
cessing resources, operating system) is separated from
the model of the application. Finally, within the ap-
plication, data structures, functionality (interfaces and
classes) and application components are also separately
captured. The extra-functional properties of the appli-
cation are specified on the CC view, while the platform
extra-functional properties are described in the Plat-
form view. The Architectural view provides information
about the allocation of application components onto the
platform components and the DSE parameters and met-
rics can be reflected.

Component-based design. The COMPLEX UML/-
MARTE methodology follows also a component-based
approach. At the application level, the designer pack-
ets the functionality within application components in
the CC View. A system application is captured as a
component, and instances of application components
are used to capture the application architecture. This
component represents the Platform Independent Model
(PIM) according to the MDA paradigm. The platform
architecture is captured in the Platform view by means
of instances of SW and HW platform components, e.g.
RTOS component instances, and instances of HW pro-
cessor components. This architecture represents the
Platform Description Model (PDM) according to the
MDA paradigm. The component is the elemental unit
used in the COMPLEX UML/MARTE methodology for
deploying functions onto processing resources (i.e. mi-

croprocessors, FPGA) in the Architectural view. For
instance, application components can be mapped onto
the platform components which represent processing re-
sources.

Use-cases, scenarios, verification. Finally, the COM-
PLEX UML/MARTE methodology allows designers to
specify the input stimuli in a separated view, the Ver-
ification view. As mentioned, this view supports the
specification of a set of environmental components and
how they connect with the system component. This
view provides a description of the interactions (through
sequence diagrams) among the environmental compo-
nents and the system component as the sequence of or-
dered messages in the context of a use case scenario.
Timing information and ordering constraints among en-
vironment events are captured in the sequence dia-
grams, so that it enables the documentation and gen-
eration of realistic use cases. This is crucial for the
dynamic performance estimation enabled by the exe-
cutable model derived from the UML/MARTE system
model. The methodology enables the definition of mul-
tiple scenarios that represent different use cases of the
system. Designers may choose any scenario from those
modeled in the Verification view to generate the perfor-
mance executable model and explore the design space.

Support of Design-Space Exploration. The COM-
PLEX UML/MARTE methodology has been explic-
itly designed for supporting design space exploration.
Specifically, the methodology supports the specification
of a design space, i.e., a set of design solutions, rather
than a single design. The description of such design
space is enabled by means of defining: a set of architec-
tural mappings (allocation space),a range of values for
platform attributes (parameters of the space), and sev-
eral platform architectures (architecture space).

In order to specify this design space, the methodology
relies on the MARTE profile and proposes new stereo-
types for the missing semantics (i.e. DSE, IP-XACT
concepts), which are proposed as a necessary enhance-
ment of current capabilities of MARTE for embed-
ded system design. Moreover, the COMPLEX UML/-
MARTE methodology supports also explicit constraints
and rules that can be used by the designers to limit the
space of solutions to those that are of main interest. The
methodology also supports the specification of system
local metrics. In contrast to global system metrics, such
as total power consumption, system dependent metrics
depend on each specific system model. For example,
the latency metric for servicing a specific function of an
application component or the miss rate of the instruc-
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tion cache of a given processor of the platform. This
feature provides a capability of paramount importance:
all the aspects of the system with some impact on its
final performance: application and platform, SW and
HW, architectures and architectural mappings, compo-
nent attributes and different types of metrics, form now
part of the DSE loop and therefore can be optimized at
once, under a real holistic approach.

3.2. Executable Specification

The output of the MDA entry is an executable model
generated from the PIM. The PDM is used to gener-
ate a structural platform model with virtual processing,
memory, and communication elements. These are used
to model the resource constraints of the execution plat-
form. The generated executable specification (Algo-
rithm Domain), platform description model (Architec-
ture Domain), and platform mapping are shown in Fig-
ure 2(a).

Executable application model. In our executable appli-
cation description model we perform a separation of
behavior (computation) and protocol (communication).
Our concurrent building blocks are tasks or processes
that contain a behavioral and a protocol part. The be-
havior part describes the function or algorithm to be ex-
ecuted, written in sequential C/C++ code. This descrip-
tion is independent from an implementation in either
HW or SW. Behaviors can be composed of functions
and describe a pure sequential execution order. This en-
ables reuse of existing software descriptions. Moreover,
the tools mentioned in Section 2.1 allow synthesis to
a C/C++ representation. An abstract task describes a
”‘Runnable”’ i. e. a process. Each abstract task contains
a single behavior. Abstract tasks can either be active or
passive. An active task starts running immediately af-
ter its activation and can either be blocked through a
communication request or when its computation is fin-
ished. An active task can be (self) triggered again after a
certain amount of time (time triggered task, or periodic
task). Passive tasks can only be triggered by active tasks
through explicit requests. A passive task cannot trigger
itself and it cannot trigger any other passive task.

The protocol part describes communication among
behaviors. It is realized through a port that allows active
tasks to call service on another passive task’s behavior.
These calls are blocking, i. e. the caller’s behavior can
be continued after the service call has been completed.
When multiple active tasks are requesting a service call
of the same passive task a scheduling action is required.
More details about this can be found in [63, 64]. These

service calls abstract from a certain communication pro-
tocol implementation in either HW or SW.

System input stimuli. In order to examine and analyze
the parallel application description model under a cer-
tain workload scenario, it needs to be stimulated accord-
ingly. The system stimuli might originate from user in-
teraction or communication with other components that
are part of the system’s environment. These stimuli
describe use-case scenarios and can be derived from a
UML/MARTE use-case specification or from an envi-
ronment model in Matlab/Simulink.

User constrained HW/SW separation & mapping. The
user-constrained HW/SW separation and mapping de-
fines the binding of tasks from the application model
to execution resources of the architecture/platform de-
scription model. Active and passive tasks can be
mapped to execution resources, while passive tasks can
only be mapped to memories.

Architecture/Platform description. The platform de-
scription model is composed independently from the
application model. It is a pure structural and extra-
executable representation of the execution platform con-
sisting of execution resources (like SW processors,
DSPs or ASICs), memories, communication resources
(like shared buses), and pre-existing IP components.
In addition, constraints that have a direct influence on
the timing and power consumption are represented in
the component’s meta-description. For SW processors
it is the instruction set architecture (ISA) including its
pipeline behavior, power modes, data and instruction
cache models, and bus interfaces. For custom HW the
used RT component library, and for communication re-
sources scheduling policies for shared media have to be
specified.

3.3. Estimation & Model Generation

In order to allow a fast simulation and estimation, we
create annotated C/C++/SystemC code. This annotated
code contains information about the timing and power
of each component. Power and timing information for
each of them is obtained using existing and sophisti-
cated tools as mentioned in Section 2.2.

As depicted in Section 2 a realistic system consists
of components of different type e. g., custom hard- and
software as well as IP-components, like communication
infrastructure. Each component is estimated individu-
ally, using an appropriate tool. Based on the estimation
an augmented version of the component is created, con-
taining a power and timing model of the component.
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Figure 2: The proposed virtual prototyping approach with timing and power back-annotation flows

From these annotated components a virtual prototype is
generated. This prototype is used to estimate the power
and timing of the overall system. In the next four para-
graphs we describe these steps in more detail.

Hardware/Software task separation. Depending on the
user-defined mapping, each behavior of the parallel ap-
plication description is estimated with an appropriate
technique. The tools, used for HW & SW estimation
and characterization, perform a simulation-based esti-
mation. Thus, each component must be simulated and
characterized individually. The system is split into indi-
vidual components. The surrounding system serves as
testbench/test environment during the simulation. This
way we can simulate each component individually and
still obtain estimates, which correspond to the behavior
of the overall system.

Custom Hardware estimation. Timing and power esti-
mation of application specific hardware designs can be
done at nearly every level of abstraction from transistor-
up to behavioral level at ESL. Since we address behav-
ioral tasks that are mapped to hardware and are meant
to be implemented in custom ASIC hardware, we only
address behavioral-level estimation here [65].

To consider the challenges of ASIC power-modeling
mentioned in Section 2 we combine synthesis with
cycle-accurate simulation at RT-level and a subsequent
phase of basic-block identification and power/timing
annotation. Although extensive power estimation at RT-
level is very time consuming and thus not applicable in
HW/SW co-simulation, it can be used as characteriza-
tion approach for higher level estimation. This is why
we apply lower-level estimation provided by the OFFIS
PowerOpt tool to a small but typical testbench and

derive cycle-averaged power estimates. These power
values will then be further abstracted to basic block
level and annotated to the internal control- and dataflow
graph-representation (CDFG, see Figure 2(b)). We dif-
ferentiate between dynamic and static power as well as
its source (e. g., functional units, controller, or clock
tree). Leakage power at RT-level is nearly indepen-
dent on data pattern [66] (variation of 15 %) and thus
it mainly depends on elapsed time whereas dynamic
power depends on the testbench stimuli. In addition the
delay is annotated to each basic block which is fixed and
can be statically derived from the cycle count within the
scheduled CDFG and the frequency. In the last step we
export the CDFG to a timing and power annotated Sys-
temC module. The overall HW-estimation flow is pre-
sented in Figure 2(b).

The presented custom hardware timing and power es-
timation technique supports the creation of virtual pro-
totypes for embedded full-custom hardware modules.
Based on the automatically generated cycle-accurate
functional description at register transfer level a char-
acterization of the module is performed and a high-
level, C++-based virtual prototype is generated. It is
augmented with RT level accurate power and timing
information. First experiments on data intensive hard-
ware accelerators show a fast and accurate estimation
of power properties with a total error of about 3.6% and
a speed-up of approximately 516 compared to an RT-
level estimation, while obtaining cycle accurate timing
information [67]. These properties support early design
space exploration.

Software estimation. At the intermediate level of the
COMPLEX tool chain, and integrated with software
generation, hardware model characterization and de-
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sign space exploration, the detailed software estimation
tool set SWAT (SoftWare Analysis Toolset) plays a key
role. Its main goal is to provide more accurate and de-
tailed performance and energy estimates with respect
to those obtained using higher-level and more abstract
models [68].

The purpose of SWAT is to provide methodology and
tools to estimate performance and energy requirements
of embedded software, conveying the advantages of ISS
approaches and dynamic approaches, and mitigating
their disadvantages. The SWAT approach is based on a
statistical analysis and characterization of an intermedi-
ate assembly-level code representation, instrumentation
and execution on the host machine. The most significant
novelties of the proposed methodology are:
• The methodology does not require to execute an

ISS, even in those cases where the software is re-
quired to interface to the external world, e.g. to
hardware peripherals on the target SoC. Suitably
designed stubs can be developed and seamlessly
integrated with power FSMs models.
• The performance and energy consumption models

of the target microprocessor can be derived in al-
most completely automatic way by means of a spe-
cific set of tools that are part of SWAT. The accu-
racy of such models depends on the accuracy of the
basic figures available for the target core.
• The intermediate code (LLVM) is very close to the

target assembly code, but still sufficiently abstract
to allow for a source-level analysis. The analy-
sis performed on the intermediate code, thus, com-
bines efficiency, accuracy and flexibility.
• Execution on the host machine does not require the

entire hardware of the target system, reducing costs
and times of the analysis.

The SWAT modeling approach can be split into three
main phases:

1. Target machine modeling. Timing and energy con-
sumption characteristics of the target architecture
need to be modeled in a suitable mathematical
form to feed the remaining phases of the flow. The
first step, thus, consists in building this instruction-
set model. This is done only once for each target
platform.

2. Source code modeling. The second modeling
phase is aimed at decoupling the influence of the
static structure of the source code (i. e. its seman-
tics) both from the specific target architecture and,
most notably, from the specific input run-time data.

3. Dynamic behavior modeling. The dynamic be-
havior is accounted by performing a basic-block
profiling at intermediate-representation level (i. e.

LLVM code). Such a profiling can be accom-
plished by executing the code on a host machine,
possibly resorting to some support libraries that
model hardware devices.

4. Post-processing. A final phase combines all the
models and derives timing and energy estimates
of a specific (or a set of) execution. Beyond a
wide range of statistics concerning static and dy-
namic properties of the application, this last phase
back-annotates performance figures directly on the
original source code. This is especially valuable to
support the application developer in the subsequent
optimization phase.

Each phase has been studied accurately and sound math-
ematical models have been built as a foundation. A sim-
plified view of the resulting estimation flow is depicted
in Figure 2(c).

The methodology has been applied to several bench-
marks and the estimates compared with the most accu-
rate available figures, i. e. those obtained with a target-
specific, power-enabled instruction-set simulator [69].
The absolute estimation errors obtained on a set of sev-
eral benchmarks ranges from less than 2% up to to 13%,
with an average of 6%. The SWAT estimation flow has
been proven to be much more efficient than ISS-based
analysis, namely more than 400 times faster1. This
speed-up, combined with a satisfactory accuracy, allows
to integrate the SWAT methodology within a design-
space exploration framework, in particular the MOST
DSE engine.

Pre-existing IP & virtual component models. Despite
custom HW and SW, preexisting or third-party compo-
nents must be considered. Models for communication
infrastructure like buses are provided by different ven-
dors and typically are provided as parameterizable soft-
macros, allowing an adaption to the system to be build.
The macros already contain timing information but typ-
ically no information about power. Thus, communica-
tion power is estimated based on the TLM-2.0 transport
calls. Calculation accounts for the size of transferred
data, type of access, as well as duration of the commu-
nication. Interruptions and re-arbitration events are also
considered and must be delivered by the communication
model.

General IP components delivered by third-party ven-
dors cannot be estimated like custom HW and SW com-
ponents. System-level representatives of these IP’s are
typically provided as black-box executable models (e. g.

1These results refer to a ReISC III core with 1.0 V power supply
and operating at 50 MHz.
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API to a compiled object-file). These black-box mod-
ules typically contain timing but no power information.
In order to obtain at least approximated power values a
simple wrapper or monitor is used, which monitors the
components in- and output. This information is used
to control a power state machine (PSM) [70] inside the
monitor. Power states and power values of the PSM are
either obtained from the component’s data-sheet or esti-
mated manually.

Latest results on an abstraction methodology for gen-
erating time- and power-annotated TLM models from
synthesizable RTL descriptions can be found in [71].
The proposed techniques allow the integration of exist-
ing RTL IP components into virtual platforms for early
software development and platform design, configura-
tion, and exploration. With the proposed approach, IP
models can be natively integrated into SystemC TLM-
2.0 platforms and executed 10-1000 times faster com-
pared to state-of-the-art RTL simulators. The abstrac-
tion methodology guarantees preservation of the behav-
ior and timing of the RTL models. Target technology
dependent power properties of IP components are rep-
resented as power state-machines and integrated into the
abstracted TLM models. The experimental results show
a relative error less than 10% of the abstracted model’s
power consumption compared to state-of-the-art RTL
power simulators [72].

Virtual system generation. During generation of the
virtual system annotated source from f© as well as the
selected models from i© are combined to a virtual pro-
totype. The example in Figure 3(a) shows the virtual
platform model obtained from the mapping specified in
Figure 2(a). The timing and power annotated execution-
models are integrated with timing and power character-
ized platform models. In the example in Figure 3(a)
these platform models are: a TLM-2.0 router with
bus protocol and power model, and a system memory
model. For the integration of the annotated task behav-
ior with the TLM communication network we provide
communication interface (IF) templates. These inter-
faces translate the function calls of the active tasks into
TLM transaction containers. For passive tasks we syn-
thesize a memory interface which decouples the TLM
transactions from the activation of the behavior. That
means the transaction is stored in the memory com-
pletely, before the passive task is activated. These inter-
face templates are timing and power characterized for
the chosen platform.

3.4. Simulation

Pre-optimized power controller. The pre-optimized
power controller implements a framework for dynamic
adaptation to changing context and transparent opti-
mization of platform resource usage [58]. It follows a
distributed and hierarchical approach. On the one hand,
a Global Resource Manager (GRM) is loaded on the
host processor of the platform. It is a software task run-
ning in parallel with the application. It is a middleware
providing a bridge between the application, the user and
the platform. It conforms to practices of each Local Re-
source Manager (LRM) in each platform IP core (e.g.,
HW block or SW processor). It is used to adapt both
platform and application at run time and to find global
and optimal trade-offs in application mapping based on
a given optimization goal. On the other hand, each IP
core can execute its own resource management without
any restriction, through an LRM. Such an LRM encap-
sulates the local policies and mechanisms used to initi-
ate, monitor and control computation on its IP core.

In contrast to the collaboration between the GRM and
the LRMs, the GRM collaboration with application and
user is visible to the application developer and is per-
formed as follows. First, the QoS requirements and
the optimization goal are set by the user. The goal is
then translated into an abstract and mathematical func-
tion, called utility function (e.g., performance, power
consumption, battery life, QoS weighted combination
of them). Then, at run time, the GRM manages and
optimizes the application mapping taking into account
the possible application configurations explored at de-
sign time, the platform resources currently available, the
QoS requirements, and the utility function.

Timing & power aware executable virtual system pro-
totype in SystemC. During system execution the anno-
tated timing and power information is collected. De-
pending on the workload model different execution
paths, leading to different timing and power values, are
possible. After simulation, the collected information
can be illustrated in a power-over-time diagram or can
be used for a power-breakdown. Our annotations can
be traced at different levels of granularity to allow a
user-defined trade-off between performance and accu-
racy. Figure 3(b) depicts the different timing and power
evaluation levels.

On the most abstract level we only consider analysis
on task granularity. This can be easily performed be-
tween active and passive tasks with blocking communi-
cation relation. Execution time and power of the passive
task can simply be inlined and accumulated with time
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Figure 3: Example of a Virtual Platform Model

and power of the active task. The next level of gran-
ularity works on communication granularity. Power
and timing of computation nodes in the communication
graph are accumulated and only traced at the time points
of communication. For a deeper analysis of the timing
and power behavior traces on basic block granularity of
a CDFG is also possible.

CPU HW1

HW2

BUS

NET IF

CHANNEL

NODE

PROTOCOL

Figure 4: Network View: the virtual platform of a networked embed-
ded system is simulated together with a model of the network.

A possible new simulation view provided by the
COMPLEX project is the so-called Network View de-
picted in Figure 4 and enabled by the SystemC Network
Simulation Library (SCNSL) [73]. It is an extension
of SystemC to allow modeling packet-based networks
such as wireless networks, Ethernet, and field bus. It

supports the simulation of packet transmission, recep-
tion, contention on the channel and wireless path loss.

The advantages of SCNSL are:

• simplicity: a single language/tool, i. e. SystemC, is
used to model both the system (i. e. CPU, memory,
peripherals) and the communication network;
• efficiency: faster simulations can be performed

since no external network simulator is required;
• re-use of SystemC IP blocks
• scalability: support of different abstraction levels

in the design description
• openness: several tools available for SystemC can

be exploited seamlessly
• extensibility: the use of standard SystemC and the

source code availability guarantee the extensibility
of the library to meet design-specific constraints

According to Figure 4, the traditional virtual plat-
form, made of CPU, HW blocks and bus, can be ex-
tended by wrapping it into a network node exchanging
packets with other nodes through a channel by using
well-known protocols such as IEEE 802.15.4. All these
elements are provided by SCNSL as traditional Sys-
temC blocks. SCNSL also allows improving timing and
power analysis by introducing the effect of communica-
tions which have a direct impact on timing behavior and
power consumption of the system under design [74].
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3.5. Exploration & Optimization

The Exploration and Optimization phase creates a
feedback loop between the performance estimation part
(including MDA Design Entry, Executable Specifica-
tion, Estimation & Model Generation and Simulation
phases) and the parameters configuration of the target
system. In particular, the loop is closed by acquiring
the system simulation traces to be post processed be-
fore being presented either to the user or to an automatic
framework for exploration and optimization. Then, ac-
cording to the information gathered by the previous sim-
ulation, a new HW/SW system configuration will be se-
lected within the design space. In the next paragraph we
describe these steps in more detail.

Simulation trace. Our proposed simulation and tracing
framework supports different granularities for each task.
Moreover, it is possible to define certain regions of in-
terest in the sequential behavior of a task that can be
investigated down to basic block granularity.

Trace analysis. The simulation and analysis of timing
and power traces allows an evaluation of the chosen ap-
plication mapping, the performance of the architecture
and the effects of the synthesis constraints. Different
design configurations or iterations with adjusted map-
ping, platform composition and constraints allow multi-
objective design-space exploration.

Visualization & reporting. The visualization and re-
porting step in the proposed framework has in charge
the presentation of the results coming from the trace
analysis phase into a readable format for the designer.
This phase is necessary to have the designer driving the
exploration loop. Moreover, this phase includes also
the visualization of the analysis coming from the ex-
ploration loop done by using the MOST tool.

Exploration & optimization. Starting from the defini-
tion of the design space, the exploration and optimiza-
tion step iteratively generates an instance of the design
space based on the knowledge acquired by the post-
processing of the simulation traces of previous selected
configurations. The exploration phase is a step in the
design flow that is needed for surfing the design space
(changing the system parameters) in order to find the
optimal system configurations among all the possible al-
ternatives that are part of the design space. Moreover,
the design space exploration loop is also used to de-
termine some knowledge about the system parameters
(such as the main effects, interaction effects) and design
space (such as, configuration distribution with respect

to the system performance). This phase can be done by
using a user centric DSE or an automatic DSE phase.
The goal in using an automatic design space exploration
and optimization tool is in the fact that it should be able
to automatically interact with system models in order
to avoid the intervention of the designer for the DSE
phase (except for the analysis of the results) once the tar-
get problem is formally defined. The automatic design
space exploration tool used within the project is called
MOST, and the interfaces used to interact with the other
components of the design flow are those presented in
[54]. On the other side, the usage of a user centric DSE
flow is needed when a detailed analysis of the system
behavior is necessary (e.g. trace analysis or time behav-
ior), once the problem cannot be formally defined or it
is not easy to be defined, or when the automatic mod-
ification of the parameters on the system model is not
possible or requires a larger modeling effort.

Design space definition. The design space is defined by
the list of tunable parameters available on the HW/SW
platform. Moreover, it includes the set of possible val-
ues of each parameters and the rules defining some cuts
within the design space eventually due to interferences
between parameters. The design space definition repre-
sents the degrees of freedom that the designer or an au-
tomatic tool can have for tuning the HW/SW platform.

Design space instance parameters. A design space in-
stance is a valid configuration of parameters within the
design space defined before selected or by the designer
or by an automatic tool. It is composed of a value for
each parameter of the design space, ranging within the
set of available levels. Those values will be used to
fill the right parameter values in several stages of the
design-flow (see Figure 1). In the project, the list of
parameters ranges at the MDA Design Entry and Ex-
ecutable Specification levels from functional reimple-
mentation to mapping of HW/SW tasks and IP selec-
tion, while at Estimation and Model Generation level
from IP and memories configuration to selection of em-
bedded software optimizations and run-time manage-
ment strategies.

4. Use-Cases aware design flow customization

The proposed reference design flow can be cus-
tomized for different industrial use-cases (UC). Figure 5
visualizes three different configurations of the COM-
PLEX reference design flow, as shown in Figure 1.
The following Sections will briefly describe the differ-
ent use-cases and the application of the proposed flow.
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Figure 5: Different configurations of the COMPLEX reference design flow

4.1. Use-Case 1 – Networked embedded system

Industrial requirements on the COMPLEX flow are
an optimal software mapping solution for real-time, low
power applications based on pre-existent hardware low
power techniques, methods to build a power aware HW
virtual platform, and the possibility to easily integrate
the COMPLEX flow into an industrial state-of-the art
design flow.

The Application comes from the health care domain.
It is a virtual machine oriented to data processing in
body sensor networks. A node of this application is
able to perform some computations (such as max, min,
median, etc.) based on collected data sets from sen-
sors. The parameters of these computations (called
”features”) such as sampling rate, window, shift of data
set, etc. can be tuned and the features can be activated
or deactivated depending on the application demands.
Parameter tuning and activation/deactivation of features
can be done at run time. One prominent application of
this virtual machine will be to detect body movements,
for example to monitor the health state of an elderly pa-
tient.

The Platform is the ReISC SoC, a project developed
at STMicroelectronics, with a 32-bit RISC core oper-
ating at up to 50 MHz, embedded memories, and an
extensive range of enhanced I/Os and peripherals. A
comprehensive set of power-saving mode allows the de-
sign of low-power applications. The CPU of the SoC
executes the application SW, operating system (FreeR-
TOS), drivers, and interrupt service routines. The use-
case consists of a wireless sensor network (WSN) sce-
nario, with multiple ReISC SoCs connected via radio.
All nodes and the radio channel are simulated using the
SCNSL network simulator.

Application mapping starts from a Stateflow descrip-
tion of the application, that will be translated in Sys-
temC using HFSuite and ported to the ReISC SoC run-
ning FreeRTOS [75].

Goal of the evaluation is to reach a configuration with
minimum power consumption respecting real-time con-
straint, by acting to different power management strate-
gies (clock gating, power island) and memory access
optimization. Software power management policies are
driven by traffic congestion reproduced by using the net-
work simulator [74].

4.2. Use-Case 2 – Battery powered multi-core system

Industrial requirements are assisted HW/SW separa-
tion with automatic generation of HW wrappers, effi-
cient handling of communications between automati-
cally generated modules of the design, fast simulation,
possibility to observe impact of platform and applica-
tion parameters on power and timing.

The application provides a modular solution for
audio-driven activity monitoring in the context of a
battery-powered surveillance application. Its set of pro-
cessing modules can be dynamically activated accord-
ing to the evolving environmental conditions.

The hardware platform is a homogeneous MPSoC
platform, with a main processing unit (PU) acting as
host, controlling different slave/co-processing units that
can be either software processors or custom hardware
accelerators. For power management different power is-
lands (one power island for each PU) exist.

The application mapping allows the possibility to se-
lect the power-island state of each PU, where the host
and audio monitoring PUs are always active. The Cen-
tral and Global Resource managers handle application
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and platform configurations at run-time. The quality of
service of the system is configurable from 1 to 4 micro-
phones with a variable set of features.

Goal of the evaluation is to demonstrate the efficiency
of the COMPLEX flow, from SystemC specifications to
DSE optimization. Moreover, this evaluation shall show
the complementary nature of design-time and run-time
optimizations. The demonstrator aims at highlighting:
• relevance of HW/SW separation decisions and ef-

ficiency of generated code
• performance of the virtual platform: simulation

speed vs. accuracy of estimates
• flexibility of the Design Space Exploration tool:

multi-objectives optimization
• efficiency of the Global Resource Manager: qual-

ity of service adaptation to maximize battery life-
time

4.3. Use-Case 3 – Model-based space application

Industrial requirements are support of model-driven
design combined with design-space exploration of em-
bedded HW/SW systems and evaluation of the COM-
PLEX design flow and tools, with a special focus on the
model-based design tools and transformation engines.

The application is an object survey, tracking and
imaging system in the context of the Space Situational
Awareness (SSA) in a star tracer satellite system. For
evaluation in COMPLEX a simplified version of the real
system has been chosen, that consists of the following
main functional blocks:
• Image processing: image acquisition, image trans-

formations and image clutter filtering
• Object survey, tracking, and hazard analysis
• GPS SW receiver: signal acquisition, FFT, corre-

lation, channel tracking, as well as navigation and
position measurements

The application is represented as UML/MARTE Plat-
form Independent Model (PIM).

The platform consists of three processing boards,
each of them is equipped with a processor from the
ARM family. Boards are interconnected via serial
buses. The GPS SW module can access HW accelera-
tors to perform computation intensive tasks like an FFT.
The execution platform is represented as UML/MARTE
Platform Description Model (PDM).

The application mapping is represented as UML/-
MARTE Platform Specific Model (PSM). It defines the
allocation space and design space constraints. The PIM,
PDM, and PSM are used to generate an executable
model for design-space exploration through the follow-
ing transformations:

• UML/MARTE to executable application model
• UML/MARTE to DSE loop configuration and al-

location space definition
• UML/MARTE to executable environment/test-

bench model
In a second step, after design-space exploration, an
executable Virtual Platform can be generated through
UML/MARTE to IP-XACT and IP-XACT to SystemC
transformation steps.

Specifically, the UML/MARTE COMPLEX flow
[60] developed for the use case 3 has demonstrated that
additional improvements to the general exploration flow
described in the previous section are possible. Specifi-
cally, the UML/MARTE COMPLEX flow removes the
MDA entry from the DSE loop, and avoids the recom-
pilation of the executable performance model for each
iteration. This way, a significant speed-up of the DSE
loop is achieved.

Goal of the evaluation is the assessment of high-
level functional analysis combined with performance
and power estimation, under usage of techniques for ex-
ploration of the optimal architecture based on UML/-
MARTE models. Virtual platform reference implemen-
tations will be used for comparison of metrics from dif-
ferent timing and power estimation techniques, i.e. ISS
simulator versus high-level estimation techniques.

5. Conclusion

In this paper we presented the COMPLEX reference
framework and design flow allowing rapid virtual pro-
totyping of heterogeneous embedded HW/SW systems
under consideration of timing and power aspects. The
presented approach enables a UML/MARTE design en-
try with automatic generation of an executable SystemC
model. The extra-functional estimation flow considers
custom hard- and software as well as third party IP com-
ponents. For each of these different types we use state-
of-the-art commercial tools, inducing satisfying esti-
mates for individual components. A generated virtual
prototype allows a fast and unitary simulation of the
complete system’s functional and extra-functional prop-
erties, which helps the designer to identify and eliminate
performance bottlenecks and power peaks. Thus, a fast
and early trade-off between different design alternatives
becomes feasible. To support an efficient exploration
we have extended our flow by a feedback loop, allowing
guided iterations through different configurations, map-
pings, power management policies, etc. Based on the
industrial use-cases [60, 58, 74] we are convinced that
the overall framework will integrate existing approaches
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and point-tools, into a common and unified flow for tim-
ing and power aware rapid prototyping.
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