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ABSTRACT: Magnetic exchange interactions within the asymmetric dimetallic compounds [hqH2][Ln2(hq)4(NO3)3]·MeOH, (Ln = 
Er(III) and Yb(III), hqH = 8-hydroxyquinoline) have been directly probed with EPR spectroscopy and accurately modelled by spin 
Hamiltonian techniques. Exploitation of site selectivity via doping experiments in Y(III) and Lu(III) matrices yields simple EPR 
spectra corresponding to isolated Kramers doublets, allowing determination of the local magnetic properties of the individual sites 
within the dimetallic compounds. CASSCF-SO calculations, INS and far-IR measurements are all employed to further support the 
identification and modelling of the local electronic structure for each site. EPR spectra of the pure dimetallic compounds are highly 
featured and correspond to transitions within the lowest-lying exchange-coupled manifold, permitting determination of the highly 
anisotropic magnetic exchange between the lanthanide ions. We find a unique orientation for the exchange interaction, 
corresponding to a common elongated oxygen bridge for both isostructural analogs. This suggests a microscopic physical 
connection to the magnetic superexchange. These results are of fundamental importance for building and validating model 
microscopic Hamiltonians to understand the origins of magnetic interactions between lanthanides and how they may be controlled 
with chemistry. 

Introduction 

Given the recent interest in the use of lanthanide (Ln) ions for 
quantum information processing (QIP)1–3 and in single molecule 
magnets (SMMs),4–9 it is important to understand the nature of 
magnetic interactions involving these elements. Intramolecular 
magnetic interactions, irrespective of their strength, can 
significantly alter the magnetic properties of a molecule by 
providing alternate electronic relaxation pathways via (i) 
intermediate states, (ii) mixing of low lying states and (iii) 
increasing quantum tunneling of the magnetization (QTM) in 
SMMs. Alternatively, the lifting of ground state degeneracies by 
exchange interactions can also result in a shift of resonant QTM 
relaxation steps away from zero-field, known as exchange bias, 
thus increasing zero-field magnetic remenance.10,11 While for QIP, 
magnetic interactions between Ln ions has been proposed as a 
crucial building block for multi-qubit gates.1 

Excluding some examples of strong magnetic exchange mediated 
via radical species,12–14 superexchange interactions are usually 
very weak for Ln ions as a result of the contracted 4f orbitals. As 
the magnetic moments of Ln ions are large, significant magnetic 
dipole interactions are also common, and possibly of comparable 
magnitude to superexchange interactions, both being highly 

anisotropic owing to the presence of first-order orbital angular 
momentum. To exploit the potential of Ln-Ln interactions in QIP 
or SMM prototypes, we must demonstrate chemical control of 
such interactions; however, this is unlikely until we understand 
their origin. As-yet, there is no transferrable microscopic 
Hamiltonian for modelling Ln-Ln magnetic interactions, with 
recent work suggesting a case-specific formalism may be 
required.15–17 In order to develop a capable theoretical framework 
and understand the origins of these interactions, there must be 
sufficient experimental evidence with which to benchmark 
proposed models.  

We have been undertaking a study on the magnetic interactions 
within simple Ln dimetallics to define a series of detailed 
benchmark measurements on which a transferrable theoretical 
framework can be built. Our approach centers on the use of 
electron paramagnetic resonance (EPR) spectroscopy to probe the 
lowest-lying exchange states directly, and we have recently 
employed this method to measure the magnetic interaction 
between two Dy(III) ions in the asymmetric dimetallic compound 
[hqH2][Dy2(hq)4(NO3)3]·MeOH (hq = 8-hydroxyquinoline, Figure 
1).18 Here, we extend our study of the 
[hqH2][Ln2(hq)4(NO3)3]·MeOH (herein “Ln2”) family to the 
Kramers ions Er(III) and Yb(III), which have far more detail in 
their EPR spectra than for Dy2. We employ inelastic neutron 
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scattering (INS), EPR and far-IR (FIR) spectroscopies, 
magnetometry and complete active space self-consistent field 
spin-orbit (CASSCF-SO) calculations, to obtain a comprehensive 
picture of the magnetic states and accurately quantify the 
anisotropic magnetic exchange between the Ln(III) ions. 

 

Figure 1. Crystal structure of [Ln2(hq)4(NO3)3]
- showing the two 

different coordination pockets. Upper metal site is the “hq 
pocket”, lower metal site is the “NO3 pocket”. Scheme: Ln: green, 
O: red, N: blue, C: grey and H: white.  

We are not the first to employ spectroscopic methods such as INS 
and EPR to probe magnetic exchange; for example, INS has often 
been used to investigate Ln crystal field (CF) excitations,19–24 but 
also extensively by Güdel and coworkers for directly probing the 
exchange manifold in the study of simple Ln dimers.25–30 EPR has 
long been used to interrogate weak magnetic interactions for d- 
and f-block systems,31–34 and even temperature dependent nuclear 
magnetic resonance (NMR) has been used to correlate spectral 
linewidths to the occupation of ferro/antiferromagnetic exchange 
states (see ref. 35 for a comprehensive overview) and to predict 
SMM behavior.36–38  

Our approach is to model the EPR spectra of the dimetallic 
species in the basis of the ground Kramers doublet of each ion, 
using the pseudo-spin S = 1/2 formalism where the magnetic 
anisotropy of the doublet is given by the principal g-values. The 
magnetic exchange is then modelled by an effective anisotropic 
exchange Hamiltonian, Equation 1, where � ̿ is the generalized 
exchange matrix and �̿� are the effective g-matrices for each site, 
all expressed in a common reference frame.25–29 This approach is 
valid when the CF is much larger than the magnetic exchange and 
Zeeman interactions. 

�� � 	2��
�� ⋅ � ̿ ⋅ ��
��� � �� ���
�� ∙ �̿�� � ��
��� ∙ �̿���� ∙ ��
 (1) 

Even in this restricted basis, simulation of exchange coupled EPR 
spectra using this Hamiltonian is a challenging problem with 
numerous unknown parameters. For example, each Ln site 
requires six parameters for the principal g-values and orientations 
(to allow mapping of the principal axes to the molecular 

coordinates; one set of g-value orientations could be defined as a 
fixed reference frame if this information is not required), the 
exchange matrix could require nine parameters, and accounting 
for anisotropic linewidths across S-, X- and Q-band frequencies 
results in a total of 30 parameters. Therefore, we attempt to reduce 
the number of free parameters by defining as many as possible 
with experimental data. 

Results 

To model the magnetic interactions within the dimetallic 
compounds, we employ the following approach (Scheme 1). 
Firstly, we collect low temperature EPR spectra for dilute species 
to determine the effective g-values of the ground Kramers 
doublets intrinsic to each site (see SI section 8, for details of the 
connection between the effective S = 1/2 g-matrix and the mJ 
states of Ln(III) ions). As the Ln2 family is isostructural, solid-
state dilution experiments in Y(III) or Lu(III) host lattices isolate 
paramagnetic Er(III) or Yb(III) dopants in the two unique pockets 
of the dimer. The smaller Ln pocket coordinates four hq ligands 
(hq pocket), where three of the oxygen donors bridge to the 
second site, which is capped by three NO3 anions (NO3 pocket); 
the volume of the coordination polyhedron is ~8 % larger for the 
NO3 pocket than the hq pocket (Table S1). Therefore, when the 
dopant is smaller than the host, the dopant occupies the hq pocket 
preferentially, and vice-versa. Dilute samples are prepared with 
~5 % dopant during synthesis (see ref. 18 for synthetic 
procedure), which we refer to Ln@Y2 or Ln@Lu2, as appropriate. 
EPR spectra at 5 K at S-, X- and Q-band frequencies (ca. 3.8, 9.4 
and 34 GHz, respectively) for these diluted species show 
resonances owing to the hq and/or NO3 pockets; one or both 
pockets may be occupied depending on the dopant and the host, 
but no signals from paramagnetic dimetallic molecules are 
observed. Simultaneous modelling of these spectra using PHI39 or 

EasySpin40 with a pseudo-spin S = 1/2 model (�� � ���� ∙ �̿ ∙ ��
) 
yields the effective g-values for the ground Kramers doublet of 
each pocket. 

 

Scheme 1. Procedure for determining magnetic exchange in Ln2 
dimetallic molecules.  
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Secondly, we compare the dilute EPR results to CASSCF-SO 
calculations to identify the g-values belonging to each pocket; 
these calculations are performed on the Ln2, Y2 and Lu2 crystal 
structures to account for subtle structural changes between the 
lattices. Thirdly, we use INS and FIR spectroscopies to measure 
the CF energies of each pocket in the pure Ln2 species in order to 
validate the CASSCF-SO assignments. The exchange interactions 
are much smaller than the CF splittings and therefore these 
spectra show local CF excitations for each pocket; INS and FIR 
spectra of dilute samples are much too weak to obtain reliable 
data. INS excitations are shown to be magnetic in origin by 
comparison with the INS spectrum of the diamagnetic Lu2 analog, 
and likewise for FIR excitations by their magnetic field 
dependence. 

Finally, we model the EPR spectra of the pure species to 
determine the magnetic exchange interactions using the following 
procedure: (i) we fix the effective g-values for each pocket from 
the dilution experiments (substituting missing data with CASSCF-
SO values where required). (ii) We fix the orientations of the 
principal g-values with respect to the molecular structure with the 
CASSCF-SO-calculated values. We define the g-matrix for each 
pocket with Equation 2, where the rotation matrix is defined as 
Equation 3; for convenience we use the orthogonalized x,y,z 
crystal axes as the global reference frame. (iii) We define the 
orientations of the principal components of the exchange matrix in 
the orthogonalized reference frame (Equation 4), where we 
choose �� to lie along the internuclear Ln-Ln vector while �� and �� have a flexible rotation around  �� (this defines � � = 54.5° and ! �  = 81.3° while the " �  rotation around ��  	 becomes a fitting 
parameter of the model). 

With " �  = 0° fixed, combinations of �� , ��  and ��  each in the 
range -1 to +1 cm-1 are examined (chosen to encompass the 
exchange state observed by INS at ca. 0.6 cm-1, see below) by 
simulation of the EPR spectra with PHI. Goodness-of-fit 
quantification for EPR spectroscopy is notoriously difficult, thus 
numerical least-squares residuals must be tempered with side-by-
side visual comparisons. Examining this parameter space yields 
numerous local minima, which are subsequently investigated by 
direct fitting of the EPR spectra including examining the full 
rotation of " �, to determine the best global fit. Further refinement 
of the model allowing flexibility in the local rotations of the 
principal g-values is achieved through an iterative approach by 
alternating between free parameters. 

�̿� � $% ∙ &�' 0 00 �) 00 0 �*+ ∙ $%,    (2) 

$% � &cos� 	 sin� 0sin� cos� 00 0 1+ &
cos! 0 sin!0 1 0	 sin! 0 cos!+ &

cos " 	 sin" 0sin" cos " 00 0 1+ 
(3) 

� ̿ � $% ∙ 3�� 0 00 �� 00 0 ��4 ∙ $%,    (4) 

[hqH2][Er2(hq)4(NO3)3]·MeOH (Er2) 

The χMT product for Er2 has a room temperature value of 22.9 cm3 
mol-1 K which is in good agreement for two 4I15/2 Er(III) ions 
(23.0 cm3 mol-1 K). The curve shows minimal features, with the 
usual decrease at lower temperatures a result of depopulation of 
excited CF states (Figure S1). The magnetization data collected at 
2, 4, and 6 K do not saturate up to 7 T, indicating strong magnetic 
anisotropy (Figure S1); these data show no direct evidence of 
magnetic interactions. Alternating current (AC) susceptibility 
measurements in zero applied field show no out-of-phase signals 
below 20 K, and thus Er2 is not an SMM (Figure S2).  

EPR spectra at X- and Q-band for Er@Y2 reveal two well-
resolved features that overlap in the S-band spectrum (Figure S3). 
Simultaneous modelling of these spectra gives g1 = 9.9 and g2 = 
6.6; we do not observe g3. As Er(III) and Y(III) have similar ionic 
radii,41,42 we would expect the Er(III) dopant to be distributed 
across both pockets, and thus it is not clear why only a single set 
of g-values is observed here; this observation has been made for 
multiple sample batches. EPR spectra for Er@Lu2 show three 
well-separated features at all three frequencies (Figure 2), which 
can be modelled with g1 = 9.5, g2 = 6.8 and g3 = 3.2. Interestingly, 
the two dilution experiments yield very similar g1 and g2 values 
and it appears that the same site is being observed despite the 
different host lattices. This could be a result of: (i) only one site 
being occupied in both experiments, (ii) one site has very fast 
spin-lattice relaxation and thus is broadened beyond detection, or 
(iii) one site has a significantly weaker signal. 

 

 

Figure 2. EPR spectra (black) and simulations (red) for Er@Lu2 collected at 5 K and (a) Q-band 34.055 GHz, (b) X-band 9.543 GHz and 
(c) S-band 3.875 GHz. Simulations performed with PHI with parameters: g1 = 9.5, g2 = 6.8 and g3 = 3.2, lwx = 3.0, lwy = 2.5 and lwz = 1.5 
GHz for Q-band, lwx = 1.2, lwy = 0.9 and lwz = 0.5 GHz for X-band and lwx = 0.3, lwy = 0.5 and lwz = 0.3 GHz for S-band. 
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CASSCF-SO calculations predict very different ground Kramers 
doublets for the two pockets (Tables 1 and S3). The ground 
doublet for the hq pocket is well-isolated (32.4 cm-1 to first 
excited state), while the NO3 pocket has a low-lying excited state 
at 7.3 cm-1. The calculations employing different host structures 
indicate that the electronic structure of Er(III) is very sensitive to 
minor variations in geometry and that the NO3 pocket for both 
Er@Y2 and Er@Lu2 calculations matches well with the 
experimental g-values. The only missing experimental feature is 
g3 = 3.5 in the Er@Y2 spectra, which could be broadened beyond 
detection for this sample. Given the good agreement with theory, 
and the similarity of g1 and g2 between the Er@Y2 and Er@Lu2 
experiments, we suggest that the NO3 pocket is observed in both 
experiments. It is important to note that due to the low-lying 
excited state for the NO3 pocket, it is possible that contributions 
from this excited state could be observed in the EPR spectra even 
at 5 K; however, the experimental data show no evidence of 
excited state transitions. 

Table 1. Principal g-values from CASSCF-SO calculations for 
Er(III) in both pockets using the Er2, Y2 and Lu2 crystal structures. 
Orange row = assignment for Er@Y2, green row = assignment for 
Er@Lu2. 

Structure g1 g2 g3 

hq pocket 

Er2 13.3 4.3 0.6 

Er@Y2 13.2 4.3 0.4 

Er@Lu2 14.3 3.2 0.5 

NO3 pocket 

Er2 11.8 3.8 2.2 

Er@Y2 9.0 7.1 3.5 

Er@Lu2 9.3 6.4 4.0 

 

INS spectra collected at an incident energy (Ei) of 120 cm-1 
(15 meV) show well-resolved magnetic features at 12(2) 
(subsequently confirmed at 11.7 cm-1, Figure S5), 32.0(7), and 
102(2) cm-1 (1.50(2), 3.97(8), and 12.6(2) meV); with 
Ei = 200 cm-1 (25 meV), two more relatively weak features at 
130(3) and 148(2) cm-1 (16.1(4) and 18.3(3) meV) are detected 
(Figures 3 and S4). Some weaker signals are also found around 
233 and 290 cm-1.  

Simulation of the INS spectra utilizing the CASSCF-SO-
calculated CF parameters (CFPs,43 Table S4) with the Mantid 
program44 shows that the 32.0 and 102 cm-1 (3.97 and 12.6 meV) 
features arise from the hq pocket (Figures 3 and S6). The peaks 
are predicted in both position and relative intensity, and 
correspond to transitions to the first and second excited states, 
respectively. The remaining features at 11.7, 130 and 148 cm-1 
(1.45, 16.1 and 18.3 meV) must be due to the NO3 pocket, 
however, a simple scaling factor of 1.5 is needed to bring the 
calculated energies from CASSCF-SO into agreement with the 
experimental positions, with excellent prediction of the intensity 
ratios (Figures S8 and S9). Scaling ab initio energies is common 
to aid interpretation of INS and FIR data,18,20,26 however we were 
curious why this was required for the NO3 pocket and not for the 
hq pocket. We have found that CASSCF-SO calculations on the 

isolated [Er2(hq)4(NO3)3]
- anion are insufficient to describe the 

subtle electrostatic environment of the NO3 pocket, and that 
simulation of a more realistic crystal lattice using point charges 
brings the ab-initio calculated energies closer to the experimental 
data (Table S5) thus explaining the scaling factor (see SI section 3 
for details). Further confirming these results, FIR spectroscopy 
shows two clear magnetic transitions at 32 cm-1 and 102 cm-1 
(3.97 and 12.6 meV, Figure S10), in excellent agreement with 
INS transitions originating from the hq pocket. 

 

 

Figure 3. INS spectra for Er2 after phonon background (Lu2) 
subtracted with simulated INS spectrum for the hq pocket based 
on ab initio CFPs. a) 120 cm-1 (15 meV) and b) 200 cm-1 (25 
meV) incident energies with data integrated from 0 < |Q| < 3 Å-1. 

To obtain an order-of-magnitude estimate for the magnetic 
exchange interaction in the pure Er2 species, close inspection of 
the elastic line in the low-energy (14.88 cm-1, 1.845 meV) INS 
data shows evidence of a small shoulder. Further measurements at 
Ei = 8.1 cm-1 (1.0 meV) reveals a broad, cold transition at 0.6 cm-1 
(0.07 meV, Figure S11), which we assign as transitions within the 
low-lying exchange manifold of Er2. 
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Figure 4. EPR spectra (black) and simulations (red) for Er2 collected at 5 K and (a) Q-band 33.980 GHz, (b) X-band 9.5426 GHz and (c) 
S-band 3.8744 GHz. Simulations performed with PHI using parameters in Table 2. 

EPR spectra collected at S-, X- and Q-band of Er2 (Figure 4) are 
highly featured and clearly distinct from the dilute species, 
providing direct information on the magnetic interactions within 
the Er2 molecule. The three principal g-values of the NO3 pocket 
are defined as g1 = 9.5, g2 = 6.8 and g3 = 3.2 (from Er@Lu2 where 
all g-values are observed). As we are unable to observe the g-
values for the hq pocket, these are fixed from CASSCF-SO 
calculations on the Er2 structure: g1 = 13.3, g2 = 4.3 and g3 = 0.6. 

With the orientations of the g-matrices for each site fixed from 
CASSCF-SO (Table S6), exploration of the parameter space as 
described yielded one clear global minimum for �� = -0.07 cm-1, �� = 0.4 cm-1, �� = 0.7 cm-1 and " � = 9°. Refinement of the model 
gives excellent agreement with the experimental EPR spectra 
across all three frequencies (Figure 4 and Table 2), as well as 
good agreement with the low temperature magnetic data (Figure 
S15). Our data are not sensitive to the overall sign of the exchange 
matrix, and thus an equally good reproduction of the data can be 
obtained with 	� ̿(Figures S15 and S16); however, the data are 
sensitive to the relative signs of the exchange parameters. High 
frequency EPR (HF-EPR) between 260 and 380 GHz is in good 
agreement with the model determined at low frequencies (Figure 
S17). Interestingly, there is a near-zero-field resonance in the 310 
and 345 GHz spectra; this suggests the presence of a state at ca. 
10 – 11 cm-1 (1.3 – 1.4 meV), which is coincident with the first 
excited state for the NO3 pocket determined to lie at 11.7 cm-1 
(1.45 meV) from the INS data. 

Table 2. Optimized parameters for the simulation of Er2 EPR 
spectra. 

Parameter Value(s) 

 
Jx  (cm

-1) Jy  (cm
-1) Jz  (cm

-1) 5̿ -0.057 0.45 0.72 

 
g1 g2 g3 6789 (fixed) 13.3 4.3 0.6 67:;< (fixed) 9.5 6.8 3.2 

 
α (°) β (°) γ (°) 

R (6789) -54.9 -80.0 -110 

R (67:;<) 3.69 169 45.0 

R (5̿) 54.5 (fixed) 81.3 (fixed) 8.85 

 
lwx (GHz) lwy (GHz) lwz (GHz) 

Q-band 4.3 5.1 7.9 

X-band 5.0 5.0 3.0 

S-band 2.5 4.0 5.5 

 

[hqH2][Yb2(hq)4(NO3)3]·MeOH (Yb2) 

The magnetic susceptibility for Yb2 has a room temperature χMT 
value of 5.01 cm3 mol-1 K which is in good agreement with the 
expected χMT value of 5.14 cm3 mol-1 K for two Yb(III) 2F7/2 
ground terms (Figure S22). χMT shows a gradual decrease with 
decreasing temperature originating from depopulation of excited 
CF states. Magnetization data at 2 K almost saturate at 7 T to a 
value of 3.54 NAµB, (Figure S22) with no evidence of magnetic 
exchange in the χMT or magnetization data. AC susceptibility 
measurements show no out-of-phase signal revealing Yb2 is not 
an SMM (Figure S23).  

EPR spectra of Yb@Y2 show two resonances with hyperfine 
structure at S-, X- and Q-band (Figure 5). Modelling these spectra 
gives g1 = 5.9 and g2 = 1.8 while no g3 feature was observed. The 
hyperfine coupling was fixed for the 171/173Yb nuclei to the linear 
relationship based on the g-values as determined by Denning et al. 

(for 171Yb: =� 	� 	796�� 	– 	43 and 173Yb: =� 	� 	232�	– 	18, thus 
A1 = 1344 and 4630 MHz, A2 = 397 and 1382 MHz, for 173Yb and 
171Yb, respectively).45 EPR spectra of Yb@Lu2 reveal two well-
defined g1 features, two g2 features and a weak, broad g3 feature 
(Figure S24); hyperfine interactions are not resolved here. 
Modelling the Yb@Lu2 spectra as two non-interacting S = 1/2 
states with g-values of g1 = 5.0, g2 = 2.7 and g3 = 1.1, and g1 = 5.9 
and g2 = 1.7 for each doublet, respectively, provides excellent 
agreement with the experimental data. We do not observe g3 for 
one of the pockets. 
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Figure 5. EPR spectra (black) and simulations (red) for Yb@Y2 collected at 5 K and (a) Q-band 34.095 GHz, (b) X-band 9.733 GHz and 
(c) S-band  3.874 GHz. Simulations performed with EasySpin taking into account nuclear spin for 171Yb and 173Yb, using parameters: g1 = 
5.87, g2 = 1.79 and g3 = 0.1 (not observed), H-strain = 430, 1300 and 1300 MHz for Q-, X- and S-band, respectively, and lw = 4.7 mT 
(FWHW). *Peak arising at g ≈ 2 from impurities in the EPR tube. 

As the Yb@Y2 experiment should be selective for the hq pocket 
(Yb(III) is smaller than Y(III)), we assign g1 = 5.9 and g2 = 1.8 to 
this pocket. Therefore, the resonances in the Yb@Lu2 sample at g1 
= 5.0, g2 = 2.7 and g3 = 1.1 can be assigned to the NO3 pocket. 
The shift in g2 for the hq pocket between Yb@Y2 and Yb@Lu2 is 
worth noting, and compares well to the variations observed in 
CASSCF-SO calculations (Tables 3 and S8). These calculations 
show that both pockets for Yb2 have well isolated ground states 
with no excited state signals expected in the 5 K EPR 
measurements. The CASSCF-SO-calculated g-values for the hq 
pocket of Yb@Y2 (g1 = 6.2, g2 = 2.1 and g3 = 0.5) are in good 
agreement with the Yb@Y2 experimental data (g1 = 5.9 and g2 = 
1.8, g3 not observed), and the calculated g-values for the NO3 
pocket of Yb@Lu2 (g1 = 5.8, g2 = 2.4 and g3 = 1.0) are also in 
good agreement with the experimentally observed values of g1 = 
5.0, g2 = 2.7 and g3 = 1.1. 

Table 3. Principal g-values from CASSCF-SO calculations for 
Yb(III) in both pockets using the Yb2, Y2 and Lu2 crystal 
structures. Orange row = assignment for Yb@Y2, green rows = 
assignment for Yb@Lu2. 

Structure g1 g2 g3 

hq pocket 

Yb2 6.3 1.9 0.5 

Yb@Y2 6.2 2.1 0.5 

Yb@Lu2 6.5 1.6 0.4 

NO3 pocket 

Yb2 4.9 3.7 1.0 

Yb@Y2 4.7 3.6 1.2 

Yb@Lu2 5.8 2.4 1.0 

INS spectra of Yb2 reveal only weak magnetic signals over the 
Lu2 background (Figure S25); simulations of the INS transitions 
with the CASSCF-SO CFPs show that Yb2 is predicted to have 
ca. 75 % weaker absolute intensity than Er2 when comparing the 
most intense transitions (Figure S26), explaining the weaker 

experimental spectra for Yb2. The noisy data make it difficult to 
assign peaks, but there are broad signals present between 24 – 80 
cm-1 (3 – 10 meV), 160 – 240 cm-1 (20 – 30 meV) and 290 cm-1 

(36 meV). Simulations (CFPs in Table S9) predict features at 40, 
129 and 240 cm-1 (5.0, 16.0 and 31.0 meV) originating from the 
NO3 pocket (Figure S28), and one strong feature at 160 cm-1

 (19.8 
meV) for the hq pocket (Figure S27). These features are broadly 
consistent with the limited experimental data. 

In contrast, FIR spectra for Yb2 show a clear feature at 64 cm-1 
(8 meV, Figure 6), likely corresponding to the CASSCF-SO-
predicted transition at 40 cm-1 from the NO3 pocket (Table S8). 
Similarly to Er2, we observe a discrepancy between the calculated 
and experimentally observed CF states for the NO3 pocket; the 
appropriate scaling factor in this case is 1.6, nearly identical to 
that for Er2, and thus we suspect this is also due to the poor 
description of the electrostatic potential in CASSCF-SO 
calculations of the isolated molecule. Applying this scaling factor 
to the NO3 pocket CFPs (Figure S29) results in a good overall 
reproduction of the experimental INS data (Figure S30). 

 

Figure 6: Far-IR transmission spectra of Yb2 normalized to the 
6 T data at 9 K. Field-dependent peak is marked by a red arrow 
for clarity. 
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Figure 7. EPR spectra (black) and simulations (red) for Yb2 collected at 5 K and (a) Q-band 34.074 GHz, (b) X-band 9.564 GHz and (c) 
S-band 3.875 GHz. Simulations performed with PHI using parameters in Table 4. 

EPR spectra of the pure Yb2 species measured at S-, X- and Q-
band and 5 K are highly structured (Figure 7). Each pocket is 
assigned their experimentally observed g-values (hq pocket: g1 = 
5.9, g2 = 1.8 and g3 = 0.5 – g3 fixed from CASSCF-SO for Yb2; 
NO3 pocket: g1 = 5.0, g2 = 2.7 and g3 = 1.1) and their orientations 
fixed from CASSCF-SO (Table S10). Initial surveys of the 
exchange parameters yielded a clear best-fit for �� = -0.25 cm-1, ��  = 0.25 cm-3 and �� = -0.30 cm-1. Allowing freedom for g-matrix 
rotations and variable " � results in an excellent simulation of all 
features across S-, X- and Q-band (Figure 7) as well as excellent 
reproduction of the low temperature magnetic data (Figure S33) 
with parameters given in Table 4. Again, the simulations are 
insensitive to the absolute sign of the exchange matrix with an 
inversion yielding a simulation of equal quality (Figures S33 and 
S34). 

Table 4. Optimized parameters for simulation of Yb2 EPR 
spectra. 

Parameter Value(s) 

 
Jx  (cm

-1) Jy  (cm
-1) Jz  (cm

-1) 5̿ -0.25 0.25 -0.29 

 
g1 g2 g3 6789 (fixed) 5.9 1.8 0.5 67:;< (fixed) 5.0 2.7 1.1 

 
α (°) β (°) γ (°) 

R (6789) -36.9 -78.1 86.8 

R (67:;<) 16.6 -60.0 85.0 

R (5̿E 54.5 (fixed) 81.3 (fixed) 8.50 

 
lwx (GHz) lwy (GHz) lwz (GHz) 

Q-band 2.9 1.6 3.5 

X-band 1.2 0.8 3.6 

S-band 0.4 1.2 2.2 

Discussion 

Having simulated the rich EPR spectra of the pure dimetallic 
compounds, we have experimentally obtained detailed 
information on the low-lying states arising from magnetic 
exchange interactions. These experimental exchange states are 

benchmarking data for the generation of a transferable theoretical 
framework explaining Ln-Ln interactions. The exchange manifold 
in zero field for Er2 comprises four singlet states with an overall 
splitting of 1.1 cm-1, where all states are sufficiently mixed to 
yield non-zero magnetic moment transition matrix elements 
between each pair (Table S7). The profile of the relative magnetic 
moment transition intensities is generally in reasonable agreement 
with the lowest energy experimental INS transition at ~0.56 cm-1 
(Figure S18) further supporting our exchange model. 

The expected dipolar interaction between the two Er(III) ions 
within Er2 can be calculated using the experimentally obtained g-
values and fitted orientations (Equation S2). The resultant 
exchange matrix (expressed in the diagonal reference frame of the 
fitted total exchange, Equation 5) shows largest values for Jxy and 
Jyy, which are of similar magnitude to the exchange parameters 
determined in our fitting. Therefore, the dipolar mechanism must 
be a significant component to the overall interaction; this is a 
similar result to that found for Dy2.

18 The experimental exchange 
matrix is diagonal in this reference frame and has Jzz as the major 
component; the significant difference between these two matrices 
suggests that dipolar interactions alone are not sufficient to 
describe the interaction and therefore that superexchange is also 
important. While simulation of the EPR spectra using only dipolar 
exchange shows reasonable agreement with the experimental data 
(Figure S19) these simulations are unable to reproduce all 
experimental features. 

$%, ∙ �F̿GHI�J ∙ $% 	� 	K	0.159 0.108 0.0110.376 0.269 0.1860.098 0.130 0.047N   (5) 

$%, ∙ �F̿GH ∙ $% 	� 	K	0.057 0 00 0.45 00 0 0.72N   (6) 

The zero-field exchange manifold for Yb2 consists of one doublet 
and two singlets spanning 0.54 cm-1 (Table S11). The second to 
third excited state pair has the largest magnetic moment transition 
probability, with the transition energy in good agreement with the 
low energy shoulder in the INS data (Figure S35). The calculated 
dipolar interaction matrix for Yb2 contains elements 
of ≤ 0.091 cm-1 magnitude (in the diagonal reference frame of the 
fitted total exchange, Equation 7), which are of much smaller 
magnitude than those for Er2 because of the lower magnetic 
moment of Yb(III). Clearly the dipolar interaction is significantly 
weaker than the total fitted exchange (Equation 8). It is therefore 
unsurprising that dipolar interactions alone reproduce the 
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experimental EPR spectra very poorly (Figure S36). Therefore, 
there must be a significant superexchange interaction for Yb2. 

$%, ∙ �O̿PHI�J ∙ $% 		� 	K	0.034 0.014 	0.0110.034 	0.091 0.0610.007 	0.014 0.019 N  (7) 

$%, ∙ �O̿PH ∙ $% 	� 	K	0.25 0 00 0.25 00 0 	0.29N   (8) 

Further evidence of a real superexchange component in the Ln2 
dimetallic species comes from the almost identical value for " � 
of 8.85° and 8.50° for Er2 and Yb2, respectively, which have been 
independently determined. With Jzz defined along the internuclear 
Ln-Ln vector, this value of " �  places the orientation of Jyy 
towards the longest Lnhq-O bond bridging the two Ln centers 
(2.373(7) and 2.344(2) Å for Er2 and Yb2, respectively (Table 
S12, Figures S39 and S40). The presence of a structural feature 
coincident with one of the principal directions of the anisotropic 
exchange matrix reinforces the proposal of a through-bond 
superexchange component. Examination of the structural data for 
the diamagnetic Y(III) and Lu(III) analogs (Table S12), shows 
that these species also exhibit the same characteristically long 
Lnhq-O bond; this is an indication that the origin of the elongation 
is not magnetic in nature, but rather that this structural feature 
dictates part of the magnetic superexchange. Identification of this 
link between the molecular structure and the exchange interaction 
in these dimetallic Ln2 compounds, along with the experimentally 
determined exchange states, is a further step towards the 
establishment of an overarching microscopic model for the 
magnetic exchange in Ln complexes.  

Conclusion 

We have been able to measure directly and model the magnetic 
interactions between highly anisotropic lanthanide ions in 
asymmetric dimetallic compounds. Through the exploitation of 
size selectivity, dilution experiments enabled experimental 
determination of the magnetic properties for each individual site 
using EPR spectroscopy. INS and FIR measurements were 
employed to support CASSCF-SO calculations for identifying the 
origin of the magnetic signals for each site in the molecule. By 
fixing the principal g-values from experiment, simulations of 
multi-frequency EPR spectra of the pure species provide direct 
measurement of the exchange interactions. Our models are also in 
good agreement with low temperature magnetometry and INS 
data. Our results show that dipolar interactions are a significant 
component of, but not solely responsible for, the magnetic 
interactions in Er2 (as previously found for Dy2

18), while for Yb2 
the superexchange interactions are important and the dipolar 
exchange is peripheral. Moreover, we find a link between the 
geometry of an Ln-O-Ln bridge and the magnetic exchange 
interactions in both Er2 and Yb2 molecules, providing an 
additional piece of data to guide the development of theoretical 
models of magnetic exchange. It is our hope that subsequent 
theoretical studies of these systems will yield microscopic 
information regarding the origin of the superexchange interaction, 
and potentially shed light on the feasibility of tailoring 
superexchange interactions by chemical design. 

Experimental 

Synthesis. Samples were prepared through modification of the 
synthetic procedure reported in reference 18. 440 mg (3.0 mmol) 
of 8-hydroxyquinoline was added to 40 mL methanol containing 
437 - 561 mg (1.2 mmol) of LnNO3·xH2O and heated to reflux for 

4 hours. The solution was hot filtered and left to crystallize by 
slow evaporation to yield yellow crystals suitable for single 
crystal X-ray diffraction (XRD). Dilute samples were prepared 
using the same procedure employing a 1:19 (5 %) mole ratio of 
Ln:Lu or Ln:Y. Samples were characterized by CHN 
microanalysis and powder XRD (PXRD) measurements to 
establish phase purity of the bulk sample. 

Magnetic measurements. Magnetometry was performed in the 
temperature range 1.8 to 300 K with a Quantum Design MPMS-
XL7 SQUID magnetometer equipped with a 7 T magnet. Lightly 
ground crystalline samples were placed in a gel capsule and 
restrained with a small amount of eicosane to avoid alignment 
during measurements. Diamagnetic corrections based on 
calibrated blanks were applied to the data to account for the gel 
capsule and eicosane, while Pascal’s constants were used for the 
diamagnetic contribution of the complex. 

Electron paramagnetic resonance. EPR spectra were collected 
at X- and Q-band with a Bruker EMX300 spectrometer and at S-
band with a Bruker Elexsys580 spectrometer. Data were collected 
on lightly ground polycrystalline samples with the use of eicosane 
in some cases to avoid magnetic torque during measurements. 
High field EPR (HF-EPR) spectra (260–380 GHz) were recorded 
at the University of Stuttgart on a home-built spectrometer. The 
radiation source is a 0 – 20 GHz signal generator (Anritsu) in 
combination with an amplifier–multiplier chain (VDI) to obtain 
the required frequencies. It features a quasi-optical bridge 
(Thomas Keating) and induction mode detection. The detector is a 
QMC magnetically tuned InSb hot electron bolometer. The 
sample is located in an Oxford Instruments 15/17T cryomagnet 
equipped with a variable temperature insert (1.5 – 300 K). 

Inelastic neutron scattering. INS spectra were collected at the 
ISIS neutron source facility on the LET, IRIS and MARI 
spectrometers. Powder samples of ~2 g were prepared for each 
analogue and lightly ground. The samples were loaded in annular 
Al cans for IRIS, while for MARI and LET they were placed in an 
Al foil pocket and then inserted into an Al cylindrical can for 
measurements. The samples were cooled to 2 K (IRIS) and 5 K 
(LET and MARI), using a cryostat and closed cycle refrigerator, 
respectively. The data were then integrated over the appropriate 
low Q range, 0 < |Q| < 2 Å (LET), 0 < |Q| < 2 Å (IRIS), 0 < |Q| < 
3 Å (MARI Ei 15 and 25 meV), and 0 < |Q| < 4 Å, 0 < |Q| < 5 Å 
(MARI Ei 50 and 100 meV, respectively).  Broad phonon peaks in 
the Lu2 analog are observed at ca. 5 (40 cm-1), 9 (73 cm-1), 12 (97 
cm-1) and 19 meV (153 cm-1) with weaker features also present at 
around 16 (139 cm-1), 36 (290 cm-1) and 38 meV (307 cm-1). The 
MARI elastic resolutions for incident energies of 15, 25, 50 and 
100 meV are 0.65, 0.95, 2.75 and 5.79 meV, respectively. IRIS 
measurements were performed using the pyrolytic (002) graphite 
analyzers which give a final energy of 1.845 meV and an energy 
resolution of 18 µeV (FWHM). The LET measurements were 
performed with an incident energy of 1.0 and 2.5 meV (20 and 70 
µeV energy resolution at the elastic line respectively). The 15 and 
25 meV data for Er2 following phonon subtraction were used to fit 
peak locations with errors reported in brackets throughout 
manuscript. 

Ab initio calculations. CASSCF-SO calculations were performed 
with MOLCAS 8.046 using the geometry of the isolated metal 
complex as previously reported from XRD.18 The calculations 
considered each site in the dimetallic compounds independently, 
where the ion not in focus was replaced by a diamagnetic Y(III) 
(Y2 structure) or Lu(III) ion (Er2, Yb2 and Lu2 structures). Basis 
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sets from the MOLCAS ANO-RCC library47,48 were employed 
with the paramagnetic ion described using VTZP quality, the first 
coordination sphere with VDZP quality, and all other atoms with 
VDZ quality. The active space in all cases for Er(III) and Yb(III) 
were 11 and 13 active electrons in seven 4f orbitals, respectively. 
The CASSCF calculations were performed on 35 and 112 states 
for the quartet and doublet spin states of Er, respectively, with all 
states incorporated for SO coupling. For Yb, the 7 doublet states 
were employed for both CASSCF and SO coupling calculations. 
Further calculations for Er2 were performed with the inclusion of 
the two nearest hqH2

+ cations followed by additional point 
charges describing a 25 Å radius from the NO3 pocket, including 
only atoms carrying formal charges (NO3 molecules with +1 on N 
and -2/3 on O, +3 for Er(III) ions, -1 for deprotonated O- on the 
hq ligands and +1 for protonated N+ on the hq cation). 

Far infrared. FIR spectra were recorded using a Bruker 113v 
FTIR spectrometer equipped with a mercury light source and 
Infrared Laboratories pumped Si bolometer (operating 
temperature 1.5 K) detector. Samples consisted of 10 mm pressed 
powder pellets, and were contained in an Oxford Instruments 
Spectromag 4000 optical cryostat allowing fields up to 8 T and 
temperatures down to 1.8 K. The spectra presented are normalized 
to the 6 T data, where peaks that show significant field 
dependence are assigned as magnetic in origin. 
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