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Abstract—Inter-cell interference in downlink cellular networks
can be managed by coordination among the base stations (BSs).
Constraints on the backhaul throughput make full coordination
still challenging and typically clusters of BSs are organized
to serve the user equipments (UEs). Joint precoding within
each cluster is designed to deal with intra-cluster interference.
Moreover, inter-cluster interference (ICI) can be reduced by
implementing dynamic clustering, i.e., by changing BS clusters
over time to provide more fairness among the UEs. In this work
we assume that UEs are equipped with multiple antennas and
use an interference rejection combiner to suppress the ICI not
managed by precoders at transmitter side. In this framework,
we develop an algorithm that dynamically organizes clusters
and schedules UEs in each cluster by requiring a channel state
information at the transmitter which is independent of the
number of receiving antennas. Simulations provide two main
results: a) a considerable improvement is achieved by adding
antennas at the UE and b) the gain of dynamic clustering over
static clustering sensibly decreases by equipping the UEs with
more antennas.

I. INTRODUCTION

In cellular downlink networks coordinated multi-point

(CoMP) schemes provide a huge gain with respect to single

cell processing (SCP) schemes: the performance degradation

in SCP due to inter-cell interference can be perfectly nulled by

allowing full sharing of user equipment (UE) data and channel

state information (CSI) among the base stations (BSs), which,

in turn, serve the scheduled UEs by using joint precoding

[1]. This scheme is also known in literature as CoMP with

joint processing (JP), opposed to CoMP with coordinated

beamforming (CB) where only CSI is shared among the BSs

and inter-cell interference is reduced by properly designing

the precoder used by each BS while serving its own UEs

[2]. Even if CoMP-JP is a very promising technique, many

practical constraints make its implementation still challenging.

First of all, a backhaul network able to support UE data sharing

among the BSs is required. Typically, clusters of BSs are

organized and joint precoding is implemented only within each

cluster. However, UEs at the cluster border still suffer inter-

cluster interference (ICI), which is managed either by dynamic

clustering [3], where clusters change over time adapting to

channel conditions, or by designing precoders in each cluster

in order to limit the ICI caused to UEs in neighbouring clusters

[4]. A second issue is that CSI at the BSs may be unreliable

because of noise on channel estimation in time division duplex

(TDD) systems or limited bandwidth available for feedback in

frequency division duplex (FDD) systems.

Most of the works on dynamic clustering [3], [5], [6],

[7], assume that UEs are equipped with only one antenna,

and propose different methods to optimize clusters [3], [5],

also jointly either with feedback design [6] or UE selection

[7]. However, the LTE-Advanced standard developed by the

3rd Generation Partnership Project (3GPP) assumes that UEs

may be equipped with up to eight antennas [8]. Even if this

number seems a bit optimistic for current mobile devices,

the technological innovation may allow in the near-future

manufacturing smartphones or tablets with numerous antennas.

Thus, much more attention should be paid to the study of

CoMP schemes when UEs may exploit the benefits of multiple

antennas [9].

In this work we study the achievable performance in

downlink FDD CoMP systems when UEs are equipped with

multiple antennas. We start from the dynamic clustering and

scheduling algorithm proposed in [10]. To simplify CSI at

the transmitter side, we consider a feedback scheme that

requires a feedback bandwidth independent of the number of

UE antennas. Moreover, we also assume that BSs transmit

only one stream of data to the scheduled UEs, which, in

turn, implement an interference rejection combiner (IRC) [11]

to suppress the residual interference. Then, we compare the

proposed strategy against both static clustering, where clusters

do not change over time, and single cell processing, where no

cooperation among the BSs is allowed. Numerical results show

that a) an important gain is achieved by equipping UEs with

many antennas to suppress ICI and b) the gain of dynamic

clustering over static clustering and SCP sensibly decreases

as the number of UE antennas increases. Hence, the main

finding of this paper is that the complex operation of dynamic

clustering is not worthy when the number of UE antennas is

large enough. Notation: We use (·)T to denote transpose and

(·)H conjugate transpose. 0N×M denotes the matrix of size

N × M with all zero entries, IN the identity matrix of size

N , tr(X) the trace of matrix X , [X]n,m the entry on row n
and column m of X , and [X]·,m the m-th column of X .

II. SYSTEM MODEL

We consider a system where a set J = {1, 2, . . . , J}
of BSs, each equipped with M antennas, is serving a set

K = {1, 2, . . . , K} of UEs, each equipped with N antennas,

with K ≥ JM . As the overall number of transmitting antennas
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is not sufficient to serve all the UEs in each time slot, UE

scheduling is part of the optimization problem. We assume

flat-fading channels and denote with Hk,j(t) the multiple-

input multiple-output (MIMO) channel matrix of size N ×M
between BS j and UE k in time slot t. We assume that

entries of matrix Hk,j(t) are identically distributed zero-mean

complex Gaussian random variables, i.e., [Hk,j(t)]n,m ∼

CN
(

0, σ2
k,j

)

, n = 0, 1, . . . , N − 1, m = 0, 1, . . . ,M − 1.

Note that σ2
k,j represents the large scale fading between UE k

and BS j, which depends on path-loss and shadowing. We also

assume that channels are correlated by considering the popular

Kronecker model [12]. By denoting with RBS the square

correlation matrix of size M at the BS, with tr(RBS) = M ,

and with RUE the square correlation matrix of size N at the

UE, with tr(RUE) = N , we can write

Hk,j(t) = R
1/2
UEH̄k,j(t)

(

R
1/2
BS

)H

, (1)

where H̄k,j(t) is a matrix of size N × M whose entries

are independent and identically distributed zero-mean complex

Gaussian random variables with σ2
k,j as statistical power. More

on RBS and RUE in Section V.

We denote with jk the anchor BS of UE k, which is defined

as the BS characterized by the highest signal to noise ratio

(SNR) averaged with respect to fading, i.e.,

jk = argmax
j∈J

σ2
k,j . (2)

We assume that a central unit (CU) coordinates the BSs

by a) organizing in each time slot a set of clusters and b)

scheduling a set of UEs within each cluster.

III. CSI RECOVERY AT THE CU

In the downlink, obtaining CSI at the BSs for precoding

design is in general a bigger issue than obtaining CSI at the UE

for reception: in fact, in FDD there is only a limited bandwidth

available for feedback. Hence, in the rest of the paper we

assume that the CU does not know all the channels, whereas

perfect CSI is available at the UE. Similarly to [6], UE k
selects a subset of preferred BSs Jk ⊆ J , and reports only a

feedback on the channels connecting itself to the BSs in Jk.

We consider that Jk includes only the BSs whose long term

SNR is within a certain range ǫTH with respect to the long

term SNR between UE k and its anchor BS jk, i.e.,

Jk = {jk} ∪
{

j ∈ J : σ2
k,j ≥ ǫTH σ2

k,jk

}

. (3)

Moreover, we also consider a maximum size for set Jk by

imposing |Jk| ≤ JMAX, k ∈ K. Note that in (3) a wider CSI

is available at the CU when lower values of ǫTH are used.

However, in a practical system, the size of Jk, and hence

the value of ǫTH, depends on the number M of transmitting

antennas, the number K of UEs in the network and the

coherence time of the channel. Indeed, due to the limited

bandwidth available for feedback, more bits are required to

reliably quantize the channel when M increases, fewer bits

are available to each UE when the number K of active UEs

increases, and the feedback needs to be sent more often when

the channel changes rapidly.

Multiple antennas at the receiver could be used by the UE

to detect multiple streams of data. However, here we assume

rank-1 transmission, i.e., each cluster of BSs sends only one

stream of data to each UE scheduled within the cluster. Hence,

after defining the bijective function Ψk : {1, 2, . . . , |Jk|} →
J which maps BSs in Jk to set J , we denote the MIMO

channel matrix of size N × |Jk|M connecting BSs in Jk

to UE k with Ĥk =
[

Hk,Ψk(1),Hk,Ψk(2), . . . ,Hk,Ψk(|Jk|)

]

.

After computing its singular value decomposition (SVD), we

can write Ĥk = ÛkΣ̂kV̂
H
k , where the singular values in Σ̂k

are in decreasing order, i.e., [Σ̂k]s1,s1 ≥ [Σ̂k]s2,s2 when s1 <
s2, and UE k feeds back an equivalent multiple-input single-

output (MISO) channel ĥk of size 1×|Jk|M connecting BSs

in Jk to itself. We consider that ĥk is a scaled version of the

right singular vector related to the largest singular value, i.e.,

ĥk =
[

ĥk,Ψk(1), ĥk,Ψk(2), . . . , ĥk,Ψk(|Jk|)

]

=
[

Σ̂k

]

0,0

[

V̂k

]H

·,0
.

(4)

Note that in (4) ĥk,j , j ∈ Jk, denotes the equivalent MISO

channel between BS j ∈ Jk and UE k recovered at the CU.

Under this assumption, as the CU does not know the channels

connecting BSs outside Jk to UE k, in the following we

consider

ĥk,j = 01×M , j /∈ Jk. (5)

We underline that in a FDD system, the bandwidth required

for the feedback of ĥk in (4) is independent of the number N
of receiving antennas.

IV. DYNAMIC CLUSTERING AND SCHEDULING

In this section we extend the algorithm proposed in [10] for

dynamic clustering and scheduling to the considered scenario,

where now each UE is equipped with multiple antennas.

As the number of possible clusters increases exponentially

with J , to limit the complexity of the clustering problem we

assume that the CU defines, on the basis of the large scale

fading, a set of candidate BS clusters C = {C1, C2, . . . , CC},

with Cc ⊆ J . Note that C needs to be updated only when

the channel statistical power changes. Here we select C ≤ K
while C includes all and only the sets of preferred BSs Jk

indicated by UE k (3), i.e.,

∀c ∈ {1, 2, . . . , C} , ∃k ∈ K : Cc = Jk . (6)

We denote with Uc the set of UEs that can be scheduled in

candidate cluster c, which includes all the UEs whose anchor

BS belongs to Cc, i.e.,

Uc = {k ∈ K : jk ∈ Cc} . (7)

Then, in each time slot t, the CU organizes BS clusters

and schedules UEs in each cluster by applying the following

two-step algorithm.



1) For each candidate BS cluster c, the CU estimates a

weighted sum rate R̂c(t) by selecting a set of UEs

Sc(t) ⊆ Uc, designing precoders and allocating powers.

2) With the aim of maximizing the system weighted sum

rate, the CU schedules a set of non-overlapping BS

clusters where each BS belongs to at most one cluster.

In the rest of this section we describe more in detail these two

main steps of the algorithm by dropping time index t for the

sake of clarity.

A. Cluster Weighted Sum Rate Estimation

By defining the bijective function Υc : {1, 2, . . . , |Cc|} → J
which maps BSs in cluster c to set J , we denote with

a) ĥ
(c)
k =

[

ĥk,Υc(1), ĥk,Υc(2), . . . , ĥk,Υc(|Cc|)

]

the row vec-

tor collecting the equivalent MISO channel after receive

beamforming between BS cluster c and UE k, b) g
(c)
k =

[

gT
k,Υc(1)

, gT
k,Υc(2)

, . . . , gT
k,Υc(|Cc|)

]T

the unitary-norm pre-

coder used by BS cluster c to serve UE k and c) Pk the

corresponding allocated power. By considering a maximum

power P̄ available at each BS, the CU estimates a weighted

sum rate R̂c for cluster c by solving the following optimization

problem

R̂c = max
Pk,g

(c)
k

,Sc⊆Uc

∑

k∈Sc

αk×

log2











1 +

∣

∣

∣ĥ
(c)
k g

(c)
k

∣

∣

∣

2

Pk

σ2
n + ξ

(c)
k +

∑

m∈Sc,m 6=k

∣

∣

∣
ĥ
(c)
k g(c)

m

∣

∣

∣

2

Pm











,

(8a)

s.t.
∑

k∈Sc

‖gk,j‖
2
Pk ≤ P̄ , j ∈ Cc , (8b)

where αk is the quality of service (QoS) for UE k, σ2
n is the

thermal noise power and ξ
(c)
k is an estimate of the residual

interference suffered by UE k including ICI and interference

due to the limited CSI available at the CU. With the aim

of solving (8) independently of other clusters, we use the

approximation

ξ
(c)
k =

P̄

M

∑

j∈Jk\Cc

∥

∥

∥ĥk,j

∥

∥

∥

2

+ P̄
∑

j∈J\Jk

σ2
k,j . (9)

In (9) the first summation approximates the ICI due to the

preferred BSs outside cluster c, whereas the second summation

approximates the interference due to the BSs not included in

set Jk, i.e., whose channels are not known at the CU.

To solve problem (8) we need to specify the scheduling

algorithm and the type of precoder. In Section V we solve

(8) by considering a) zero forcing beamforming (to null the

intra-cluster interference), b) equal power allocation among

the scheduled UEs, and c) a greedy iterative UE selection

algorithm which, at each iteration, selects the best UE in Uc

not yet included in Sc by maximizing the objective function

(8a).

B. Clustering Optimization

After evaluating the weighted sum rate (8) for each candi-

date cluster, the CU schedules a set of non-overlapping clusters

by maximizing the system weighted sum rate. In detail, by

defining

aj,c =

{

1, j ∈ Cc,

0, otherwise,

xc =

{

1, CU schedules cluster c,

0, otherwise,

we consider that each BS belongs to at most one cluster by

imposing
C
∑

c=1

aj,c xc ≤ 1 , j ∈ J . (10)

Then, at the CU the cluster selection is performed by solving

the following integer optimization problem

max
xc∈{0,1}

C
∑

c=1

R̂c xc , (11)

s.t. (10).

As (11) turns out to be an NP-complete problem, we decide

to solve it by using a greedy iterative algorithm which, at

each iteration, selects the cluster that maximizes the per-BS

weighted sum rate R̂c/ |Cc| and satisfies constraint (10).

By denoting with x
(∗)
c , c = 1, 2, . . . , C, the greedy solution

to (11), the set S of UEs scheduled in time slot t turns out to

be

S =
⋃

c :x
(∗)
c =1

Sc . (12)

Moreover, BSs in cluster c, with x
(∗)
c = 1, serve UE k ∈ Sc

by employing beamformer g
(c)
k .

C. Rate Computation

By defining vector gk =
[

gT
k,1, g

T
k,2, . . . , g

T
k,J

]T

, and matrix

Hk = [Hk,1,Hk,2, . . . ,Hk,J ], the signal received by UE k
in time slot t can be written as

rk = Hkgksk +
∑

m∈S\{k}

Hkgmsm + n , (13)

where sk ∼ CN (0, Pk) is the data symbol transmitted toward

UE k and n ∼ CN
(

0N×1, σ
2
nIN

)

is the thermal noise at

the UE antennas. A linear combiner wk of size 1 × N is

applied by UE k to rk thus yielding yk = wkrk, which is

used for the detection of sk. As we are assuming perfect CSI

at the receiver, UEs employ IRC, which both minimizes the

mean square error and maximizes the signal to interference

plus noise ratio (SINR) at the detection point [11], i.e.,

wk = Pkg
H
k HH

k



σ2
nIN +

∑

m∈S\{k}

PmHkgmgH
mHH

k





−1

.

(14)



Fig. 1. Simulation setup with J = 21 BSs organized in 7 sites, each with 3
sectors.

To implement IRC (14), UE k needs to know both the

equivalent channel Hkgk, which can be estimated thanks to

a training sequence sent by its assigned BS cluster, and the

interfering signals Hkgm, m ∈ S \ {k}, which can be still

estimated at the UE k by exploiting the training sequences

sent by the interfering BS clusters toward the co-scheduled

UEs.

Finally, from the expression of yk, the spectral efficiency

achieved by UE k ∈ S can be written as

Rk = log2











1 +
|wkHkgk|

2
Pk

σ2
n ‖wk‖

2 +
∑

m∈S\{k}

|wkHkgm|2 Pm











.

(15)

V. NUMERICAL RESULTS

We consider an hexagonal cellular scenario where J = 21
BSs, each equipped with M = 4 antennas, are grouped in 7

sites, each with 3 co-located BSs (see also Fig. 1). We consider

10 UEs randomly dropped in the coverage area of each BS,

with K = 210 UEs overall. The power available at each BS

is P̄ = 46 dBm and the thermal noise power at the UE is

σ2
n = −101 dBm. The large scale fading between UE k and

BS j can be written as

σ2
k,j = Γ(CE)

(

d(CE)

dk,j

)η

eζk,j A(θk,j) , (16)

where dk,j is the distance between UE k and BS j, η = 3.5 is

the path-loss coefficient, Γ(CE)
∣

∣

dB
= 10 dB is the long-term

SNR when a UE is at the cell edge, eζk,j is the lognormal

shadowing with 8 dB as standard deviation and A(θk,j) models

the antenna gain as a function of the direction θk,j of UE

k with respect to the antennas of BS j, with A(θk,j)
∣

∣

dB
=

−min
{

12 (θk,j/θ3dB)
2
, As

}

, where θ3dB = (70/180)π and

As

∣

∣

dB
= 20 dB [13, (21.3)]. We consider an inter-site distance

1 2 4
0

2

4

6

8

10

12

N

a
v
e
ra

g
e
 c

e
ll 

ra
te

 [
b
it
/s

/H
z
]

 

 

SCP

SC

DC

Fig. 2. Average cell rate in terms of N when M = 4.

of 500 m and a minimum distance dmin = 35 m between BSs

and UEs. Wraparound is used to deal with boundary effects.

Results are obtained by simulating 100 UE drops and

T = 200 channel realizations for each drop. We assume

that proportional fair scheduling is implemented to provide

fairness among the UEs, i.e., αk(t) = 1/R̄k(t), with R̄k(t +
1) = (1 − γ)R̄k(t) + γRk(t), t = 1, 2, . . . , T , where

γ = 0.1 is the forgetting factor and we initialize R̄k(1) =

log2

(

1 + P̄ σ2
k,jk

/σ2
n

)

. However, to allow the scheduler to

reach a steady state, only the last T/2 channels are considered

for system performance evaluation.

We compare the developed scheme based on dynamic

clustering (DC) with JMAX = 4, against a) SCP, where each

UE is served always by its anchor BS and no cooperation is

allowed among the BSs, and b) static clustering (SC), where

each UE is served by the 3 BSs of the closest site, i.e., in the

simulation setup of Fig. 1, we consider 7 clusters, each one

composed by 3 co-located BSs. In order to fairly compare

DC and SC in terms of CSI at the CU, and therefore in

terms of bandwidth required for feedback, we numerically set

ǫTH = −14.51 dB in (3), such that E[|Jk|] = 3 when DC is

considered. As introduced in Section III, we underline that the

CSI at the CU for all the considered schemes is independent

of the number N of receiving antennas.

First, we assume uncorrelated antennas, i.e., in (1) RBS =
IM and RUE = IN , and evaluate the impact of the number

N of receiving antennas by reporting the average cell rate and

the 5th percentile of the UE rate in Fig.s 2 and 3, respectively.

By adding antennas at the UE, we observe an important

performance improvement as IRC is able to strongly limit the

impact of the residual ICI not managed at the transmitter side.

For instance, by increasing N from 1 to 4, there is a gain

of about 80% in terms of 5th percentile of the UE rate with

SCP. Then, we observe that SC provides a moderate gain with

respect to SCP in terms of cell rate, but almost no gain in

terms of the 5th percentile of the UE rate. Indeed SC, by

simply allowing cooperation among the sectors of the same
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Fig. 4. Average cell rate in terms of β when M = 4 and N = 2, 4.

site, only partially helps the UEs close to the site border, which

still suffer strong ICI. Moreover, we also observe that the

performance gain achieved by DC over SCP sensibly decreases

by adding more antennas at the UE. In fact, the residual ICI

at the UE is higher for SCP than DC, thus IRC provides

more benefits in the non-cooperative scenario. In detail, if we

consider the UEs at the cell edge (Fig. 3), the performance

gain achieved by DC over SCP falls down from 50% with

N = 1 to only 15% with N = 4.

In Fig. 4 we introduce correlation among UE antennas by

assuming that RUE is a symmetric Toeplitz matrix whose first

column is [RUE]·,0 =
[

1, β, . . . , βN−1
]T

, and plot the average

cell rate in terms of β. As expected, a higher cell rate is

achieved with low-correlated antennas, i.e., for lower values of

β. Then, we observe that for each of the three schemes, similar

performance is achieved with few low-correlated antennas

(N = 2 and β = 0.1) and many high-correlated antennas

(N = 4 and β = 0.9). In fact, if we focus on the gain provided

by IRC, it is not worthy to add more antennas at the UE when

they are strongly correlated.

VI. CONCLUSIONS

In this paper we have extended the DC method proposed in

[10] for downlink CoMP systems by assuming that UEs are

equipped with multiple antennas and employ IRC. Beyond

the rate improvement achieved by equipping UEs with more

antennas to tackle ICI, the main finding of our work is

that the gain achieved by DC over SC and SCP sensibly

decreases by equipping each UE with more antennas. As

clustering optimization is one of the most challenging problem

in downlink CoMP systems, these results show that, when UEs

can employ multiple antennas, a SC solution is a good trade

off between performance and complexity.
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