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ABSTRACT Interference signals negatively impact the performance of wireless embedded systems. The
increased packet losses, delays, and energy consumption experienced by devices operating in environments
subject to interference are particularly critical in constrained systems such as wireless sensor networks.
The need to design and test systems for mitigating the effects of interference prompts for the capability of
reproducing in a controllable way suitable interference signals. Solutions have been proposed recently, which
tackle the problem by making use of 802.15.4 compliant radio transceivers, like those available on board of
commonly used sensor nodes, thus paving the way for low cost and repeatable generation of interference
which could reliably emulate real-world scenarios, for instance densely deployed networks. In this paper,
we present an investigation regarding the emulation of interference sources by means of 802.15.4 radios on
novel 32-bit wireless system-on-chip. The study is based on an extensive experimental evaluation, providing
novel insights into the main features of the system. In particular, the effects of interference on the commu-
nication link, measured in terms of packet reception rate, are investigated for different parameters (namely,
duty cycle and power of the interference signal, communication protocols, and payload size), and results are
discussed concerning the feasibility of emulating background noise by means of the analyzed techniques.

INDEX TERMS Interference generation, wireless sensor networks, performance evaluation.

I. INTRODUCTION
The increasing diffusion of devices that exploit the 2.4 GHz
ISM band for communication purposes has progressively
led to saturation of the available radio-frequency spectrum
resources. As a consequence, interference between signals
sharing the same physical channel is an issue that growingly
affects wireless systems and novel solutions need to be stud-
ied in order to cope with its negative impact on the overall
quality of communication [1], [2]. Dealing with interference
is particularly problematic in the context of Wireless Sensor
Networks (WSNs), which are characterized by severe con-
straints in terms of computation, communication and energy
requirements [3]. Indeed, interference results into reduced
reliability because of higher packet loss levels and, in turn,
into higher latency and energy expenditure [4]. Needless to
say, the decrease of dependability of WSN systems oper-
ating in environments subject to interference is crucial in
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safety critical applications, for instance in some healthcare or
industrial settings.

Hence, there is a strong motivation to research solutions
for counteracting or preventing the effects of interference on
wirelessly networked embedded systems. While simulation
represents a valid choice for a first experimental assessment
of a new technique, experiments on real-world hardware
provide further valuable insights which are often essential for
a comprehensive evaluation.

However, testing novel techniques with an adequate
level of accuracy with respect to realistic scenarios in a
reproducible way, is itself an issue which requires careful
development and characterization of interference generation
systems. Consequently, some authors have recently started
to investigate the design of systems for realistic and reliable
generation of interference patterns [5], [6].

According to a widely adopted taxonomy, interference
can be usually classified into out-of-band (or external)
and in-band (or internal). The former refers to spurious
electromagnetic radiation that is produced by consumer elec-
tronics devices operating in different frequency bands, that
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partially overlap the communication band. The latter refers
to electromagnetic signals generated in a frequency range
that completely overlaps the communication band, such those
generated in a network where concurrent transmissions may
occur and collide at a given receiver side.

Boano et al. presented a controlled generation of
out-of-band interference by means of a two-step process con-
sisting of a collection phase (during which real interference
traces are detected and recorded) and by a replicate phase
(during which a wireless transceiver is used for replaying the
recorded signals) [6].

In-band interference can be in principle generated by pro-
gramming a transceiver to continuously transmit broadcast
packets at a given rate in order to produce a packet storm
that increases, to a given extent, latency and collisions. This
solution, despite being a simple one, presents the drawback
of a poor tuning capability and of a remarkable dependency
from the software stack of the transmitting radio transceiver.
In [5], [6] the authors proposed a method to generate a
controlled level of interference in the 2.4 GHz ISM band by
means of 802.15.4-compliant sensor devices. In particular,
they introduced a solution that exploits the CC2420 radio
chip to obtain adjustable interference functions and patterns,
noise levels and packet loss rates. The resulting methodology
provides a cheap and simple, yet effective solution for the
generation of interference signals, which represent the basis
for our research study.

Specifically, in this work we aim at providing a further
characterization of the above mentioned methodology by
means of the following contributions:
• we present the implementation of interference genera-
tion methods on a new, up to date, hardware platform,
namely a 32bit wireless system-on-chip;

• we describe a detailed evaluation and characterization of
the system through an extensive set of experiments;

• we investigate and discuss the effects of generated inter-
ference on communication performance, with emphasis
on the effect of given parameters (e.g. the duty cycle of
the interferent signal) on given metrics (e.g. the packet
reception rate and the received signal strength) and on
the emergence of some characteristic features (e.g. a
steep phase transition in packet reception rate for back-
ground noise emulation).

The presented study provides therefore a thorough investi-
gation which could support WSN designers in assessing the
performance of novel techniques and systems operating under
varying interference conditions.

The remainder of the article is organized as follows: in
Section III we describe the techniques adopted for inter-
ference generation, in particular the methods for emulating
a packet storm (together with a mathematical characteriza-
tion of the communication channel under this type of inter-
ference) and a background noise floor; in Section II we
examine related contributions in state-of-the-art literature;
in Section IV we introduce the system set-up used for the
experimental evaluation; in Section V we describe and

discuss the outcomes of the extensive set of experiments con-
ducted; in Section VI we recapitulate the main contributions
of the article and set forth some final considerations.

II. RELATED WORK
Many works have investigated the role of interference on
communication in wireless networks or, more specifically,
in wireless sensor networks; this often entailed the artificial
generation of given interference signals in a controlled man-
ner for testing purposes. However, few researches have truly
focused on the issue of designing reliable, realistic, tunable,
and affordable systems capable of emulating interference
sources. As a consequence, with some notable exceptions
(e.g. [5], [6]), most of the related works are limited to a brief
description of the particular system chosen for performing
some experimental activity, instead of discussing the features
that are involved in exploiting one of the available meth-
ods or instead of proposing a novel one.

Bertocco et al. adopted a signal generator coupled with a
log periodic antenna for studying interference in industrial
applications. This method represents a flexible solution but
incurs higher costs with respect to the solution investigated
in our work because of the need of supplemental hardware.

Packet storm has been another investigated alternative,
which consists of exploiting a 802.15.4-compliant transmitter
(a jammer node) for sending broadcast packets at a specified
rate in order to increase packet congestion and delay in
the network [7]–[11]. As pointed out in [5], this method is
hindered by the difficulty of achieving precise control over
the performance of the system. For instance the software
stack overhead impairs the continuity of the generated inter-
ference, or it requires complex synchronization between the
jammer node and the transmitter node).

More recently, the adoption of Universal Software Radio
Peripherals (USRP) dedicated devices [12] made it possible
to improve the accuracy of the interference generation sys-
tems to higher levels and has been adopted as a possible solu-
tion for testing interference-aware power control mechanisms
[13], [14]. However, they currently represent a too costly
solution because of the need of specialized hardware, which
makes it difficult an adoption on large scale testbeds. Indeed,
in dense and broad (from a spatial point of view) deploy-
ments, the capability of reproducing interference patterns at
different locations at reduced costs could represent a useful
(whenever not mandatory) feature.

III. GENERATING IN-BAND INTERFERENCE
A practical way to generate in-band interference has been
described by Boano et al. in 2009 [5]. In particular they
discuss the in-band interference generation by means of some
RF transceivers available on sensor nodes, such as the Texas
Instruments’ CC2420. In fact, thanks to the different trans-
mit test modes of these RF-chips it is possible, without the
need of any other hardware device, to send a continuous
carrier signal at a predefined frequency which can emulate
a background noise. Furthermore, the carrier signal can also
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FIGURE 1. C code of the Contiki interferer initialization function.

be continuously modulated using the internally available
random number generator to reproduce the transmission of
data packets. Using this radio chip Boano et al. presents two
alternative strategies to obtain a tunable and reproducible
interference. The first one called packet storm emulation is
aimed at producing an intermittent randomly-modulated sig-
nal consisting of a squarewave that can easily emulate a storm
of data packets. The second one, on the other hand, is aimed
at manipulating the SNR of the communication channel by
imposing a continuous unmodulated carrier. This strategy
called background noise emulation can easily be tuned by
varying the transmission power of the radio chip at a desired
level. In this work we implement, test and characterize
these two strategies on the novel Texas Instruments’ CC25xx
family of system-on-chip radio transceiver [15], to provide
a thorough method for generating repeatable and tunable
interference patterns for WSNs experiments. In particular, a
VirtualSense node equipped with the new Texas Instruments
CC2538 and with an instance of Contiki operating system has
been used as interference generator.

Despite this new chip family derives from the CC2420 they
show no register compatibility so that the configuration rou-
tines have been rewritten ad-hoc. In order to clarify some
programming practice aspects, and also to better support
research reproducibility, we report and discuss a few key
points of the implemented code.

For instance, Figure 1 shows the Contiki initialization code
used to configure the RF chip into test modes.

Rows 1 to 8 contain standard code recommended by Texas
Instruments to reset and calibrate the frequency generator
while in row 10 we configure the random number gener-
ator used later to modulate the transmitted tone. Finally,
rows 19 and 22 enable respectively the randomly-modulated
and un-modulated test modes. Notice that, in unmodulated
test mode, the chip transmits a constant tone centered on
the frequency defined by the selected channel which shows
a narrow power spectrum while the randomly-modulated
signal distributes the power spectrum across the channel

FIGURE 2. Periodic interference square wave timing.

bandwidth. In the modified radio driver, built for this this
work, the modulated and unmodulated option can be inde-
pendently chosen from the type of the generated interference
(i.e. packet storm or background noise).

A. PACKET STORM EMULATION
The packet storm emulation tries to emulate the in-band
interference that may be generated in a denseWSNwhere the
number of control and data messages can be very high due to
the large number of installed nodes. In a real dense deploy-
ment this kind of interference depends on four independent
variables: the node transmission power, the packet length,
the elapsed time between each packets, and the distance
between nodes. The combination of these parameters leads
to a plethora of possible interfering conditions which can be
hardly characterized and which are far from being control-
lable and tunable. The packet storm emulation presented by
Boano et al., [5] which is exploited in this work, reduces
the degree of freedom without compromising the realism of
the effects of the interference on the nodes communication.
In particular, the interfering node (interferer) has been pro-
grammed to generate a square wave characterized by two
parameter which are: the time in which the transmitter is on
(Tbusy) and the time in which it is off (Tidle). According to this
definition the interferer can by characterized by its channel
occupancy rate ρ, also known as the duty cycle of the square
wave, by means of Equation 1:

ρ =
Tbusy

Tbusy + Tidle
(1)

In order to further reduce the number of independent
variables the transmission power of the interferer has been
configured to its maximum level (i.e. 7dBm for CC2538) so
as to avoid any kind of communication during the busy time.
In this way it is possible to tune the amount of produced
interference by simply modify the ratio between Tbusy and
Tidle time in order to achieve any desirable effect (in terms
of packet corruption rate for instance) in the communication
link. Of course, because the 802.15.4 standard supports a data
transfer rate of 250 kbs, which implies a transmission time of
about 4 ms for the largest available packet (127 bytes), it is
important not to fall below this value when setting the Tidle in
order to not completely avoid packet transmission.

According to this definition the interfering signal can be
represented as a binary value changing over the time where
during the "busy" level any communication is prevented
because of the data corruption.
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FIGURE 3. C code of the Contiki interferer process.

In particular, as represented in Figure 2, given an idle inter-
val of length Tidle and given a data packet transmission time
Tdata a collision may occur if a data packet is transmitted after
a time interval Td for which (Tdata+Td > Tidle). Notice that,
in this definition each colliding bit leads to the whole packet
corruption which will be discarded at physical level. Despite
the approximation, this assumption still appears realistic in
WSN thanks to the widespread lack of any Error Correction
Code (ECC) strategies at the receiver level which could,
in some cases, compensate for the corruption of a packet.

Figure 3 reports a snapshot of the C code containing the
Contiki process built to manage the interferer. In particular,
it consists of a single Contiki process which executes an
infinite loop (rows from 17 to 38) in charge of repeatedly
turning on and off the transmission according to two parame-
ters T_BUSY and T_IDLE representing, respectively, Tbusy
and Tidle. Before starting the main loop, the transmission
power of the radio chip is configured at its maximum level
for the packet storm interferer (rows 10-11), or to a prede-
fined value in case of the background noise emulator (rows
12-15). In the packet storm main loop the radio transmitter
is switched on by sending the related command (row 22) and
then it is kept active until a specific amount of time (defined
by T_BUSY) has elapsed (rows 25-26). Then the transmitter
is switched off (row 30) for T_IDLE msec (rows 33-34).
On the other hand, if the interferer is configured to emulate
the background noise, since the interfering signal must be

continuous, the main loop body must never change the radio
state so that it is reduced to a dummy instruction (row 36).
Mathematical Model: We now introduce a mathematical

model aimed at evaluating the impact of an in-band inter-
ference process on the reliability of the communication link,
which can be used to predict the effect of the packet storm
emulation process, that we used as a comparison term for
experimental assessment.

Assuming a system composed of:
• an interference source emulating a packet storm (as
described in III-A);

• a receiver always listening the channel for incoming
transmission;

following the approach described in [16], [17]), we may write
the probability of transmission failure as follows:

pf (L, SNR) = 1− (1− pc(L)) · (1− ps(L, SNR)) (2)

where pc(L) represents the probability of transmission failure
imputable to packet collision, while ps(L, SNR) is the proba-
bility of transmission failure due to low Signal-to-Noise ratio
(SNR for short), which can be derived from the following:

ps(L, SNR) = 1− (1− BER(SNR))Lp+Lm+L (3)

In Equation 3, L is the payload length, Lp is the overhead
of the physical layer and Lm that of the MAC layer.
A common abstraction of a communication channel sub-

ject to interference entails the adoption of a semi-Markov
model with two states corresponding to idle and busy
channel [17]. Each state can be fully specified in terms of
its probability density function. Let the mean duration length
of the idle state be τidle, and the mean duration length of the
busy state τbusy. We can compute the channel occupancy rate
ρ as the duty cycle of the square wave signal that emulates
the burst of packets as specified in Equation 4:

ρ =
τbusy

τbusy + τidle
(4)

The collision probability pc can be computed as a function
of two terms (pc|busy and pc|idle) which represent, respectively,
the probability of failure when the transmission started in
presence or absence of interference:

pc = ρ · pc|busy + (1− ρ) · pc|idle (5)

On the other hand, pc can be expressed as a function of the
collision probability of data packets (pdatac and ACK packets
(packc ):
As well, pc can also be written as:

pc = 1− (1− pdatac ) · (1− packc ) (6)

In Equation 6 the second term can be neglected if
the communication protocol considered doesn’t entail any
re-transmission mechanism (i.e. packc = 0) as for the case of
our study (where we focused on broadcast data transmission).
The collision probability of data packets can be in turn written
as:

pdatac = ρ + (1− ρ) · pdatac|idle (7)
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Assuming that the idle state length duration amounts to
a quantity Tidle, and that the time needed to transmit a data
packet is Tdata, a collision occurs if a data packet is transmit-
ted (Tidle − Tdata) seconds after the interferer has entered the
idle state. Let Td be the difference between the time at which a
data packet is received and the time at which the interference
enters the idle state (Figure 2). We have that 0 ≤ Td ≤ Tidle.

If the interference signal is represented by a periodic square
wave of duty cycle ρ, we can assume the mean duration of the
idle state to be τidle = Tidle and the mean duration of the busy
state to be τbusy = Tbusy. Given a transmission bit rate Rbr ,
we can therefore derive pdatac|idle as:

pdatac|idle = Pr[Tidle < Td + T datapkt ] =
Tdata
Tidle

=
L

Rbr · τidle
(8)

From Equations 8and 7 we obtain:

pdatac = ρ + (1− ρ) ·
L

Rbr · τidle
(9)

The mathematical model that describes the reliability of
the communication channel can be completed by taking into
account the characteristics of the radio receiver.While several
investigations can be conducted (depending on the type of
receiver and of MAC protocol to be studied), we present in
this work the results for the case of a communication system
composed of: i) a transmitter for which we do not assume any
capability of detecting the interference affecting the receiver
(i.e. the transmitter doesn’t implement any collision avoid-
ance strategy; ) a receiver that continuously listens to the
wireless channel while waiting for possible packets (hereafter
also denoted as always on receiver). While this type of com-
munication pattern is critical for energy constrained settings
(indeed low power WSNs make use of cycled receivers to
alleviate power consumption), it represents a useful base-
line for understanding the interplay between the interference
source and the reliability of the communication link [16].

The probability of a broadcast transmission failure gener-
ated by a packet collision can be computed by taking pdatac
from Equation 9, resulting into:

pc = ρ + (1− ρ) ·
L

Rbr · τidle
(10)

It is clear from Equation 10 the dependence of pc from the
mean length and the channel occupancy rate of the idle state
of the interferer, the transmitter bit rate and the length of the
packet payload.

This value of collision probability can be finally used to
estimate the reliability R of the system (transmitter sending
broadcast packets and always on receiver with interference
only at the receiver side):

R = 1− pc (11)

B. BACKGROUND NOISE EMULATION
Emulating the background noise entails, after the first reset
and calibration of the radio chip, to set-up the selected trans-
mission power and then start transmitting a constant tone.

The Texas Instruments’ CC2538 system-on-chip provides
several transmission power levels where the recommended
configurations start from −13dBm up to +7dBm for a total
amount of 13 operative levels. The choice of the transmission
power can be taken during the initialization phase before
enabling the transmission or, otherwise, it can be changed
runtime with the only precaution to turn off and on again the
transmission.

Finally, as described by Boano et al. the intuitive way to
emulate a background noise is to transmit a constant tone
on the center of the channel frequency without any kind of
modulation. Despite this, in the implementation described in
this work the possibility to generate both an unmodulated or a
randomly modulated signal have been preserved in order to
investigate a possible different effect on the communication
performance.

IV. EXPERIMENTAL SET-UP
In this section we provide an extensive description of the
experimental set-up conceived to characterise the perfor-
mance of the proposed in-band interference generator. In
particular we investigate the interferer effectiveness by mea-
suring its effects, in term of reliability and in term of produced
Received Signal Strength Indication (RSSI), on a communi-
cation link established between two WSN motes. The set-up
was composed of: i) a sender node, continuously transmitting
broadcast packets of a given, specified, length; ii) a receiver
node listening to the channel for incoming transmissions;
iii) an interference generator in charge of emitting a signal
according to specific patterns. The sensor nodes and the inter-
ferer were positioned at the vertices of an equilateral triangle
of side 20 cm for the entire duration of the experiments to
remove the uncertainty on the path loss.

In order to measure the effects of the interferer without any
distortion introduced by adaptive behaviors implemented in
the network stack of the sensor nodes, we disabled the carrier
sensing and collision avoidance (CSMA/CA)mechanism and
any low-power radio duty cycle protocols thus allowing the
communication only bymeans of the 802.15.4 standard phys-
ical layer. In fact, a sender implementing a CSMA/CA solu-
tion can sense an interfering signal and decide to postpone the
transmission for a while thus reducing the interference effect
on the ongoing transmission. Similarly, preamble sampling
low-power MAC protocols can mitigate the entity of the
interference by implementing proper retransmission policies.

Each experiment was conducted on the IEEE 802.15.4
channel 26 which does not overlap WiFi communications,
so to remove any possible unwanted interference. Results
and statistics were collected from experiments consisting of
a transmission of about 1000 broadcast packets during a
30 minutes time frame. Inter-packet time was approximately
1.8 seconds with a small amount of jitter introduced to avoid
any potential synchronization effects.

The RSSI generated by the interfering node was
measured by means of a Texas Instruments’ SmartRF06 eval-
uation board mounting a CC2538 evaluation module set

VOLUME 7, 2019 66959



E. Lattanzi, V. Freschi: In-Band Controllable Radio Interference Generation for Wireless Sensor Networks

in continuous receive mode. The board was connected to
a Windows machine running an instance of Texas Instru-
ments’ SmartRF Studio which was recording the RSSI
value [18], [19].

A. WIRELESS SENSOR NODE
The sensor node chosen to build the transmitter, the receiver
and the interferer is VirtualSense [20], an ultra low-
power sensor platform based on the Texas Instruments’
CC2538 system-on-chip designed for 2.4-GHz IEEE
802.15.4 applications [15]. VirtualSense is based on the
Contiki operating system [21] hosting a Darjeeling Java
compatible virtual machine [22]. Both of them have been
properly modified in order to enable concurrent execution of
Java tasks while maintaining a reduced power consumption
(about few µW on average) [23]. VirtualSense inherits the
low-power Contiki network stack called Rime implementing
the following four software layers: i) Network; ii) MAC -
Medium Access Control; iii) RDC - Radio Duty Cycling; iv)
Radio. The Radio Duty Cycling and the Radio layers pro-
vide respectively power saving strategies, such as X-MAC,
ContikiMAC, and LPP, and the software drivers needed to
manage the RF chip [24], [25], [26].

In our experiments both the sender and the receiver run
a Contiki OS configured with a nullmac_driver and
a nullrdc_driver in order to remove the CSMA/CA
mechanism and the radio duty cycling protocol. On the third
VirtualSense node a modified radio layer, implementing the
interference generation process described in section III, has
been installed. Each node was powered at 3.3V through
a NGMO2 Rohde & Schwarz dual-channel power sup-
ply [27] and monitored by means of a National Instruments
NI-DAQmxPCI-6251 16-channel data acquisition board con-
nected to a BNC-2120 shielded connector block [28], [29].

V. RESULTS
In this section, we present the results of extensive experi-
ments aimed at evaluating the effectiveness of the proposed
system. In particular, we want to estimate the effect of the
interference on the communication performance of an IEEE
802.15.4 wireless link in terms of reliability. The reliability
has been measured by taking into account the packet recep-
tion rate (PRR) of a broadcast communication subject to a
predefined value of interference. A particular attention has
also been paid to assess the possibility of tuning and to the
reproducibility of the interfering conditions which lead to a
given PRR value.

The characterisation of the interferer has been carried out
by means of two different sets of experiments according to
the two operating mode called packet storm emulation and
noise emulation.

A. PACKET STORM
In this set of experiments the duty cycle of the interferer has
been changed by varying the Tidle parameter while the value
of Tbusy was kept constant and equal to 4ms. Notice that a busy

FIGURE 4. Packet reception rate when varying the interference duty cycle
for different packet size.

time of about 4ms, according to the 250Kbit/s bit rate of the
802.15.4 standard, corresponds to a transmission of a packet
containing about 127 bytes which is the maximum available
size. Each run has been repeated 5 times and at the end of
each one the related PRR has been measured.

Figure 4 shows the measured PRR, together with the cal-
culated error bars, when the interferer duty cycle increases
from about 0.14 (corresponding to Tidle = 24ms) to 0.5
(corresponding to Tidle = Tbusy = 4ms) for three different
packet size namely 40, 70, and 100 bytes.

As expected, increasing the duty cycle (i.e. decreasing the
Tidle ) increases the collision probability and therefore the
packet reception rate decreases. The relation between PRR
and the duty cycle of the interferer appears to be strongly
linear and the PRR tends to 1 for duty cycle values close
to zero (i.e. no collision for Tidle → ∞). This, combined
with the great reproducibility shown by the small error bars,
allows us to state that the interference generator easily allows
to induce any percentage of packets loss on a communication
channel under study.

It is also interesting to note how different packet sizes cor-
respond to different PRR values when leaving the interferer
unchanged. In fact, increasing the packet size also increases
the collision probability because of a higher time needed to
transmit the packet which, consequently, reduces the PRR.
The relation between packet length and communication per-
formance under interference has been deeply investigated
in [16]. It is also interesting to notice that no difference was
found in the results between the case of the interferer config-
ured with a modulated carrier and that with an unmodulated
carrier. Hence, in both cases the interfering signal showed the
same capability of disrupting packets intelligibility.

The comparison between the reliability values achieved
through modeling equations and the packet reception rates
measured experimentally is reported in Figure 5, which shows
a good accordance between model (dashed lines) and real
experiments (dotted lines) thus confirming a solid theoretical
foundation to obtain predictable and reproducible experimen-
tal conditions.

Figure 6 compares the PRRs obtained in the previous
experiment with those measured under two more realistic

66960 VOLUME 7, 2019



E. Lattanzi, V. Freschi: In-Band Controllable Radio Interference Generation for Wireless Sensor Networks

FIGURE 5. Comparison of experimental results with models.

FIGURE 6. Packet reception rate when varying the interference duty cycle
for different communication protocols.

nodes configurations, for varying values of the interferer duty
cycle. In particular, the solid blue line plots the previous
results for a packet size of 70 bytes and represents the base
line while the dashed light blue line plots the PRR obtained
when a CSMA/CA mechanism was enabled on the commu-
nication link. As expected, the collision avoidance strategy
results in a more reliable communication for each value of
the interferer duty cycle. Finally, when a low-power protocol
such as ContikiMAC (yellow dotted line) is exploited for
access to the medium, its performance seems to be partic-
ularly robust w.r.t. interference until the duty cycle reaches
appreciably high values, where the PRR rapidly falls close to
zero. This particular behavior is presumably due to different
strategies implemented in ContikiMAC, namely the repeated
CSMA/CA, and the multiple transmission of the same data
packet. These ad-hoc strategies increase the channel relia-
bility mitigating the effects of interference, at the expense
of a reduced communication rate and of an increase in the
energy expenditure of the sender node. Interestingly, when
the duty cycle of the interferer continues to grow (beyond the
values where its ad-hoc strategies are non longer effective),
the ContikiMAC performance gets worse with respect to
the null protocol because of bigger packet headers used by
ContikiMAC.

Even when using the CSMA/CA strategy or the full Con-
tikiMAC protocol, no appreciable changes in the results were

measured in the modulated and unmodulated configurations
of the interferer. Possible differences between the adoption
of a randomly modulated or of an unmodulated signal in
the busy state could arise not in terms of PRR but in terms
of possible conflicts with energy optimisation strategies. For
example, ContikiMAC implements a power saving technique
called fast sleep optimisation which is aimed at helping the
receiver node to determine if a busy channel condition was
caused by noise rather than an incoming packet, so as to
decide whether to turn off the receiver immediately or to wait
for an incoming Start Frame Delimiter (SFD). This method,
could be probably misled by a randomlymodulated signal but
not by an unmodulated one thus resulting, in the first case,
in an increase of the energy consumption without directly
affecting reliability.

B. BACKGROUND NOISE
In order to characterize the effects of the generated back-
ground noise over the wireless channel we conceived a set
of experiments in which we measured the PRR and the RSSI
during a broadcast communication while changing the trans-
mission power of the interferer. The sensor node in charge
of transmitting the broadcast packets was always configured
with a transmission power of 0dBm while the interferer at
each run increased its transmission power from −13dBm up
to +7dBm.
Notice that, the CC2538 radio transceiver uses a correla-

tor to detect the start frame delimiter (SFD) and the corre-
sponding correlation threshold value can be changed during
initialization process by means of the appropriate register
(namely MDMCTRL1). In other words, the correlation thresh-
old determines how closely the received SFD must match an
ideal SFD, so that adjusting it, the receiver sensitivity can be
decreased or increased. Obviously, increasing the threshold
effectively reduces the receiver sensitivity which can miss
many actual SFDs. On the contrary, lowering the threshold
can results in increased sensitivity mostly during interference
conditions. Despite this, a too low value setting can lead to
an opposite result (i.e. to a reduced sensitivity) because false
frames might overlap with the SFDs of actual frames so as to
prevent its detection. To better characterise the effectiveness
of the proposed interferer we repeated the same experiment
three timeswith three different value of the correlation thresh-
old of the receiver node.

Figure 7 shows both the PRR and the RSSI measured
during the experiments. The blue dashed curves refer to the
left y axis and represent the PRR measured with increasing
correlation threshold (TH1<TH2<TH3) while the solid light
blue line shows the measured RSSI values and refers to the
right y axis. As expected, increasing the interference power
increases the RSSI while the corresponding PRR values show
a strongly non-linear behavior. In fact, the PRR seems not
to be affected by the increasing of the interference power
until it rapidly collapses reaching soon the value of zero,
which corresponds to the inhibition of each communication.
Moreover, changing the correlation threshold shifts the PRR
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FIGURE 7. Packet reception rate and RSSI when vary the transmission
power of the interferer.

fall in correspondence of higher interference power, for a
small threshold, or in correspondence of lower interference
power for a high threshold. Also in this case, the modulated
and unmodulated configurations did not lead to appreciable
differences in the measured values.

Thanks to these results it is possible to state that, despite the
good capability of reaching desired tuning levels by adjusting
the knob of the interference signal power (as demonstrated by
the measured RSSI curve) the possibility of using this system
for studying communication in WSNs subject to interference
is hampered by the abrupt change of the PRR which shows a
sort of binary regime.

C. DISCUSSION
The analysis of the experimental results allows to high-
light some main findings. Regarding packet storm emulation,
the reliability of the communication link linearly decreases
with the duty cycle of the interference source; inverse pro-
portionality w.r.t. packet size is also confirmed, as well as a
higher robustness of communication protocols that adaptively
defer transmissions (e.g. CSMA protocols), or that adopt
more sophisticated strategies (e.g. ContikiMAC). For what
concerns background noise emulation, the implemented sys-
tem shows the capability to support fine tuning of RSSI levels
as a function of the transmission power of the interference
source. However, we also found that the corresponding packet
reception rates present a transition phase with values rapidly
falling from 1 to 0, which denotes the criticality of adopting
background noise emulation when the effects of interference
on communication link are assessed according to packet-
related reliability metrics.

VI. CONCLUSIONS
Interference is widely recognized to potentially cause dis-
ruption in the operativeness of a WSN. In order to test the
actual capability of a novel research methodology to cope
with interference, methods that could guarantee repeatable,
controllable and simple generation of ad hoc interference
noise patterns are needed. In this work we have presented a
thorough assessment of recent techniques for emulating inter-
ference sources bymeans of IEEE 802.15.4 radio transmitters

mounted on board of 32bit-chip, low cost, tiny sensor nodes.
This type of emulated signals belongs to the class of the so
called in-band interference.

The experimental investigation has been conducted
to measure the effects of in-band noise on the communication
performance of a communication link. Indeed, we measured
the performance of a system composed of two communicat-
ing sensor nodes subject to interference generated from a
third one in terms of the packet loss rate, and under differ-
ent possible configuration parameters. Two basic emulation
typologies have been examined: i) the packet storm emulation
and ii) the background noise emulation. Results shed light
on some distinguishing features of the studied method which
could help system designers to conceive experimental testing
protocols. In particular: i) we measured the effect of the duty
cycle of the interference source on the packet loss rate under
different communication protocols; ii) we confirmed that in
the background noise emulation mode the RSSI has a smooth
dependence from the transmission power of the interference
signal, while we showed that is prone to a sharp regime
change in terms of packet loss rate (always as a function of the
transmission power of the interference signal). This points out
the potential ineffectiveness of the method when used to eval-
uate reliability metrics. To conclude, a few pointers to future
work can be given. The availability of an affordable, reli-
able platform for precise generation of interference sources
opens the way for experimental assessment of interference-
robust communication protocols on large scale deployments.
Another research direction that could be interesting to pursue
is the implementation of probabilistic interference patterns
that could model dynamic scenarios with varying levels
of interference emulating, for instance, traffic bursts with
statistically characterized arrival times [30].
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