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ABSTRACT A cryptocurrency is a digitized, encrypted, and decentralized virtual currency, which is
impossible to counterfeit or double-spend. It is one of the very popular investment instruments and traded in
blockchain based crypto exchanges on ever growing volume. It is quite volatile due to imbalance of supply
and demand, government regulations, investor sentiment and above all media hype. Cryptocurrency price
forecasting is an active area of research and several approaches have been proposed recently. This study
proposed a price forecasting model based on three vital characteristics (i) a feature selection and weighting
approach based on Mean Decrease Impurity(MDI) features. (ii) Bi-directional LSTM and (iii) with a trend
preserving model bias correction (CUSUM control charts for monitoring the model performance over time)
to forecast Bitcoin and Ethereum values for long and short term spans. The data for both currencies were
analyzed in three different intervals: (i) April 01, 2013 to April 01, 2016 (ii) April 01, 2013 to April 01,
2017 and (iii) April 01, 2013 to December 31, 2019. Extensive series of experiments were performed and
evaluated on Root Mean Square Errors (RMSE). For bitcoin forecasting, the model achieved RMSE values
3.499 for interval 1, 5.070 for interval 2 and 6.642 for interval 3. Similarly, for Ethereum RSME of 0.094,
0.332, 3.027 are obtained for the three intervals respectively, On a new test-set collected from January
01, 2020 to January 01, 2022 for the two cryptocurrencies we obtained an average RSME of 9.17, with
model bias correction, Comparing with the prevalent forecasting models we report a new state of the art in
cryptocurrency forecasting.

INDEX TERMS Blockchain, cryptocurrency, machine learning.

I. INTRODUCTION
Digital technologies are driving transformative change.
Everyone, nowadays, appears to be in the midst of digital
transformation. The economic paradigm is changing as new
technologies continue to redefine product and factor markets,
impacting businesses and work in profound ways. Based
on a recent report, 24.3% of global GDP will come from
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digital economy by 2025 [1]. It can be added that the neces-
sity of digital transformation became more obvious after the
Corona Virus, since more automated processes are now in
practice than they were before. According to a newMcKinsey
Global Survey of executives, their companies have accel-
erated the digitization of their customer and supply-chain
interactions and of their internal operations by three to four
years. And the share of digital or digitally enabled prod-
ucts in their portfolios has accelerated by a shocking seven
years [2].
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Digitization has led a consensus to emerge among national
regulators and global standard setting bodies that blockchain
technology offers society and the economy significant new
prospects [3]. Blockchain offers to take advantage of the
disruptive cryptocurrency application potential to not only
minimize the negative aspects of these technologies, but also
to leverage their beneficial aspects. The twomost well-known
cryptocurrencies are Bitcoin and Ethereum their volatility can
be seen in Fig. 1 and Fig. 2. Bitcoin being the dominant
one in digital currency market due to its high price. The
major objective is to provide a global network of transactions
and exchanges by allowing two willing parties to negotiate
directly with each other without resorting to an expensive
intermediary. The advent and eminence of these cryptocur-
rencies have led variousmerchants around the world to accept
payments in Bitcoin. Further, online buying and selling plat-
forms such as Amazon, eBay, or Craigslist allow this method
of payment too [4].

Ethereum aims to provide a blockchain with a built-in
Turing-complete programming language. Its ultimate intend
is to integrate and improve on the concepts of scripting,
altcoins, and on-chain meta-protocols, allowing developers
to create arbitrary consensus-based applications with the
scalability, standardization, feature-completeness, ease of
development, and interoperability offered by these different
paradigms all at once [5]. An Ethereum blockchain, however,
is similar to the Bitcoin blockchain. The main difference lies
that Ethereum blocks contain not only the block number,
difficulty, nonce, etc, but also the transaction list and the most
recent state [6].

Our main motivation comes from paper [7] and we used it
as a base paper. The base paper has used the price indicators
of Bitcoin up to December 31, 2019 and provides a near-
to-accurate estimate of BTC price forecast using machine
learning model on short-term (1, 7, 14 days) and mid-term
(30, 60, 90 days) basis. However, the cited work uses wrapper
approach to filter out important pricing features of BTC
and then manually reduced the 53 indicators extracted from
their approach to 12 prime features. This is both, a time-
expensive and a complex methodology to draw important
attributes of BTC. We believe that with increasing popularity
of cryptocurrencies among the individuals, it is necessary to
focus on multiple cryptocurrencies rather than a single one.
Therefore, we address both the digital currencies, Bitcoin and
Ethereum, due to their widespread use and high valuation.
In our study, the use of vanilla Bi-LSTM model manifests
greater efficiency on the grounds of an improved time-saving
and automated feature selection approach, theMeanDecrease
Impurity (MDI) approach, which selects optimal indicators
completely by itself, resulting in highly-accurate price fore-
cast and better results than the reference paper. Moreover,
our research not only highlights the important indicators in
the prediction, but also represents the feature relation in a
graphical form displayed on an interactivewebsite. Alongside
this, it uses model agnostic methods and several corrections
are done. Rapidly changing scenarios were adding bias to the

FIGURE 1. Bitcoin prices.

FIGURE 2. Ethereum prices.

previous model; hence, we discount the bias and make use of
CUSUM control chart, leading to better performance of the
model in long-term.

In summary following are some of the contributions from
this research work:

• - We have collected transaction level market data of two
cryptocurrencies for performing forecasting and comparing
with [7]

• - We proposed a feature selection approach based on
Mean Decrease Impurity(MDI) for the price time series of
the two cryptocurrencies.

• - A Bi-directional LSTM based model is proposed for
price forecasting usingMDI features and weighting schemes.

• - In order to deal with fluctuation in price a trend pre-
serving model bias correction using CUSUM control chart
is proposed and for the selected forecasting horizons lowest
errors were obtained.

This paper is organized as follows. Section II disucss some
relevant work for cryptocurrency price forecasting, in which
we disucssed some statistical, machine learning and deep
learning approaches. In section III, we presents ourmethodol-
ogy starting from data collection, prepossessing and prepare
for model implementation and validation. In section IV,
we present results from our experiments. Section V and VI
discusses insight from the results and conclusion respectively.

II. RELATED WORK
In recent years, both investors and scholars have been paying
close attention to the rise in Bitcoin prices [8].Literature
has studied various metrics such as BTC-related historical
technical indicators [8], [9], [10] and social media inter-
est [11], [12], [13], [14] to investigate the predictability
of BTC returns. Reference [9] divided the daily bitcoin
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return domain into 21 intervals with the goal of predicting
which interval the next day return will be in. They created a
return-predictor/model based solely on bitcoin’s past prices,
employing 124 technical indicators.

Twitter is rapidly being utilised as a news source, educating
users about the currency and its rising popularity, impacting
buying decisions. As a result, a cryptocurrency user or trader
can gain a purchasing or selling advantage by swiftly recog-
nizing the impact of tweets on price direction [12].To see if
Bitcoin prices respond to useful signals obtained fromTwitter
and Google Trends, researchers used a diffusion model. The
empirical findings suggest that Bitcoin prices are influenced
in part by social media attention, implying a sentimental
desire for information demand [11]. Moreover, [15] exam-
ined user comments in online cryptocurrency communities
in order to forecast volatility in cryptocurrency prices(Bitcoin
and Ethereum) and transaction volume. They found that BTC
is particularly correlated with the number of positive com-
ments on social media. They reported an accuracy of 79%
along with Granger causality test, which implies that user
opinions are useful to predict the price fluctuations.

Pure models, when it comes to time-series forecasts,
solely use historical data on the variable to be predicted.
Autoregressive Integrated Moving Average (ARIMA) [16]
is a pure time-series forecast model. Reference [17] shows
an ARIMA-based time-series forecast for BTC prices for
the next day.For univariate and stationary time-series data,
pure time-series models are more suited. For the following
reasons, we focus on machine learning with higher level
features rather than typical models in this paper. To begin
with, Bitcoin and Ethereum values are extremely volatile and
non-stationary.The data contains a high number of features,
and the suggested machine learning methodology covers
autocorrelation, seasonality, and trend effects, whereas pure
time-series models require human tuning to address these
effects during the training phase.

Explanatory models, on the other hand, use a function of
predictor variables to forecast the target variable in the future.
Model-based time-series forecasting systems have the draw-
back of assuming data distributions in advance. For exam-
ple, [17] and [18] are based on a log-transformation of the
BTC prices. Reference [18] revealed the effect of Bayesian
neural networks (BNNs) by analyzing the time series of
Bitcoin process.By using daily data from September 11,
2011 to August 22, 2017 they compared the Bayesian neural
network (BNN) to other linear and nonlinear benchmark
models in an empirical investigation on modelling and pre-
dicting the BTC price. They discovered that BNN Bitcoin
(BTC) prices from April 2013 to April 2020 are good predic-
tors of BTC log-transformed price, which explains the BTC
price’s extreme volatility.

Considering bitcoin prices are nonlinear and non-
stationary, data distribution assumptions may have a negative
impact on forecast performance. Statistical techniques to time
series modelling, such as ARIMA models, can only be used

to model stationary time series (those whose attributes do
not change depending on the time the series is viewed), and
therefore do not account for seasonality. Machine Learn-
ing models can potentially solve this problem by capturing
non-linearity in data caused by external causes. The inherent
nonlinear and non-stationary features of data are exploited
by machine learning-based approaches. By considering the
underlying reasons that influence the predicted variable, they
can also learn from the explanatory features.Several studies
have used machine learning based models to predict the price
of cryptocurrencies. Reference [19] divided Bitcoin’s price
into two categories: daily and high-frequency. For Bitcoin
5-minute interval price prediction, they employed Random
Forest, XGBoost, Quadratic Discriminant Analysis, Support
Vector Machine, and Long Short-term, with an accuracy
of 67.2%. Reference [20] forecasted the Bitcoin exchange
rates (maximum, minimum and closing prices), considering
daily data.They used ANN,RNN and SVMmodels with SVM
obtaining the best results, a MAPE of 1.28%.

Reference [21] investigated the predictive power of
blockchain network-based features on the future price of
Bitcoin. They employed a SVM based regression model with
1.98 MSE.A Bayesian optimised recurrent neural network
(RNN) and a Long Short Term Memory (LSTM) network
were implemented by [22]. The LSTM had the highest
classification accuracy of 52% and the lowest RMSE of
8%. Reference [23] suggested (RNN) methods based on
GRU,LSTM, and LSTM(bi-LSTM models) to predict the
prices of Bitcoin (BTC), Litecoin (LTC), and Ethereum
(ETH). The GRU model outperformed the long short-term
memory (LSTM) and bidirectional LSTM (bi-LSTM)models
in terms of prediction for all forms of bitcoin. With MAPE
percentages of 0.2454%, 0.8267%, and 0.2116% for BTC,
ETH, and LTC, respectively, GRU gives the most accurate
prediction for LTC. References [24], [25], [26] employed
LSTM and GRU models for predicting the price of cryp-
tocurrencies.Standard LSTM and GRU models gave an MSE
loss of 0.02085 and 0.02113 respectively [25]. Reference [27]
employed an RNN-based LSTM model to forecast bitcoin
prices. The results were obtained by extrapolating graphs and
Root Mean Square Error was 3.38. Lastly [28] investigated
the predictability of the bitcoin market across prediction hori-
zons ranging from 1 to 60 min.They tested various machine
learning models and found that, while all models outperform
a random classifier, recurrent neural networks and gradient
boosting classifiers were especially well-suited for the exam-
ined prediction tasks.

III. METHODOLOGY
In this research, our primary objective is on the time-series
prediction of Bitcoin and Ethereum prices, using a machine
learning-based model and monitoring shifts in it. A time
series is a sequence of results collected over time. Time-series
forecasting is done on the basis of historical time-stamped
values, where scientific forecasts are made using this data to
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predict the values in the near future. It may not always give
accurate predictions, but an estimate of forecasted values,
which may vary dramatically- especially when dealing with
time series data’s varying variables and features not under
control. Our intent is to forecast the value of variable x, target
variable, in the future, such that

x̂[t + s] = f (x[t], x[t − 1], . . . , x[t − n]), s > 0 (1)

where s is the forecasting horizon. Here, we take in account
the forecasting horizon at the end of 1, 7, 14, 30, 60 and
90 days, scaling the time of the relevant historical data we
gathered.

The development of the dataset is the first step in the
ML-based time-series approach. Followed by, training the
machine learning model and making predictions for one day
ahead. Forecasting cryptocurrency prices has foundational
interdependencies that are difficult to grasp and model. Vari-
ance, standard deviation and moving averages are a few
statistical parameters that alter overtime. These interrelation-
ships manifest themselves as technical indicators, which are
described in the next section. The Bitcoin and Ethereum price
attributes were acquired from available open data sources,
which were then preprocessed. In the preprocessing stage,
the obtained data is cleaned and scaled using the MinMax
scaler. The data gathered for both, BTC and ETH, are then
processed and split into three intervals. In order to find the rel-
evant indicators, feature selection is employed. Additionally,
we created various datasets for three time intervals with vary-
ing forecasting horizons and feature selection is carried out
separately for each of these. The feature selection procedure
is demonstrated in Fig (no.). It plays a key role in machine
learning-based time-series forecasting since it optimizes the
process and raises the predictive ability of machine learning
algorithms by determining the most significant features and
eliminating the inessential and unrelated ones. Feature selec-
tion is implemented using Random Forest (RF) and Mean
Decrease in Impurity (MDI) as Random Forest tree-based
methods are typically ranked by how well it increases the
node purity. The average reduction in the impurity throughout
all the trees is known as gini impurity. For classification, the
gini gain splitting is described by the MDI metric, which
integrates the weighted average of each of the individual trees
by the number of samples it splits. Gini impurity index is then
calculated by

G =

nc∑
i=1

pi(1 − pi) = 1 −

nc∑
i=1

p2i (2)

where, pi is the ratio of classes in target feature and nc is the
number of classes in the target feature. It basically assesses
the change and irregularity within a group of elements and
determines the likelihood of misclassifying a feature on the
basis of grouping of classes within a set. For regression, gini
impurity is the Residual Sum of Squares (RSS), defined by

RSS =

n∑
i=1

(yi − f (xi)2) (3)

where, yi is ith value of variable to be predicted, f(xi) is the
predicted value of yi and n is the upper limit of summation.
Machine learning models for both, regression and classifi-
cation, are trained on training split and validated using the
hold-out approach.

ML has been shown to improve the processing of both
structured and unstructured data flows, thereby recognizing
precise patterns within large sets of data quickly. It outper-
forms the traditional approaches to time-series forecasting.
Bi-directional Long Short Term Memory (Bi-LSTM) is used
for the classification, as well as regression. Here, every input
sequence contains data from both past and the present. As a
result, by combining LSTM layers from both directions,
it yields more meaningful results. This, alongside the model
summary, is shown in Fig (no.) (add bi-lstm basic fig and
model summary). The model consists of 128 units with
ReLU activation function, y = max(0, x), outputting the input
directly if it is a positive value, else gives zero. A dropout
layer is added which drops 20% of neurons in order to avoid
overfitting, followed by a dense layer. The loss function used
is Mean Square Error (MSE), defined as

MSE =
1
n

n∑
i=1

(Yi − Ŷi)2 (4)

where, n is the number of data points, yi is the observed values
and Yî is the predicted values. This depicts the closeness of
data points to the regression line. Adam optimizer is used at
compilation of the model as it requires fewer tuning parame-
ters and takes lesser time to compute.

Non-stationary time-series data indicates a range of sta-
tistical characteristics. Therefore, highly dynamic scenarios
result in addition of bias to the model. The cumulative sum
(CUSUM) control chart tracks tiny changes in the process by
computing the average of each sample and calculates the total
number of deviations from a target. Either of the following
quantities is plotted:

Sm =

m∑
i=1

(x̄i − µ̂0) or S ′
m =

1
σx̄

m∑
i=1

(x̄i − µ̂0) (5)

Against the total sample m, where m0 is the in-control
mean estimate and sigma-x-bar is the known standard devia-
tion of the mean of the sample. CUSUM charts are made use
of after modeling to discount the bias and monitor the small
shifts for improved model performance.

A. DATA
A web scraper written in Python 3.6 was used to obtain data
about Bitcoin and Ethereum from https://bitinfocharts.com.
The data for both currencies was analyzed in three different
intervals: i) 2013 April 1 - 2016 April 1, ii) 2013 April 1 -
2017 April 1, and iii) 2013 April 1 - 2019 December 31st.
These 3 intervals were used to compare with the models given
by [7]. More than 700 technical indicators were included in
the data. Using the feature selection methods outlined later
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TABLE 1. Intervals and timeline for forecasting.

FIGURE 3. DL-based time-series forecast using technical indicators.

in the document, a set of features were chosen. Simple Mov-
ing Average (SMA), Exponential Moving Average (EMA),
Relative Strength Index (RSI), Weighted Moving Average
(WMA), Standard Deviation (STD), Variance (VAR), Triple
Moving Exponential (TRIX), and Rate of Change(ROC) are
some of the technical indicators.

These technical indicators are calculated over three, seven,
fourteen, thirty, and ninety days.The end-of-day closing
prices are regarded as raw values. Table 1 lists the raw
attributes that these technical indicators are based on. Tech-
nical indicators display properties not immediately apparent
in raw data, such as variances and standard deviations as a
function of time. These technical indicators were created to
display these aspects in the BTC and ETH price time-series.
For example, instead of merely showing the raw transactions
and hashrates, they illustrate how the ETH or BTC price
is related to the standard deviation of the transactions or
hashrate across 14 day intervals. The process of data extrac-
tion and processing is shown in Fig-3.

We also collected a new test-set for the two currencies
from January 01, 2020 to January 01, 2022 and applied our
proposed forecasting methodology.

B. PREPROCESSING
In Data preprocessing a number of steps were done to clean
and scale the data. Sklearn Simple imputer was used to
fill the missing data in the dataframe using the most fre-
quently used strategy and fit transform together to increase
model accuracy.The cleaned data was then turned into a data
frame, resulting in a two-dimensional data set with rows and

columns.Using the sklearn library function train test split, the
data was split into test and train groups, with the test size set
to 33% of the total data and random state of 42 to control the
shuffling before splitting data. The features were scaled using
the minmax scaler for training the LSTMmodel. The features
are shifted between 0 and 1 with the minmax scaling, while
the relative magnitude of the outliers is preserved. The shape
of the original distribution is preserved by MinMaxScaler.
It has no effect on the information included in the original
data.

C. FEATURE SELECTION
Feature selection improves the machine learning process
and increases the predictive power of machine learning
algorithms by selecting the most important variables and
eliminating redundant and irrelevant features.It is neces-
sary to improve model performance. Several alternative
approaches were used to extract and prune features itera-
tively.Firstly, RandomForestRegressor was initialized to fit a
number of classifying decision trees on various sub-samples
of the dataset and uses averaging to improve the predictive
accuracy and control over-fitting.The bootstrap was set to
False thus the whole dataset was used to build each tree and
the n_estimator was set to default.

Next Impurity-based feature importance of Random-
ForestClassifier was implemented followed by Sklearn’s
permutation_importance feature selection to improve
accuracy and select best features to be fed to the
model.Permutation_Importance returns us importances_mean
which is stored in a sorted manner using the formula given
below:

importances_mean[i] − 2 ∗ importances_std[i] > 0, (6)

where std stands for standard deviation. If the condition is met
then the feature is appended into the selected list of features.

Random forests is an ensemble learning method for regres-
sion and other problems that works by training a large number
of decision trees. The mean or average prediction of the indi-
vidual trees is returned for regression tasks.A random forest,
unlike a single decision tree, may forecast using hundreds
of trees, yielding better results. It does not necessitate sub-
stantial training and is suitable for small datasets and quick
evaluation. One of the most extensively used measures of
feature relevance, Mean Decrease Impurity (MDI), wrongly
allocates high importance to noisy features, resulting in sys-
tematic bias in feature selection [29].The improvement in the
‘‘Gini gain’’ splitting criterion, which contains a weighted
mean of the individual trees’ improvement in the splitting
criterion created by each variable, is described by the mean
decrease in impurity (Gini) significance metric. The Gini
impurity index is calculated as follows:

G =

nc∑
i=1

pi(1 − pi) = 1 −

nc∑
i=1

p2i (7)

where nc represents the number of classes in the target
variable and pi represents the class ratio. In other words,
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TABLE 2. Raw Indicators.

it measures the disorder of a set of elements. It is calculated as
the probability of mislabeling an element assuming that the
element is randomly labeled according to the distribution of
all the classes in the set.

D. BiDirectional LSTM, MACHINE LEARNING MODEL
We predicted the bitcoin and Ethereum prices using the
BiDirectional LSTM model. An LSTM network is a type
of recurrent neural network (RNN) that can learn long-term
dependencies between time steps of sequence data. This deep
learning model is very beneficial for time-series data model-
ing and forecasting. Because the daily Bitcoin and Ethereum
price and its characteristics are time series data, LSTM may
be used tomake price forecasts. The diagram below illustrates
the architecture of a simple LSTM network for regression.
The network starts with a sequence input layer followed by
an LSTM layer. The network ends with a fully connected
layer and a regression output layer.A common LSTM unit is
composed of a cell, an input gate (i), an output gate (o) and a
forget gate (f). The cell remembers values over arbitrary time
intervals and the three gates regulate the flow of information
into and out of the cell. Fig. 5 demonstrates How Bidirec-
tional LSTM work. The equations for the gates, cell state,
candidate cell state and the final output in LSTM are given
by:

it = σ (wi[ht−1, xt ] + bi) (8)

ot = σ (wo[ht−1, xt ] + bo) (9)

tildect = tanh(wc[ht−1, xt ] + bc) (10)

ct = ft ∗ ct−1 + it ∗ c̃t (11)

ht = ot ∗ tanh(ct ) (12)

where:
it → represents input gate.
ft → represents forget gate.
ot → represents output gate.
σ → represents sigmoid function.

FIGURE 4. LSTM network.

FIGURE 5. LSTM Architecture.

ht−1 → output of the previous lstm block
(at timestamp (t-1)).
xt → input at current timestamp.
ct → cell state(memory) at timestamp(t).
c̃ → represents candidate for cell state at timestamp(t).

E. CUSUM CONTROL CHART
A successful forecasting system design includes developing
and executing processes to monitor the performance of the
forecasting model. Regardless of how well the forecasting
model initially performs, it is expected that its performance
may decline over time. The time series pattern may shift
due to internal inertial forces. The forces that drive the pro-
cess may change over time or as a result of external factors
and additional clients entering the market. A change in the
level or slope of the variable being projected, for exam-
ple, could occur. It’s also feasible that the data’s intrinsic

VOLUME 11, 2023 65705



M. Rafi et al.: Enhancing Cryptocurrency Price Forecasting Accuracy

unpredictability will rise. As a result, performance monitor-
ing is critical.

A cumulative sum (CUSUM) chart is a type of control
chart used to monitor small shifts in the process mean.
It uses the cumulative sum of deviations from a target.
The CUSUM chart plots the cumulative sum of deviations
from the target for individual measurements or subgroup
means [30]. The CUSUM is highly useful in detecting
changes in the monitored variable’s level. It operates by
accumulating deviations above the desired goal value T0
(typically zero or the average forecast error) with one statistic
C+ and deviations below the target with another statistic C.
The higher and lower CUSUMs are the statistics C+ and C,
respectively [31].

For implementing CUSUM on our models firstly variance
of the entire list of predicted values was calculated along with
standard-deviation(std). After which the std was divided by
the number(n) of values predicted and boundary limits were
defined bymultiplying the standard-deviationwith 3. A graph
represented in figure 6 was plotted representing all predicted
values along with upper and lower limit to determine how
many values fell in range.Depending on the number of values
in range it is decided where to train the model again with
recent data to get improved accuracy and precision in pre-
dicted values.

IV. RESULTS
In this section, the results of prediction models of Ethereum
and Bitcoin are summarized.

The following measures are used to assess the performance
of regression models: mean absolute error (MAE), root mean
squared error (RMSE), and mean absolute percentage error
(MAPE). It is indeed ideal to have a model with low MAE,
MAPE, and RMSE. These measurements show us how accu-
rate our forecasts are and how far off they are from the actual
data. A model that predicts unpredictable values on occasion
will have a larger RMSE value, even if it has a lower MAE or
MAPE. As a result, all three measures are considered when
evaluating the models.The Root of the Mean of the Square of
Errors is RMSE, while the Mean of Absolute Value of Errors
is MAE. The disparities between the predicted values (values
predicted by our regression model) and the actual values of a
variable are called errors in this case.While MAPE is the sum
of the individual absolute errors divided by the demand (each
period separately). It is the average of the percentage errors.
They’re calculated as follows:

RMSE =

√√√√1
n

n∑
i=1

(yi − ŷi)2 (13)

MAE =
1
n

n∑
i=1

|yi − ŷi| (14)

MAPE =
1
n

n∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣ × 100 (15)

TABLE 3. Bitcoin results.

TABLE 4. Ethereum results.

TABLE 5. Test-set results.

where,

yi = actual value

yp = predicted value

n = number of observations rows

Table 2 and Table 3 show the results of the regression
models for the three intervals for Bitcoin and Ethereum. BTC
prices did not encounter considerable volatility in Interval I,
from April 2013 to April 2016, as seen in Fig. 1. MAPE of
0.78, ii) RMSE of 3.49, and iii) MAE of 2.40 were recorded
by the LSTM model during this interval. In Interval I, [7]
reported a MAPE of 0.93, RMSE of 3.01, and MAE of
2.20 for their LSTM model.

Interval II, which runs from April 2013 to April 2017,
has substantially higher BTC prices near the end, although
it is reasonably stable similar to Interval I. It reported a
0.72MAPE, RMSE of 5.07, andMAE of 3.05.In comparison,
MAPE of 1.98, RMSE of 10.55 and MAE of 6.55 were
reported by [7].

After April 2017, BTC prices had themost volatility, which
is detailed in Interval III (April 2013 to December 2019).In
this interval LSTMmodel reported i)MAPE of 0.66 ii)RMSE
of 6.64 and iii)MAE of 3.70.In this interval [7] using LSTM
model reported a i)MAPE of 3.61 ii)RMSE of 135.76 and
MAE of 62.90. The results for Ethereum are displayed in
Table 3.

V. DISCUSSION
The actual price, as well as variation in the prices are the
two key factors of Bitcoin and Ethereum price modeling.
As demonstrated in the study, the former can be accomplished
with reduced error percentages; however, the latter remains
an open challenge. The cryptocurrency prices are highly
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FIGURE 6. Cusum Graph.

FIGURE 7. Importance features of Ethereum Jan2021-Jan2022.

volatile, hence the fluctuations. Among these, Bitcoin and
Ethereum prices vary more rapidly due to the sentiments of
stakeholders and users, accompanied by their growing supply
and demand in the cryptomarket. Therefore, their prices are
purely random in nature and no individual set of character-
istics can be used to predict their future prices. Nonetheless,
researchers have made significant progress in estimating the
Bitcoin and Ethereum values on the basis of assorted fea-
ture sets. This paper includes indicators that are directly
related to blockchain. For example, from an investor’s per-
spective, the open, high, low and close values of the two
cryptocurrencies will be the most effecting attributes. For
mining purposes, difficulty and hashrate are the key features.

FIGURE 8. Feature importance HeatMap Ethereum Jan2021-Jan2022.

A trader; however, will be more interested in the moving
averages such as SMA, EMA and WMA. All these can be
classified as time-series characteristics. Technical indicators,
on the other hand, helps in mapping these swift changing raw
attributes into simple time-series attributes to estimate base-
lines.When technical markers spanningmultiple time periods
are merged, a huge feature set suitable for machine learning is
created.

In order to find useful features, it is important to shortlist
indicators whilst preserving the shape of original distribution.
This is achieved by the MinMax scaler that scales the values
in the range of 0 to 1, thereby optimizing the process. The
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FIGURE 9. Importance features of Bitcoin Jan2021-Jan2022.

FIGURE 10. Feature importance HeatMap Bitcoin Jan2021-Jan2022.

feature selection method discussed is systematic and elimi-
nates the highest ranked elements since those attributes are
known to be adding noise to data. This helps in boosting
up the performance of the model as the optimal indicators
are automatically selected thus, computationally faster. MDI
approach helped in achieving this benchmark by ranking
attributes on the basis of impurity and leaving out relevant
features only.

LSTM networks are a kind of Recurrent Neural Networks
(RNN) that have the ability to work with sequence depen-
dent problems. Bi-directional LSTMs are an improvement on
traditional LSTM models, which allows it to have compre-
hensive and complete information at any point in the given
sequence, whether it is prior or later to it. This enables it
to access long-range context in either direction and exhibits
better predictions; therefore, used as the only modeling tech-
nique followed by CUSUM control charts. This control chart
helps in monitoring even the slightest shift in the value, con-
sequently allowing us to determine a thresholding value in the
estimated price ranges of Bitcoin and Ethereum, directing to
better performance of themodel in future. On a out-of-sample
dataset, that we collected for the two cryptocurriences from
January 01, 2020 to January 01, 2022. Ourmodel without bias
corrections using produced RMSE of 209.1921, through the
effective use of CUSUM model bias correction it reduced to

average RMSE of 9.1873 which is a clear indication that our
model is able to adjust model bias very accurately.

VI. CONCLUSION
In this paper, we leverage the LSTMmodel to forecast Bitcoin
and Ethereum prices for short-term and mid-term. It imple-
ments a deep learning model to anticipate remarkably precise
prices of Bitcoin and Ethereum at the end of the day, short-
term (1, 7 and 14 days) and mid-term (30, 60 and 90 days).
LSTM outperforms other machine learning and deep learn-
ing algorithms, hence used in this study. Two approaches
for feature selection are implemented- wrapper and MDI
approach. The indicators shortlisted byMDI approach results
in improved accuracy with the same model. For further
improvisation, we use the CUSUM control chart for monitor-
ing the shift in the prices of both cryptocurrencies mentioned
above. The overall accuracy for forecasting Bitcoin prices
using these improvement measures was up to 73.3%. The
RMSE and MAPE are as low as 6.67% and 0.66%, respec-
tively. Ethereum price forecasting resulted in accuracy up
to 54.%. The RMSE and MAPE are as low as 3.03% and
2.98%, respectively. The results of performance evaluation
metrics show significant improvement in the recent literature
in predicting both, fluctuation in prices and daily closing
price. The results are promising and can be made use of in
a multitude of sectors, including blockchain and AI research.

Our findings reveal that while it is possible to make a satis-
factory estimate of Bitcoin and Ethereum prices, forecasting
the swing in movement, whether increase or decrease, is far
more challenging. This research represents finest perfor-
mance scores with theMDI approach using the LSTMmodel.
However, both feature selection approaches and classification
models need to be investigated deeper. Instead of using daily
prices for historic data, prices and other technical attributes on
hourly basis can be extracted and used. Moreover, ensemble
learning techniques can be used to improve the forecasting
results in the future. The use of CUSUM control charts in this
research is limited to monitoring the changes affecting our
model. Additionally, determining the exact features and mak-
ing changes taking them into account can be implemented
in the future too. Apart from this, historic data for relevant
technical indicators of other cryptocurrencies such as Tether,
Ripple and XRP can also be used to forecast their prices.

On the basis of this study, subsequent work that can be
done is using artificial intelligence and machine learning for
cryptocurrency price prediction for gauging potential risk in
financial technologies. This can help in anomaly and fraud
detection. Money laundering in cryptocurrencies can be seen
to have currently spiked. Thus, our future work aims to focus
on thementioned domain by considering financial threats that
may be faced in the crypto world in order to control the rise
in such unethical activities.
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