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Abstract
Internet of medical things (IoMT) is becoming more prevalent in healthcare applications
as a result of current AI advancements, helping to improve our quality of life and ensure a
sustainable health system. IoMT systems with cutting‐edge scientific capabilities are
capable of detecting, transmitting, learning and reasoning. As a result, these systems
proved tremendously useful in a range of healthcare applications, including brain tumour
detection. A deep learning‐based approach for identifying MRI images of brain tumour
patients and normal patients is suggested. The morphological‐based segmentation
method is applied in this approach to separate tumour areas in MRI images. Convolu-
tional neural networks, such as LeNET, MobileNetV2, Densenet and ResNet, are tested
to be the most efficient ones in terms of detection performance. The suggested approach
is applied to a dataset gathered from several hospitals. The effectiveness of the proposed
approach is assessed using a variety of metrics, including accuracy, specificity, sensitivity,
recall and F‐score. According to the performance evaluation, the accuracy of LeNET,
MobileNetV2, Densenet, ResNet and EfficientNet is 98.7%, 93.6%, 92.8%, 91.6% and
91.9%, respectively. When compared to the existing approaches, LeNET has the best
performance, with an average of 98.7% accuracy.
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1 | INTRODUCTION

There is an increasing global trend of using information and
communication technology in providing healthcare services
[1–6]. Machine learning and data science in general and image
processing, in particular, are playing a vital role in non‐invasive
medical diagnostics for various diseases [7]. These tools are
employed to diagnose tumours in the brain, lung, and liver [8].

A brain tumour is an abnormal growth inside the brain
tissues. It can spread tumour tissue to other cells in the same
area [9]. Based on their location and size in relation to form
functions in the brain area, the cells in this portion of the brain
are commonly categorised into grey matter (g), white matter
(w) and cerebrospinal fluid (CSF) [10–12]. Improper blood
flow in the blood arteries and hereditary disorders may have an
effect on these cells in the brain, which may cause brain tu-
mours. According to data from the World Health Organization
and National Cancer Institute (NCI), 12765 people are infected
by brain tumours every year globally [13]. Early identification
of cancerous spots can greatly help contain the spread of
cancerous areas to neighbouring cells.

Various invasive and non‐invasive methods are used to
detect a tumour in brain imaging [14–16]. In invasive pro-
cedures, an extraneous material is introduced into the human
brain to detect and localise any abnormal growth in the brain
regions. These procedures require more time to discover the
tumour cells and result in a significant degree of discomfort
blood loss. Non‐invasive methods identify and localise brain
tumours in scans such as Magnetic Resonance Imaging (MRI)
and Computer Tomography (CT). CT identifies only soft tis-
sues, as seen in Figure 1a and is incompatible with hard tissues
such as the human skull [17]. MRI scans, on the other hand,
detect both hard and soft tissues and is more appropriate for
scanning the interior parts of the human brain, as seen in
Figure 1b.

Brain MRI images (BMIs) are classified into three types
depending on the contrast evaluation in image areas: diffusion
inverted recovery, T1 and T2 weighted types and diffusion‐
weighted types [18]. The tumour's images are classified into
two groups based on the severity of the tumours: main tu-
mours and secondary tumours. Figure 2 depicts an MRI scan
of the brain damaged by the tumour. We identify the following
key tasks and challenges for an automatic physician's decision
support system to identify and localise brain tumours in BMIs.

Task 1: Data Availability It is well‐known in the machine
learning community that deep learning is a very data‐hungry
approach. For high accuracy and reliability, the classifier
needs to be trained by a diverse and extensive set of labelled
BMIs. These BMIs need to be labelled by specialist doctors;
hence, a large comprehensive dataset is very costly. In the
proposed work a primary dataset in the form of digital images
is used containing 255 BMIs. We have supplemented the pri-
mary dataset with 4169 more images collected from various
hospitals. However, the total number of BMIs (4424) is still
insufficient to feed it into the deep learning framework. The
challenge is an intelligent data augmentation scheme that in-
flates the dataset with more reliable samples.

Task 2: Patients Privacy and Data Security According to
the American Medical Association, medical images used in the
dataset may include sensitive and secret information [19, 20].
Unauthorised access to a computer system may result in the
theft of private data or the misuse of intimate images. Using
illegal images or altered data may result in significant legal and
medical consequences. Therefore, any BMI classification system
must include a data security and privacy‐preserving mechanism.
Due to the unique features of image data that distinguish it from
text structure data such as high redundancy and correlation and
large storage capacity, traditional encryption schemes such as
Data Encryption Standard (DES) [21] and Advanced Encryp-
tion Standard (AES) [22] have been used in recent years to
protect sensitive images from eavesdroppers. The large number
of encryption rounds in such algorithms renders the resulting
system computationally infeasible. It is critical to secure such
medical images using a lightweight encryption technique based
on chaotic maps, such as the hyper‐chaotic map.

Task 3: Classification In recent years, traditional classifi-
cation algorithms such as K‐nearest neighbour (kNN), random
forest (RF), support vector machine (SVM), and neural networks
(NN) have been used to detect brain tumours in BMIs [23]. Such
algorithms have poor training and testing speeds and require a
large number of BMIs with distinct enhancement patterns. Due
to over‐fitting issues during the training and testing phases of
traditional classifiers, their complexity is significant [24].

F I GURE 1 Brain scans.

F I GURE 2 Tumour spotted in a BMI.
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This paper proposes novel techniques to tackle all these
three challenges. We devise a convolutional neural network‐
based deep learning architecture for BMI classification. For
BMIs with tumours, we apply morphological segmentation to
localize the tumour and identify the infected region. Our sys-
tem removes noise from BMIs, then employs a CNN‐based
classifier to produce low‐contrast brain images and improves
the accuracy of tumour classification and segmentation. We
also design a lightweight encryption scheme based on chaotic
maps that is computationally efficient. We perform extensive
empirical evaluation and thoroughly compare it with various
deep learning and non‐deep learning‐based classifiers. We
designed a data augmentation strategy incorporating interpo-
lation and data flipping that add more labelled and reliable
images to the primary dataset for the improved the classifica-
tion performance. We provide a schematic summary of the
proposed work in Figure 3.

The main features of this work are:

For data availability challenges

� We collected a large number of BMI scans from various
hospitals and got them labelled by specialist doctors.

� To further boost the accuracy of deep learning models, we
propose a data augmentation scheme, which adds more
training images using data interpolation and data flipping
techniques.

For data security challenges

� We compare chaotic logistic and hyperchaotic maps to
analyse their security and computational complexity.

� We develop a novel and computationally efficient crypto-
graphic scheme to protect BMIs from eavesdroppers.

� We evaluate the security of our scheme using multiple pa-
rameters, such as entropy, contrast, mean square error and
peak signal‐to‐noise ratio. We demonstrate the effectiveness
of the proposed work compared to existing encryption
schemes.

For classification challenges

� We implemented several CNN architectures, such as Mobi-
leNetV2, Densenet, ResNet, LeNET and EfficientNet to
identify tumours in the BMIs. We demonstrate that LeNET
significantly outperforms other architectures in terms of
classification.

� We devised a method for accurately predicting the occur-
rence of tumour regions in BMIs. The proposed technology
may be deployed using a smartphone application.

The rest of the paper is organised as follows: Section 2
provides an overview of existing work. In Section 3, we pro-
vide the details of the dataset. Section 4 and Section 5 are
devoted to the details of the proposed encryption scheme and
classification methodology, respectively. Section 6 explains the
measure used to evaluate our proposed technique. Section 7
provide the results of the empirical evaluation of our method
and its comparison with the existing methods. We conclude the
paper in Section 8.

2 | RELATED WORK

This section provides an overview of the existing work related
to data security and classification tasks. In the last several de-
cades, chaos theory has been extensively utilised in the field of
data security [25–30]. Due to the tremendous chaos properties,
such as key sensitivity, difficulty to predict and large keyspace,
it has been used to secure the sensitive images in the domains
of military and medical sciences. Girdhar et al. [31] proposed
an image encryption approach employing three unique chaotic
maps to increase the security of the image. One of their key
objectives is to minimise processing time. They also included
confusion and permutation operations, performed indepen-
dently, which results in a slight increase in processing time.
While the proposed encryption algorithm's degree of security
is adequate, it is unsuitable for real‐time applications such as
drone applications that demand rapid reaction. This

F I GURE 3 Proposed architecture.
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vulnerability may be avoided by running all operations in their
algorithms in parallel.

Talhaoui et al. [32] proposed a novel one‐dimensional
fractional chaotic map with a vast chaotic range. The sug-
gested map has a higher degree of chaos than traditional maps
such as the chaotic logistic and chaotic sine maps. The authors
used their chaotic map for image encryption achieving a suit-
able level of security. In Ref. [33], Ravichandran et al. used
shuffling and diffusion in their encryption scheme. They
incorporate two primary phases of confusion and diffusion and
the integration of chaotic maps. These phases are run
sequentially, which increases the encryption algorithm's
computing time. To further strengthen the security of the
encryption scheme, Bhogal et al. [34] proposed to encrypt the
digital images using a chaotic map which also incorporates
AES. The comparison results demonstrate that their approach
performs better than AES, but the many encryption rounds
included in their scheme require a significant amount of
computational time to complete encryption.

Many machine learning algorithms and image processing
techniques have been utilised to detect brain tumours in BMIs.
Bansal et al. [35] applied a segmentation process in which a
classification algorithm based on the swarm ant lion is incor-
porated. As a part of this strategy, canny edge detection is used
on primary BMIs to segment tumour areas. The swarm opti-
misation technique was used with this non‐linear approach to
obtain statistically meaningful simulation results. On the BMIs
from the BRATS 2015 dataset, an open‐access dataset, the
authors achieved 98.5% accuracy in tumour segmentation.
Rajagopal [36] devised a technique for detecting brain tumours
using machine learning methods. This approach used an energy
segmentation algorithm on a series of BMIs to find tumour
patterns in them. Using a random forest (RF) classifier, the
segmented tumour regions are divided into normal and aber-
rant tumour regions. Deep learning‐based techniques have
been used for image classification with promising results.
However, a drawback of medical image categorisation is the
limited size of the medical images dataset. To overcome this
problem, Deepka et al. [37] used a combination of CNN features
and support vector machine (SVM) categorisation to automate
the classification of medical images. Their model achieved a
classification accuracy of 95.82%. Lorenzo et al. [38] proposed
a novel deep learning strategy for segmenting brain tumours
using fluid reduction inversion recovery using MRI and CNN.
Due to the scarcity of accessible data, they trained their sug-
gested models using only positive cases. The proposed model
was time‐efficient but failed to correctly classify the tumour
cases from non‐tumour cases.

Hashihezi et al. [39] utilised MRI images to train a novel
hybrid model that combines CNN with neural autoregressive
distribution estimation (NADE). They evaluate the model on
3064 contrast‐enhanced BMIs of three different kinds of brain
tumours. The accuracy of correctly classifying images with
tumours was 91.5%, which is below the acceptable level of
accuracy. Khan et al. [40] classified BMIs into tumour and non‐
tumour using a CNN‐based technique combined with data
augmentation and image processing. The performance of

proposed model was compared to pre‐trained ResNet‐50,
VGG‐16 and Inception‐v3 models using transfer learning. On
a relatively short dataset, the accuracy of ResNet‐50, VGG‐16
and Inception‐V3 was 89%, 96% and 75%, respectively.
Bousselham et al. [41] examined the performance of an
approach used for the generation of thermal maps, which is
ultimately used to identify tumour patterning cells in the hu-
man cerebral cortex. The anomalous zones with inner borders
are discovered using the thermal map. A technique developed
by Ailqazzaz et al. [13] used a logistic regression approach by
altering their linear characteristics to detect pixels in BMIs with
tumour patterns. They confirmed the simulation findings of
their approach using a k‐fold testing methodology. Alqudah
et al. [42] developed a deep learning architecture for the clas-
sification and detection of brain tumours. Deep learning has
also been successfully utilised to classify gliomas, meningiomas
and pituitary tumours. It has been established that analysing
the uncropped and cropped areas in the categorised brain
images increased the accuracy of tumour region segmentation
by around 20%.

Sheela et al. [43] incorporated a morphological edge
detection approach to identify and segment regions in the
BMIs where tumour‐affected pixels lie. The fuzzy C‐mean
technique is employed to discover areas in BMIs with aber-
rant pixels; subsequently, morphological processes are used to
separate tumour pixels from their neighbouring normal pixels
by using regions in the image that contain aberrant pixels. Rao
et al. [44] employed the conditional random field (CRF) clas-
sification algorithm. They extracted features relevant to the
energy functions from BMIs and used these functions to
segment the aberrant pixels from the rest of the image. The
CRF technique is used to classify these energy functions of the
training samples. Furthermore, morphological processes such
as dilation and erosion are used to segment cancer pixels,
resulting in the segmentation of tumour pixels.

Asikala et al. [45] extracted the non‐linear wavelet features
by applying a statistical transformation to brain modality. The
non‐linear features of the various kinds of brain cells are re-
flected in the wavelet features calculated for each type of brain
cell. The wavelet coefficients from BMIs are classified using an
artificial neural network framework. Morphological techniques
are also applied to segment tumour pixels. Using this wavelet
approach, the authors achieved an average classification accu-
racy of 98%.

The modified version of the Alex Krizhevsky network
(AlexNet) [46] is trained on BMIs by Khawaldeh et al. [47] to
construct the CNN architecture. Their CNN architecture achieved
91.6% of the average segmentation accuracy. Using CNN archi-
tecture, Pereira et al. [48] identified abnormal or tumour tissue
patterns in BMIs. Their framework achieved an 89.5% abnor-
mality area identification rate ‐ the best for high‐resolution sit-
uations. Using a discriminative clustering technique, Kong et al.
[49] successfully identified tumour cells in a large collection of
BMIs. This technique first generates random characteristics
from the BMIs, after which discriminative methods are
employed on the segmented and clustered areas of the brainMRI
images. Their approach successfully recognises 95% BMIs. A
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BMI is used by Islam et al. [50] to collect multi‐fractal texture
data, which is then used to find the non‐linearity of the pixels in
the BMI. The generated features are then categorised using a
real‐time classification magnitude technique.

3 | DATA AUGMENTATION

Deep learning is inherently data‐hungry; it is well‐known that
the larger number of training instances yields higher accuracy
in deep learning models. An extensive and diverse set of
labelled BMIs is required to achieve reliable results. The
collection of comprehensive and large datasets is very costly
because the labelling of BMIs is done by specialist doctors [51].
A sample of collected images related to normal patients and
patients with brain tumours is shown in Figure 4.

To achieve the maximum possible classification accuracy
from our architecture, we augment our dataset with additional
training BMIs.We employ two widely‐usedmethods to augment
the training data: (a) data interpolation and (b) data flipping at
different orientations. We augment the data before any pre-
processing and data preparation for analysis. This is so because
both data interpolation and data flipping add noise to the syn-
thetic images. We deal with noise in the preprocessing phase.

3.1 | Data interpolation

In data interpolation, an average of any two real instances is
computed, and the new (synthetic) instance is added to the
dataset [52].

3.2 | Data flipping

After the interpolation phase, a few images from the datasets
are flipped to various orientations (25, 45, 60 and 75). The
original images and flipped versions are shown in Figure 5.
These flipped versions of the original images are put near the
end of the dataset, which is also the portion of the dataset that
is utilised in this proposed study. Despite the fact that none of
the data inflation approaches provided the original data, the

new data points that are produced using such techniques are
highly similar to the original data points. The data interpolation
and flipping techniques are summarised in the pseudo‐code
given in Algorithm 1.

Algorithm 1 Pseudo code for interpolation and data
flipping

Start
L ←dataset length
Data inflation:
for i = 1 → L do

Newi ¼
MimðiÞþMimðiþ1Þ

2 ⊳ Generate new images
Data flipping:
for i = 1 → L/4 do

Newf1i ← Mim
i

for i = L/4 → L/2 do
Newf1i ← Mim

i
for i = L/2 → 3 L/4 do

Newf1i ← Mim
i

for i = 3 L/4 → L do
Newf1i ← Mim

i
Output: Data Augmented BMIs.
End

4 | ENCRYPTION SCHEME

Medical images have become the most extensively utilised in-
formation in healthcare informatics. In many cases, images are
stored and processed on a remote cloud server. Such images
are inevitably threatened by security flaws entailing various
forms of harm ranging from individual privacy violations to
life‐threatening data alteration [53–56]. As a result, the security
of digital images has become a challenging task for researchers.
Due to the unique features of image data that distinguish it
from text structure data, such as high redundancy and corre-
lation and large storage capacity, traditional encryption
schemes such as Data Encryption Standard (DES) [21] and
Advanced Encryption Standard (AES) [22] are not feasible for
real‐time applications.

F I GURE 4 BMIs of normal person (a)–(j) and patient with brain tumour (k)–(t) collected from various hospitals.
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4.1 | Hyperchaotic map

We propose to use a seven‐dimensional (7D) Hyper chaotic
map (SHCM), developed by Yang et al. [57] to secure the BMIs in
our dataset. SHCM integrates a six‐dimensional (6D) hyperchaotic
[58] and one‐dimensional (1D) linear maps. It exhibits
complicated behaviour yet has a straightforward algebraic
framework. SHCM contains five positive Lyapunov exponents
(LEs), indicating that it is very complex and superior to lower‐
dimensional maps. Moreover, the large number of initial pa-
rameters that can be used as secret keys offers a large size key,
making the encryption algorithm resistant to brute force attacks.
The mathematical formulation of SHCM is given in Equation (1).

8
>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>:

y01 ¼ h
�
y2 − y1

�
þ y4 þ dy6;

y02 ¼ e
�
y1 − y2

�
− y1y3 þ y5;

y03 ¼ −f y3 þ y1y2;

y04 ¼ gy4 − y1y3;

y05 ¼ −Ly2 þ y6;

y06 ¼ p1y1 þ p2y2;

y07 ¼ ky7 þmy4;

ð1Þ

where y1, y2, …, y7 correspond to the initial conditions or secret
keys of SHCM. The coupling parameter is denoted by m. The
constant parameters are h, f, and e. The control parameters are d,
g, L, p1, p2, and k. The hyperchaotic behaviour of SHCM is shown
in Figure 6 using the parameters h = 10, m = 1, L = 9.9, f = 83,
d = 1, p1 = 1, e = 28, g = 2, p2 = 2, andk = 1. It also has seven
Lyapunov exponents (LEs) and a very rare unstable equilibrium
Q(0, 0, 0, 0, 0, 0, 0, 0). The obtained LEs for SHCM are LE1 = 1,
LE2 = 0.4128, LE3 = 0.2255, LE4 = 0.1360, LE5 = 0.0880,

LE6 = 0.0000, andLE7 = 12.5289. The eigen values of the cor-
responding LEs are E1 = 22.06230, E2 = 2.6667, E3 = 1, E4 = 2,
E5 = 11.4755, andE6,7 = 0.0370.3850i. As can be shown, SHCM

may construct five positive LEs with just one equilibrium.

4.2 | Encryption algorithm

Apart from hyperchaotic maps, the proposed encryption
method employs a bit‐plane encryption technique that de-
composes the BMI into its eight bit‐planes (BPs). The purpose
of extracting the BPs from the plaintext image is to create
confusion or permutation in the plaintext image at the bit‐level
because, as stated in Ref. [59], any encryption technique is
considered more secure if it encrypts the digital image at the
bit‐level as compared to the pixel level.

In addition to creating the permutation in the plaintext image,
computing time is also a critical element. Therefore, only bit‐
planes containing the majority of plaintext information are
considered for permutation. The percentage of information
present in each bit‐plane can be calculated usingEquation (2) [59].

Ik ¼
2k−1

P7
k¼02k−1

ð2Þ

In Table 1, the information percentage of the plaintext
image contained in each bit‐plane is shown, where it can be
observed that over 94% of the plaintext information is
included in the first four bit‐planes, which are the Most Sig-
nificant Bit‐Planes (MSBPs).

The permutation process applied to the BPs is as follows:
Let the plaintext BMI is IBMI is:

I ¼

2

4
150 26 210
35 127 206
42 169 166

3

5

The binary version of IBMI will be as follows:

Ibin ¼

2

4
10010110 000110100 11010010
00100011 01111111 11001110
00101010 10101001 10100110

3

5

To extract the BPs from Ibin consider each corresponding bit
from each pixel. For instance, for the BP8th , choose 8th bit from

F I GURE 5 Original and corresponding flipped versions of an MRI Image.

F I GURE 6 The hyperchaotic behaviour of SHCM.
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each pixel. Similarly for the BP8th , choose 7th bit form each pixel
and so on. The extracted eight BPs form Ibin will be as follows:

BP8th ¼

2

4
0 1 1
1 0 0
0 1 0

3

5;BP7th ¼

2

4
1 0 1
1 1 1
1 0 0

3

5

BP6th ¼

2

4
1 0 1
1 0 0
1 0 1

3

5;BP5th ¼

2

4
0 1 0
1 1 1
0 0 0

3

5

BP4th ¼

2

4
0 0 1
1 0 1
1 0 1

3

5;BP3rd ¼

2

4
1 1 0
0 0 0
1 0 0

3

5

BP2nd ¼

2

4
0 1 0
1 0 1
1 1 0

3

5;BP1st ¼ 5

2

4
0 0 0
0 0 0
0 0 0

3

5

If we change the positions of values present in the BPs, the
permuted bit‐planes (PBPs) will be as follows:

PBP8th ¼

2

4
1 1 0
0 0 0
1 0 1

3

5; PBP7th ¼

2

4
0 1 1
1 0 1
1 1 0

3

5

PBP6th ¼

2

4
0 1 0
1 1 1
0 0 1

3

5; PBP5th ¼

2

4
1 1 1
0 0 1
0 0 0

3

5

PBP4th ¼

2

4
0 1 0
0 0 1
1 1 1

3

5PBP3rd ¼

2

4
1 0 1
1 0 0
0 0 0

3

5

PBP2nd ¼

2

4
1 1 1
0 1 1
0 0 0

3

5; PBP1st ¼

2

4
0 0 0
0 0 0
0 0 0

3

5

Following the permutation process, the binary values that
are placed at position (1,1) in each PBP are merged together to
produce the eight binary values that are used for the first pixel

value (1,1) of the permuted image. In a similar manner, in
order to acquire the (1,2) pixel in the permuted image, combine
the binary values that are inserted at the location (1,2) in each
PBP. Repeat the same process to obtain all pixel values of the
permuted image (Pim). The final permuted image corre-
sponding to IBMI will be as follows:

Pim ¼

2

4
10010110 11111010 01010110
01100100 00100010 01111010
11001000 01001000 10101000

3

5

Pim ¼

2

4
150 250 86
100 34 122
200 72 168

3

5

The matrix (Pim) is obtained by performing only a per-
mutation operation on the bit plane, and the resulting matrix is
clearly distinct from the original matrix I.

Following the extraction of bit‐planes from the original
image, it is divided into numerous blocks and rotated in various
directions. Rotating each block creates diffusion through the
XOR operation. Additionally, four distinct blocks are created,
each one identical in size to the block extracted from the
plaintext image. Equation (3) explains the mathematics behind
such created blocks.

8
>><

>>:

b1 ¼ ⌊xiðj þ 1000Þ � 1010⌋ mod 4
b2 ¼ ⌊xiðj þ 1000þ LiÞ � 1010⌋ mod 12
b3 ¼ ⌊xiðj þ 1000þ 2� LiÞ � 1010⌋ mod 20
b4 ¼ ⌊xiðj þ 1000þ 3� LiÞ � 1010⌋ mod 28

ð3Þ

where xi is a sequence generated using hyper chaotic map,
Li = mn/16. that is, mn is size of original image, flow is
the function which discards the numerical digits after
the decimal point. i = 1, 2, …, 4 � mn/16 and j = 1, 2,
…, mn/16.

The “XOR”, “add” and starting block operations are very
effective not only just for diffusing the effects of previous
pixels, but also for enhancing the encryption effect on images
having a large portion of the same pixel values.

After performing the “XOR”, “summation” and block
rotation operations, shift 8‐bit right in the row direction to get
another block that requires processing and continues hori-
zontally until finish. Then, using 8‐bit pairs, proceed down and
8‐bit left shift to produce another block for further processing.
The initial encryption procedure is repeated until it reaches the
end of the 2m � 2n matrix. Finally, an image is generated by
translating this processed matrix of dimensions 2m � 2n into a
matrix of dimensions m � n.

Due to the processing sequence from upper left to lower
right, a change to a pixel might propagate to the pixels behind it.
To increase the diffusion effect, an XORoperation is performed
vertically from the bottom right to the upper left then perform
permutation according to the random sequence generated using
hyperchaotic map. The permutation operation is applied to the
image's rows and columns. Numerous permutation rounds are

TABLE 1 Percentage information in each position of bit‐plane (BPk+1)
[k = 0, 1, …7].

Position Information %

1 0.30

2 0.79

3 1.42

4 3.12

5 6.25

6 12.23

7 25.7

8 50.20
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undertaken to ensure that the plaintext image has the highest
amount of unpredictability possible.

After the first encryption step, a 1 − D array, denoted by
Q, is generated. The XOR operation is applied to Q according
to Equation (4) to generate the final encrypted image. The
generalised block diagram of the proposed encryption algo-
rithm is shown in Figure 7.
8
<

:

b1 ¼ ⌊xiðj þ 1000Þ � 1010⌋ mod 256
E ¼

�
bðiÞ � 103 þ Eðiþ 1Þ

�
mod 256

⊕
�
QðiÞ þ bðiÞ � 102

�
mod 256 ⊕ bðiÞ

ð4Þ

Where ⊕ is the XOR operator. The generated secured im-
ages using the proposed encryption algorithm are displayed in
Figure 8, where it is clear that the plaintext information is
properly encrypted and no information can be visualised.
Additionally, as indicated in Ref. [60], their corresponding his-
togram reveals that the plaintext information in the encrypted

image is highly secured. A generalised pseudo‐code of the pro-
posed encryption algorithm is given in Algorithm 2.

Algorithm 2 Pseudo code for the proposed
encryption algorithm

Start
Input Original MRI images (Mim) of size M � N
Bit-plane extraction:
for b = 1 → 7 do

Pb ←
�Mim
2b
�
mod 2

⊳ P1, P2, …, P7 are the extracted
biplanes

Random sequence generation:
Iterate SHCM for one thousand times
Insert initial conditions and control
parameters (K1, K2, …, K7) in SHCM.
for i = 1 → 1000 do
Iterate Equation (1) ⊳ Store results
in Yi+1
Q(i) ← Yi+1 � 999
F(i) ←⌊Q(i)⌋
Md(i) ← F(i) mod 256

X ← UNIQUE(Md(i), 256) ⊳ Choose only unique
values
Change initial conditions:

�
K 01;K

0
2;…;K

0
7

�

Repeat all the above steps to generate
another random sequence (Y) for column
permutation
Row permutation:
for row = 1 → R do

rowperm(X(R), :) ← Mim(R, :)
Column permutation:
for col = 1 → N do

colperm(:, Y(col)) ← rowperm(:, N)
Create diffusion using XOR operation to
generate final encrypted image.
EndF I GURE 7 Generalised block diagram of the proposed encryption

algorithm.

F I GURE 8 Plaintext images (a)–(c) and their histograms (d)–(e) along with their corresponding ciphertext images (g)–(i) and histograms (j)–(l).
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5 | TUMOUR DETECTION

This section provides the details of data analysis for detecting
and localising tumours in BMIs. We perform several data
preprocessing steps to clean noise in BMIs. The noise could be
introduced due to device calibration issues or during the data
augmentation phase. We also enhance the image quality for
effective analysis by contrast stretching. We extract relevant
image features from the preprocessed BMIs. These feature
vectors are then classified using a CNN‐based deep learning
framework.

The overall methodology consists of three major phases:
(a) data preprocessing, which includes MRI image contrast
stretching and image segmentation; (b) feature extraction and
(c) CNN classification as shown in Figure 9. We discuss details
of each phase in the following subsections.

5.1 | Preprocessing

To enhance the image quality of the de‐noised BMIs, we
apply contrast stretching to them. Let I be the original BMI
with A � B dimensions (A and B correspond to the number
of rows and columns in BMI). The Gaussian filter (Gf) is
applied to the original images for initialisation and finding the
Gaussian value. A Gaussian expression can be found in
Equation (5).

Gf ¼
1

ϕ
ffiffiffiffiffiffi
2π
p eððIða;bÞ−σÞ=ϕÞ

2

ð5Þ

where σ represents the average value of I(a, b) and ϕ rep-
resents the standard deviation which is the amount of vari-
ation or randomness in the pixel values of the digital image.
Once this Gaussian value is obtained, it is used in the gamma
function H(i, j) for contrast stretching, which enhances the
contrast between the tumour area and the surrounding
background pixels. The function H(i, j) is described by the
equations below:

Hði; jÞ ¼
1þ σ

ξ
� Ξ ð6Þ

ξ¼
1þGðf Þ

ϒ
ð7Þ

ξ and ϒ in Equations (6) and (7) represent the assisting
function and the constant with a value of 0.2, respectively. The
Ξ stands for a constant parameter with an initialised value of 2
[61]. The image brightness can be improved by increasing the
value of Ξ. The effect of applying the median and contrast
filters is displayed in Figures 10b,c, respectively.

5.2 | Feature extraction

Feature extraction is the process of gathering higher‐level in-
formation such as the shape, texture, colour and contrast
present in the original image. Texture analysis is a critical
component of both machine learning systems and human vi-
sual perception [62].

The quality and significance of features determine the ac-
curacy of downstream classification tasks and the subsequent
medical diagnostics. A critical task in brain magnetic resonance
imaging is extracting significant features due to the complex
structure of diverse tissues such as white matter, grey matter
and cerebrospinal fluid (CSF). A better understanding of
textural observations and analysis might aid in diagnosing tu-
mours, determining the stage of cancer and evaluating treat-
ment responses.

Various image features have been used in different
domains. Haralick et al. [63] argued that the texture features
and the Gray Level Co‐occurrence Matrix (GLCM) are the
most frequently used features for extracting the relevant
information from an image. We use a two‐phase approach
to extract features of BMIs. First, we compute the GLCM
of images and then extract texture features based on the
GLCM. The formulae for some of the relevant statistical
features that we use and their brief description are given
below.

Mean (μ): is calculated by summing all the pixel values in
the original image, divided by the total number of pixels pre-
sent in the original image, as given in Equation (8).

μ¼
1

A� B
�
XA−1

i¼0

XB−1

j¼0
Iði; jÞ ð8Þ

F I GURE 9 Proposed methodology for detecting brain tumour.

F I GURE 1 0 Effect of applying median and contrast filter on a sample
noisy image.
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Standard deviation (σ): is the value of the second
moment representing a population's probability distribution
and may be used to quantify inhomogeneity. A higher value of
σ results in a higher degree of intensity and a greater contrast
between the pixel values in the original image. The value of σ
can be found using Equation (9).

σ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
A� B

�
XA−1

i¼0

XB−1

j¼0

½Iði; jÞ − MÞ�2
v
u
u
t ð9Þ

Skewness (Sk(I )): is used to gauge symmetry, or the
absence of symmetry in an image. Sk(I ) can be calculated using
Equation (10).

SkðIÞ ¼
1

A� B
�

1
σ3

X
½Iði; jÞ − M�3 ð10Þ

Kurtosis (Kk(I )): is used to measure the probability of a
random variable distribution. For the image I, its kurtosis Kk(I )
can be evaluated using Equation (11).

KkðIÞ ¼
1

A� B
�

1
ðσÞ4

X
½Iði; jÞ − M�4 ð11Þ

Coarseness (Coar): Coarseness, a measure of roughness in
an image, is used to distinguish between different textures. For
a constant window size, a texture with a lower number of
texture elements is considered coarser than the one with a
higher number. Having a rough texture corresponds to a
higher coarseness value. Coarseness values are lower in fine
textures than in coarse textures. It is defined as follows:

Coar ¼
1

2AþB
XA−1

i¼0

XB−1

j¼0
Iði; jÞ ð12Þ

5.3 | CNN architecture selection

In the proposed research work, several pre‐trained CNN ar-
chitectures, such as MobileNetV2 [64], Densenet [65], ResNet
[66], LeNET CNN [67] and EfficientNet [68] are evaluated. We
select the best performing CNN architecture for the task of
brain tumour detection in BMIs. As shown in Table 7, the
statistical results for the several parameters are given, in which
it can be seen that the LeNET gives the highest accuracy
among the pretrained CNN architectures. The suggested CNN‐
based model, which is employed in this article, consists of two
convolutional layers, two pooling layers and one fully con-
nected neural network. The first convolutional layer has 128
convolutional filters, which are used to convolve the input BMI
with the kernel of size 3 � 3 as given in Equation (13).

Convolve output¼ IðI ; jÞ⊕ F ð13Þ

where ⊕ denote the BMIs convolution operator. F is the
filter function that gives the filtered output when the original
BMI and the function F are convolved with each other. In
the proposed work, the function F is a linear function.
Therefore, any type of padding such as zero padding, is not
required.

Each convolution filter creates a large number of high‐
density pixels, which are incompatible with direct application
to feed‐forward neural networks. As a result, the sizes of filters
for output data should be adjusted before feeding into the
neural networks. This is accomplished via the use of layers,
which are used for pooling purposes. A 2 � 2 filter mask is
applied to filtered output which is generated by applying the
convolution filters. The filter mask has a mean value, which is
determined using the average pooling layer. Because the max‐
pooling layer has a high level of accuracy, it is used in the
design of the proposed CNN.

Before reaching the final convolutional layer, the response
of the first pooling layer is sent through the other convolu-
tional layer, in which 256 convolutional filters are used. It is
3 � 3 in size corresponding to the kernel size of the other
convolutional layer. For high classification accuracy, the num-
ber of convolutional filters in the first and second convolu-
tional layers is calculated and fixed after multiple iterations in
the first and second layers, respectively. In the response from
both the layers, there is a mixture of positive and negative
values to consider. It is not suitable to feed negative values
directly into the pooling layer of CNN design because it results
in a degradation of the functionality of the pooling units.
Therefore, the convolved patterns from both layers are sent
through the rectifier linear process, which changes the negative
response into a positive one, and thus the result is a positive
response.

By passing such filtered outputs via a second pooling layer,
the second convolutional layer's output size is reduced by a
factor of two. The second pooling layer performs similar
functions to the first.

A fully connected feed‐forward neural network (FFNN)
[69] is used in the proposed work, which is designed for
the categorisation of outputs from the other pooling layer.
A total of two hidden layers, one input layer, and one
output layer, are used in our experiments. A total of five
neurons makes up the input layer, and each hidden layer
has a total of twelve neurons. Two neurons are located in
the output layer. The neurons in each layer are selected
after a number of repetitions in order to attain the highest
possible accuracy in categorisation. Specifically, the first
neuron in the output layer represents the tumour case,
while the second neuron is representative of non‐tumour
cases in the output layer.

To summarise the proposed work, a pseudo code given in
Algorithm 3.
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Algorithm 3 Pseudo code for classification methods

Start
Input: D ←Decrypted and Augmented Dataset
of BMIs
Classification:
[Γ, γ] ← TESTTRAINSPLIT(D)

⊳ Γ is train set, γ is test set
iΓ ←Index(Γ) ⊳ Indices of train set values
iγ ←Index(γ) ⊳ Indices of test set values
Liγ←CLASSIFICATION

�
DðiΓÞ;LðiΓÞ;D

�
iγ
��

⊳ using CNN,SVM, RF, DT

Output: Classified Dataset of BMIs.
End

6 | EXPERIMENTAL SETUP AND
EVALUATION MEASURES

The proposed research work is implemented using the Python
open source framework and evaluated on a system having
hardware specs of 8 GB RAM and a 6 GB of GPU having 6
graphics processing clusters.

6.1 | Security evaluation parameters

For the evaluation of the proposed encryption algorithm,
several security parameters such as entropy, energy, contrast
and correlation are considered.

Entropy (E): of an image is used to determine its degree of
randomness. Higher entropy values result in less information
being available in an image. Entropy may be calculated math-
ematically using Equation (14).

EðIÞ ¼
XA−1

i¼0

XB−1

j¼0
Iði; jÞlog2Iði; jÞ ð14Þ

Energy (En): is used to measure the amount of informa-
tion present in the image. Higher values of energy correspond
to more information. It can be calculated using Equation (15).

EnðIÞ ¼
XA−1

i¼0

XB−1

j¼0

I2ði; jÞ ð15Þ

Contrast (Cont): is the measurement of the pixel intensity.
Mathematically, it can be defined as follows:

ContðIÞ ¼
XA−1

i¼0

XB−1

j¼0
ði − jÞ2Iði; jÞ ð16Þ

Correlation (Corr): The degree of similarity between im-
age pixels is defined by the correlation coefficient. The greater

the value of correlation, the greater the similarity between the
pixels. The correlation coefficients lie in the range [‐1 +1]. The
values −1 and +1 correspond to the negative and positive
correlations, respectively. Given total pixels (K) and enciphered
images in horizontal and vertical directions (E(f) & E(g)),
correlation between each pair of image pixel values (P and Q)
can be calculated using the equations given below:

CorrðP;QÞ ¼
1
K
PK

j¼1ðxi − Enðf ÞÞ
�
yi − EnðgÞ

�

σf σg
ð17Þ

σf ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
K

XK

j¼1

�
f i − Eðf Þ

�2

v
u
u
t ð18Þ

σg ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
K

XK

j¼1

�
gi − EðgÞ

�2

v
u
u
t ð19Þ

6.2 | Classification evaluation parameters

We have used several performance assessment parameters to
gauge our proposed classification techniques. These perfor-
mance matrices are calculated using the confusion matrices as
shown in Table 2.

Sensitivity (Ssen) or Recall (Rrcl): of the tumour region
pixels are defined by the number of tumour area pixels that are
correctly identified and given by Equation (20).

Ssen ¼
tp

tpþ fn
� 100 ð20Þ

Specificity (Sspe): of the tumour region pixels are defined by
the number of non‐effected pixels that are correctly identified
and given by Equation (21).

Sspe ¼
tn

tnþ fp
� 100 ð21Þ

Accuracy Aacc: of the tumour area pixels is defined by the
total number of correctly detected tumour and non‐tumour
pixels in the final tumour area segmented brain image and
given by Equation (22).

TABLE 2 Confusion matrix for calculating performance evaluating
parameters for classification technique.

Predicted

No Yes

Actual No True positives (TP) False positives (FP)

Yes False negatives (FN) True negatives (TN)

REHMAN ET AL. - 11



Aacc ¼
tpþ tn

tpþ tnþ fpþ fn
� 100 ð22Þ

Precision (Ppre): is defined as the number of well‐identified
non‐tumour pixels and given by Equation (23).

Ppre ¼
tp

tpþ fp
� 100 ð23Þ

F‐Measure (F1): integrates accuracy and recall into a single
statistic that incorporates both characteristics and given by
Equation (24).

F1 − score¼ 2�
�
Ssen � Ppre

Ssen þ Ppre

�

� 100 ð24Þ

7 | RESULTS AND DISCUSSION

To evaluate the performance of the proposed work, experi-
mental results for the proposed encryption scheme and the
proposed tumour detection model are conducted separately
after performing data augmentation.

7.1 | Data augmentation statistics

We use an initial collection of BMIs obtained from various
hospitals in Rawalpindi and Islamabad, Pakistan. A specialist
doctor indicated the labelling of the brain tumour in BMIs. We
augment this dataset with additional synthetically generated
BMIs using our data augmentation scheme. The dataset we use
for evaluation contains 5960 BMIs, of which 4424 are taken
from several hospitals. The remaining 1536 BMIs are generated
using our data inflation method. The detailed dataset statistics
are provided in Table 3.

A tiny section of the dataset is shown in Table 4 in which
data interpolation and flipping is performed. The instances
with the asterisk (*) sign in Table 4 are created with the
interpolation method. For example, instance number 2 repre-
sents the new data point that is generated by interpolation of
instances number 1 and 3. A lot of data points are added to
make the dataset bigger by interpolating the same way. Simi-
larly, the new instances created using the flipping method are
mentioned in Table 4 with a double asterisk (**) sign. Despite
the fact that none of the data inflation approaches provide the
original data, the new data points that are produced using such
techniques are highly similar to the original data points.

7.2 | Encryption evaluation results

The proposed design is evaluated in terms of the settings of
the simulated environment and the metrics used in the evalu-
ation process.

In addition to security parameters, fast performance in
image encryption is crucial for real‐time applications. It can be
shown from Table 5 that the suggested technique is much
quicker than the algorithms given in Refs. [70–74].

Detailed explanations of security parameters are given in
Refs. [30, 75]. The statistical values of the security parameters
for the proposed and existing encryption systems are displayed
in Table 5, demonstrating that the proposed encryption tech-
nique outperforms the existing encryption schemes in terms of
security and computational cost.

7.3 | Classification results

For evaluation of our classification methods, the dataset is
divided into training and testing sets. For the training dataset,
a total of 3335 and 964 BMIs are chosen from hospitals and
inflated dataset, respectively. Similarly, remaining portion of
the dataset is chosen for the testing dataset. The dataset
details for the training and testing sets are provided in
Table 6.

A few pre‐trained deep learning models, such as LeNET,
MobileNetV2, Densenet, ResNet and EfficientNet are incor-
porated in the present work. The deep learning model known
as LeNET is chosen since it offers the highest accuracy as
shown in Table 7.

Figure 8a–8d shows the confusion matrices for the pro-
posed work when CNN, NB, SVM and RF are incorporated.
Confusion matrix of CNN in Figure 8a shows the least number
of false positives 29/5960 and false negatives 48/5960. Such
confusion matrices are used to calculate the performance
assessment parameters such as accuracy, sensitivity, precision,
specificity and F‐score Table 8.

The percentage performance assessment parameters for
different classifiers are shown in Table 9. It is evident from the
classification statistics that CNN is the most suitable candidate
for the proposed model using several performance evaluation
metrics reported in Table 9.

Table 10 compares the results of the proposed simulation
to those of other standard approaches in which brain tumour
detection methodologies using machine learning and deep
learning is proposed. We have implemented these comparable
techniques in Python and evaluated using our proposed data-
set. When comparing the proposed technique for brain tumour

TABLE 3 Data points taken from
different hospitals and data inflation
methodology.

Methodology Total Male Female Normal BMIs Patients with brain tumour

Hospitals 4424 3252 1172 1239 3185

Augmentation 1536 879 657 783 753

Total 5960 4131 1829 2022 3938
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detection to other traditional approaches, it is obvious from
Table 10 that the suggested approach obtained high perfor-
mance ratings, specifically in terms of accuracy.

The performance measurement of multiclass classification
problem is evaluated using area under the receiver operating
characteristic curve (AUC‐ROC). The trade‐off between the
false positive rate (FPR) and true positive rate (TPR) at
various threshold levels is examined using AUC‐ROC. The
higher AUC‐ROC represents a good model to distinguish
between the images with tumour and normal images. The
AUC‐ROC of the proposed model is very close to 1 (0.977)
as desired.

There are 104 images in which tumour‐effected pixels are
present and are classified. The proposed work divides tumour
patient images into 72 “moderate” cases and 32 “severe” cases.
The suggested diagnostic algorithm described in this article

accurately identifies 71 out of 72 mild case images and 31 out
of 32 severe case images. Thus, our suggested algorithm ach-
ieves a classification accuracy of 98.6% on mild case images
and accuracy of 96.8% on severe case images.

8 | CONCLUSION

We present a CNN‐based approach for accurate brain tumour
prediction using BMIs. The dataset utilised in the proposed
work is fully protected with an encryption scheme using
hyperchaotic maps and bit‐plane decomposition methods to
provide high security. To enhance input quality, noise is elim-
inated from BMIs using median and Gaussian filters. Addi-
tionally, contrast stretching is employed to enhance the BMIs
in order to extract accurate features. Furthermore, CNN is

TABLE 4 Texture and statistical features of images used in the proposed study. The images with * and ** represent the instances created using the
interpolation and flipping methods, respectively.

BMIs Mean (μ) Std. dev. (σ) Entropy (E) Skewness (Sk) Kurtosis (Kk) Energy (En) Contrast Correlation Coarseness

1 8.78 44.69 6.65 0.00563 2.770 � e−5 10.689 0.368 0.976 8.653

2* 8.68 43.59 5.99 0.00365 2.632 � e−5 9.998 0.237 0.895 8.776

3 7.99 42.49 6.49 0.00148 3.991 � e−5 10.123 0.210 0.798 9.886

4 9.98 41.60 6.84 0.00562 2.531 � e−5 10.869 0.287 0.753 7.998

5* 9.36 41.19 4.39 0.00112 3.997 � e−5 9.872 0.310 0.900 8.635

6 8.86 41.32 4.68 0.00129 2.910 � e−5 9.896 0.356 0.783 7.335

7 7.69 41.33 5.63 0.00198 2.940 � e−5 9.358 0.210 0.960 8.549

8* 8.54 41.23 4.86 0.00299 2.929 � e−5 9.328 0.265 0.432 8.665

9 8.34 43.54 5.67 0.00987 2.266 � e−5 9.946 0.324 0.761 8.346

10** 8.65 43.12 5.89 0.00312 2.646 � e−5 9.766 0.196 0.873 8.463

11** 8.64 43.13 5.87 0.00399 2.467 � e−5 9.312 0.553 0.378 8.996

12** 8.33 43.55 5.67 0.00468 2.316 � −5 9.556 0.346 0.778 8.345

13** 8.12 43.35 5.86 0.00113 2.367 � e−5 9.789 0.346 0.668 8.686

14** 8.34 43.32 5.64 0.00112 2.687 � e−5 9.862 0.319 0.336 8.760

TABLE 5 Comparison of the proposed
and existing encryption schemes.

Encrypted MRI images

Proposed work

Entropy Correlation Energy Contrast PSNR
Execution
Time (sec)

Normal BMI1 256 0.0002 0.0153 9.2411 3.64 0.022

Normal BMI2 260 −0.0052 0.0151 10.7831 5.34 0.022

Disease BMI1 254 −0.0034 0.0155 10.7344 2.65 0.025

Disease BMI2 257 0.0001 0.0153 10.7981 3.69 0.034

Average 258.5 −0.0011 0.0152 10.4987 3.83 0.025

Existing schemes Comparison

Ref [70] 7.9954 −0.0016 0.0157 9.9883 20.45 1.362

Ref [71] 7.9956 0.0004 0.0153 9.9785 14.37 1.397

Ref [72] 7.9927 −0.0074 0.0163 9.9943 17.68 2.975
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employed to identify whether or not the BMIs have brain tu-
mours. To evaluate the performance of the encryption scheme
entropy, energy, contrast and correlation metrics are used. The

classification system is evaluated using accuracy, precision, F‐
score, AUC‐ROC and recall, and the investigation reveals
that both proposed methodologies exhibit better performance
than the existing ones. Our algorithm achieves a classification
accuracy of 98.6% and 96.8% on mild and severe case images,
respectively.
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