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Abstract: Rapid developments in the era of IoT technologies, coupled with the espousal of social media tools 
and applications, have promoted the use of data analytics as a means to gain significant insights from 
unstructured data.  Sentiment analysis is an approach that identifies data polarity to classify a text as positive, 
neutral, or negative. Also referred to as opinion mining or subjective mining, sentiment analysis has 
applications that range from marketing and customer service to clinical medicine. The application of sentiment 
analysis in the epoch of big data has proved invaluable in classifying sentiment and, in general, determining 
opinions from the average person’s frame of mind Several sentiment analysis techniques have been 
developed over the years.  In this regard, this article presents a brief survey on the   sentiment analysis 
applications, as well as feature extraction and sentiment classification techniques. This article surveys various 
feature extractions techniques and concludes that each technique has its own pros and cons, and can be 
combined for better results. The survey on classification methods suggests that hybrid methods provide finer 
results than individual ones.  The survey of applications surmises that sentiment analysis as applied to 
different sectors, helps expand business opportunities. Also, the paper presents a few open challenges in 
carrying out sentiment analysis. 

HIGHLIGHTS 
 

• Surveyed various feature extraction and Classification Techniques that can be used for sentiment 
analysis.  

• Surveyed various applications of sentiment analysis. 

• Surveyed various issues and challenges. 
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INTRODUCTION 

Sentiment analysis (SA), an application of natural language processing (NLP), is a technique that 

determines the emotional context of a piece of text. It is commonly referred to as opinion mining [1]. This 

method is valuable for businesses as it allows them to identify and categorize customer opinions on their 

products, services, or ideas. Moreover, sentiment mining can also extract polarity, subject, and opinion holder 

information from text in addition to identifying sentiment. Sentiment analysis can be applied at various levels, 

including sub-sentence, sentence, paragraph, and document levels. 

SA has various applications and benefits many fields and industries, including marketing and advertising, 

customer service, politics, healthcare, finance, and social sciences. It allows businesses, organizations, and 

governments to understand public sentiment and make informed decisions based on consumer behavior, 

brand reputation, political issues, patient feedback, market trends, and societal attitudes.  

SA comes in a variety of forms. They are Intent analysis, Emotion detection SA, Fine-grained SA, and 

Aspect-based SA. Fine-grained SA determines the polarity of an opinion, which may just require a binary 

distinction of positive and negative sentiment. A classic example would be a rating along the lines of very 

good, good, average, bad, and very bad, as in a typical five-star Amazon review.  Emotion detection SA 

allows for the detection of emotions such as anger, happiness, anxiety, frustration and sadness. Aspect-

based SA designates a viewpoint on a particular product feature, such as the camera quality of a particular 

phone. Consumer assistance systems frequently employ intent analysis to ascertain the type of intention 

indicated in a message. 

SA is possible on 4 different levels, including at the concept, aspect, document and sentence levels. In 

document-level SA, the whole document is analysed and its polarity ascertained [2,3]. The goal of sentence-

level SA, also termed subjectivity classification [4], is to classify the opinions voiced in every sentence. 

Aspect-level (also known as entity-level or phrase-level or feature-based) SA identifies constructs and 

devotes adequate attention to the opinions/sentiments articulated [3]. Concept-level SA examines concepts 

that do not overtly convey emotion and is focused on the semantic evaluation of content [5]. It is the next 

level of understanding emotions in feedback data. 

Two principal SA techniques are the subjective lexicon and machine learning (ML) approaches. The 

Lexicon approach is further classified as Dictionary-based (DB) and Corpus-based (CB). In turn, the DB is 

further classified as statistical and semantic based. The ML approach is, likewise, further classified into 

supervised and unsupervised learning. The former includes Maximum Entropy (ME), Neural Networks (NN), 

Naïve Bayes (NB), and the Support Vector Machines (SVM) classifiers. 

SA undertakes sub-tasks like data collection, preprocessing, feature extraction, and classification. The 

data is taken from a slew of open-source datasets, as well as from Twitter, Facebook, and other social media. 

Preprocessing, the next step, cleans the data and readies it to be fed to the model. This is accomplished by 

a series of steps like eliminating unnecessary characters, tokenization, capitalization/de-capitalization, 

removing stopwords, lemmatizing, stemming, and, finally, correcting spelling and grammar. 

This paper briefly reviews applications and recent trends in SA and related areas. Further, it presents 

the process and methodology of SA, discusses feature extraction and classification techniques, and 

examines issues and challenges.  

Motivation and Justification 

The motivation for the survey is to help researchers with their work on SA and related areas, and it is 
hoped that this paper will prove to be an invaluable reference in those directions. The paper provides insights 
into SA techniques that can be applied together. The need for SA is much important in industries such as 
marketing, customer service, and public opinion research, where understanding customer opinion is critical 
for success.  In addition, carrying out SA on raw data highlights the opinion of the general public on reviews, 
products, and brands.  Such exchanges present businesses useful insights into customers’ perceptions about 
the brand and gives license to make dynamic trade decisions to sustain the image of the businesses. These 
factors justify the undertaking of the present survey on SA. 

Surveying feature extraction and classification techniques yields new features that will be a linear 
combination of the existing ones. Such a combination of two or more methods helps overcome the individual 
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drawbacks of a single method.  The survey on SA applications will help business professionals beat the 
competition by giving their trade decisions the backing needed. 

MATERIAL AND METHODS  

Issues and Challenges 

This section deals with the issues and challenges listed below, as they relate to SA and its applications. 

Tone 

Tone can be difficult to clarify verbally, and even more so where the written word is concerned. 
Complications arise in the analysis of voluminous data containing both subjective and objective responses. 

Polarity 

Easy-to-understand words such as “good” and “bad” are high on positive (+1) and negative (-1) polarity 

scores. However, in-between combinations of words such as, for instance, “not so good”, meaning average, 

find themselves in mid-polarity. Occasionally, phrases like these get left out and corrupt the sentiment score. 

Irony and Sarcasm 

In sarcastic text, negative sentiments are expressed using positive words [6] or pseudo-compliments, 
making it difficult for SA tools to detect what the response actually implies in the context. This frequently 
results in a higher volume of positive responses that are actually negative. 

Negations 

Negations are a tactic of back-pedalling the polarity of sentences, words, and phrases.  Negations are 
words that confuse the ML model, like no, not, never, neither, cannot, hardly, barely, nowhere or were not. 

Word Ambiguity 

Word ambiguity is another issue faced while working on SA. Word ambiguity creates problems, owing to 
the impracticability of defining polarity ahead of time, given that the polarity of certain words is firmly 
dependent on their context in the sentence. 

Multi-polarity 

At times, a given sentence or document or unit of text to be analyzed reveals multi-polarity. In such 

cases, relying solely on the study' overall findings may be misleading, similar to how an average may 

occasionally conceal important information about all the values that went into its calculation. 

Feature Extraction Techniques 

The preprocessed dataset has distinctive properties, and the feature extraction method extracts aspects 
from the processed dataset [7]. Various feature extraction techniques are listed below. 

Bag of Words 

The Bag of Words (BoW) is an NLP technique that extracts features from documents simply and flexibly 
[8]. The text describing the presence of terms in the document is represented by the BoW. Because the 
document ignores any information regarding word order or word formation, it is known as a "bag" of words.  
The model considers the occurrence of recognised terms in the document, not their location. 

Text generally lacks structure and organisation, which is a key issue for ML algorithms, which require 
organised, well-defined, fixed-length inputs. The bag of words method converts texts with variable lengths 
into vectors with fixed lengths. 

TF-IDF 

Term Frequency-Inverse Document Frequency, or TF-IDF, is a measure of a term's importance in a 
particular document [9]. The idea behind TF-IDF is to give more weight to terms that appear more frequently 
in one document and less frequently in another since they are better suited for classification [9]. The term 
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"term frequency" (TF) refers to the frequency with which a term appears in a certain text [10]. For a given 
term, the ratio of the total number of documents to the number of documents containing that term is known 
as the inverse document frequency (IDF). 

𝑇𝐹 = (𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑎 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡)/(𝑇𝑜𝑡𝑎𝑙 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡) 

𝐼𝐷𝐹 = 𝐿𝑜𝑔((𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑠)/(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔)) 

The major pitfall of TF-IDF is that it does not detain textual position, semantics, co-occurrences across 
documents, etc. Thus, it is used only as a lexical level feature. 

Word2Vec 

Word2Vec is an algorithm that uses a NN model to learn term interrelation from a voluminous text corpus 
and construct word embeddings [11]. The Word2Vec model is used to extract the relatedness across words, 
including synonym detection, analogies, semantic relatedness, preference selection, and concept 
categorization. It learns significant relations and encodes similarities into a vector similarity. It takes a huge 
text corpus as input and creates a vector space that spans hundreds of dimensions [11]. The word2vec uses 
one of the two architectures: Skip Gram or Continuous Bag of Words (CBOW). 

The CBOW predicts a word under consideration, given the context words within a specific window. The 
skip-gram model functions differently from CBOW as it generates embeddings for the surrounding context 
words within a defined window based on a given current word. 

Part-of-Speech Tagging 

The practice of Part-of-Speech (POS) tagging, which dates back to the 1960s, has garnered renewed 
interest from NLP researchers due to its ability to extract product features, as these features tend to be 
expressed through nouns or noun phrases [12]. Also known as grammatical tagging, POS tagging labels 
each word in a phrase with its corresponding part of speech, such as nouns, pronouns, verbs, adverbs, 
adjectives, conjunctions or prepositions. POS tagging also creates synonym feature list i.e., a list of related 
words for certain keywords which increases the accuracy of the model. An example of synonym features is 
“good”, “great”, “excellent”, “fabulous”.  

A major limitation of POS tagging is ambiguity, owing to the occurrence of numerous common words 
with different meanings, resulting in multiple POS. 

Classification Techniques 

Sentiment classification is an automated technique used to detect opinions within text and classify them 
as positive, neutral, or negative, based on the underlying emotions conveyed. Sentiment classification 
techniques are of 3 types, ML, lexicon-based, and hybrid, as depicted in Figure.1. 

Machine learning techniques 

The ML approach refers to an artificial intelligence technique that enables computers to learn through 
supervised, semi-supervised, or unsupervised methods [13]. 

Supervised learning 

In supervised learning, the ML algorithm is trained on a small labelled dataset that represents the bigger 
dataset to be worked with. This gives the algorithm a basic idea of the problem to be dealt with.  

Supervised learning algorithms include SVM, NB, Decision Tree (DT), Random Forest (RF), Linear 
Regression, etc. 

 

Unsupervised learning 

Unsupervised ML involves algorithms that train on unlabeled data and are permitted to act on the data 
with no supervision. It aims to find the intrinsic dataset, group the data based on similarities, and represent 
the data in a compressed format. 

 
The unsupervised ML uses algorithms such as Apriori algorithm, NN, K-means clustering algorithm, 

Gaussian mixture, etc. 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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Figure 1. Sentiment Classification Techniques 

Semi-supervised learning 

The semi-supervised ML algorithm, as its name implies, sits between the supervised and unsupervised 
learning algorithms. This type of learning approach employs both labeled and unlabeled datasets to train the 
algorithm. 

Semi-supervised learning uses algorithms that include continuity assumption, cluster assumption, 
generative models, and heuristic approaches. 

Lexicon-based approach 

A lexicon-based approach uses the lexicon features, Lexicon features are the features that are derived 
from analyzing the words in the text using a lexicon, which is a collection of words where every word has a 
specific score indicative of its polarity. Lexicon features include the frequency of certain words and their 
emotional tone in a text like positive connotation count, positive word count, negative word count, etc. A 
lexicon-based approach combines the scores of all the words in the document, using adjectives and adverbs 
to find the sentiment polarity of the text [14]. The lexicon-based approach is of two types, DB and CB. 

Dictionary-based (DB) approach 

A DB approach initially creates a dictionary by taking a few words, following which a thesaurus is used 
to expand the dictionary by incorporating the synonyms and antonyms of the words taken [15]. The process 
is carried on until no new words are found and the dictionary is refined through a manual inspection. 

Corpus-based (CB) approach 

A corpus is a collection of writings, often on a specific topic [16]. A CB approach finds the polarity of 
context-specific words. The approach is of 2 types, statistical and semantic. The statistical approach finds 
co-occurrence words in a corpus [16]. A word that appears mostly in a positive text has positive polarity, and 
one that occurs largely in a negative text has negative polarity [16]. The semantic approach calculates 
sentiment values by using the principle of word similarity [16]. The synonyms and antonyms of a given word 
are found using a thesaurus and its sentiment value is calculated. 

Hybrid approach 

A hybrid approach combines ML and lexicon-based approaches, getting the best of both worlds [15], 
particularly in terms of improved accuracy. While the lexicon-based approach has a high level of precision 
but low recall, it can enhance both recall and accuracy when paired with an ML classifier  

Sentiment Classification Techniques 

Machine Learning 
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Semi-Supervised 
Learning 

Unsupervised 
Learning 

Supervised Learning 

Corpus Based 
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Qualitative Analysis 

In this paper, a qualitative analysis is made on the works of various authors on SA. The qualitative analysis provides information on the dataset used, strength, 
weakness and various techniques like pre-processing, feature extraction and classification. A qualitative analysis of studies on SA has been made and the 
findings are listed in Table 1 for easy reference. 

 

Table 1. Qualitative Analysis of Sentiment Analysis Techniques 

References 
Name of the 
Method/ System 

Dataset 
Used 

Pre-processing 
Feature 
Extraction 

Classifiers Strength Weakness Applications 

Na et al [10] 
Rule-based 
linguistic 
approach 

DrugLib.com Not specified 

BOW and 
negation 

document 
features 

SVM 

The proposed 
linguistic 
approach 
performed 
significantly 
better than the 
baseline ML 
approaches 

No in-depth 
comparison 
with linguistic 
approach is 
carried out 

Health Care 
Sector 

Ding, Liu 
and Yu [11] 

Holistic lexicon-
based 
approach 

Amazon 
Product 
Review 

Not specified 
Part-of-
Speech 
tagging 

- 

Both implicit 
and explicit 
opinions are 
considered. 

The synonym 
feature is not 
identified in 
this work 

User Reviews 

Kim et al. 
[12] 

Box office record 
prediction system 

YouTube 
and IMDb 
website 

Not specified Done SVM 

A list of 
emoticons, 
informal words, 
and various 
acronyms that 
depend on the 
genre are 
included. 
 

It supports 
only English 
language 
and not 
multilingual 

User Reviews 
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Cont. Table 1 

Tamrakar et 
al. [17] 

SFD sentiment 
classification 
model 

Web-based 
learning 
system 
feedback 
form 

Removing 
numbers, 
punctuations, 
converts all 
characters into 
lowercase, 
tokenization, 
removing stop 
words, 
lemmatization 
 

BoW, TF-IDF 

Logistic 
Regression, NB, 
SVM,  
DT 

SVM shows a 
better 
classification 
accuracy 

- 
Student 
Reviews 

Kumar et al. 
[18] 

Hybrid Feature 
Extraction 
Method 

IMDb Movie 
Review 

Removing 
numbers, 
punctuations, 
converts all 
characters into 
lowercase, 
tokenization, 
removing stop 
words, 
lemmatization 

BoW, TF-IDF, 
Positive word 
Count (PC), 
Negative 
word Count 
(NC), Positive 
Connotation 
Count (PCC), 
Negative 
Connotation 
(NCC) 

NB, ME, SVM, 
K-Nearest 
Neighbor 

 
By incorporating 
the strengths of 
each feature 
extraction 
method, the 
Hybrid Feature 
Extraction 
Method 
enhances the 
accuracy of 
classification 
and boosts the 
overall 
efficiency of the 
model. 

More lexicon 
features 
could be 
added to 
feature 
subset 

Movie 
Reviews 
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Quantitative Analysis 

A quantitative analysis is carried out on SA methodology by computing and comparing the value of the 
precision, recall, accuracy, and F-score performance metrics [19]. A few formulas are listed in Table 2 to 
compute the value of the performance metrics. 

Accuracy 

A measured value's accuracy is how closely it resembles a reference value or true value, and establishes 
how often a sentiment rating is correct. 

Precision 

Precision is a metric that gauges the degree of exactness of a classifier. A higher precision score 
indicates fewer FP, while a lower score indicates a greater number of FP. 

Recall 

Recall gauges the completeness, or sensitivity, of a classifier. Higher recall means fewer FN, while lower 

recall means more FN. 

F-score 

The F-score is a metric that assesses the accuracy of a test by taking into account both its Precision and 
Recall values. It is computed as the Harmonic mean of Precision and Recall. 

                            Table 2. Metric Formula 

 Performance Metric         Formula 

 Accuracy 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 Recall 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 Precision 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 F-score 

2
1

𝑃
+

1

𝑅

 

Where P is the precision and R is the Recall 

Notations: TP: True Positive, FP: False Positive, TN: True Negative, FN: False Negative 

The quantitative analysis of the studies related to SA, in terms of performance metrics, has been carried 
out and the findings are presented in Table 3 for easy reference.  

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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  Table 3. Quantitative Analysis of Sentiment Analysis Techniques 

Reference 
Name of the 
method/system 

Feature Extraction Algorithm used 
Performance 
Metric 

Performance 
Value 

Na et al. 
[10]  

Rule-based linguistic 
approach 

BOW and negation document 
features 

SVM F-measure 79% 

Ding, Liu 
and Yu [11] 

Holistic lexicon-based 
approach 

Part-of-Speech tagging - 

Precision 92% 

Recall 91% 

F-score 91% 

Kim et al. 
[12] 

Box office record 
prediction system 

- SVM Accuracy 80% 

Tamrakar et 
al. [17] 

SFD sentiment 
classification model 

Bag-of-Words, TF-IDF SVM 

Accuracy 87.27% 

Recall 45.45% 

Precision 97.73% 

F-score 58.36% 

Kumar et al. 
[18] 

Hybrid Feature Extraction 
Method 

BoW, TF-IDF, PC, NC, PCC, NCC 
NB, ME, SVM, K-Nearest 
Neighbor 

Accuracy 83.93% 

F-score 83.7% 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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Applications of Sentiment Analysis 

SA has a wide range of applications, listed in Table 4, in healthcare; finance; politics; sports; hospitality 
and tourism; marketing and sales; and assessment and evaluation, as well as in user reviews, as depicted 
in Figure 2. 

 

 
 

Figure 2. Applications of Sentiment Analysis. 

Health Care Sector 

In their study, Korkontzelos and coauthors [20] sought to evaluate the impact of SA features on the 
detection of adverse drug reactions (ADRs) through an enhancement made to the ADRMine, an existing ADR 
detection technique. To evaluate the effectiveness of SA features in identifying ADR mentions, 81 drug-
related posts with manual annotations were collected from the DailyStrength forum and Twitter. The SA 
features were then incorporated and the study found a slight improvement in the ADR mentions' performance 
in both tweets and healthcare forum posts. The results suggest that SA features could be utilized in 
pharmacovigilance in the future. 

Na et al. [10] developed a rule-based linguistic technique to classify sentiment in drug reviews, with the 
objective of creating an effective technique for sentiment analysis of social media material. The researchers 
leveraged SentiWordNet and the Subjectivity Lexicon [21], two widely used SA resources, to create linguistic 
rules for classification. 

User Reviews 

Ding, Liu, and Yu [11] put forward a lexicon-based approach at the sentence level. They addressed the 

challenge of determining the binary sentiment orientation of opinions regarding product features/aspects, 

without aiming to assign sentiment scores. The approach involved sentiment summarization based on the 

number of negative and positive opinions, but it did not explore the degree to which the opinions themselves 

were negative or positive. 

In their research, Kim et al [12] explored the use of social media data mining to predict the box office 

success of movies. Their study revealed that combining viewer comments with marketing properties resulted 

in more accurate box office revenue predictions. 

Financial Sector 

Tetlock [22] conducted a study on the sentiment of Wall Street Journal (WSJ) reports and quantified their 
level of optimism and pessimism. The results revealed that after pessimistic reports, trading volume tended 
to increase, and highly pessimistic reports often led to a decline in market prices. Tetlock and his team also 
utilized the Harvard IV-4 psychological dictionary [23] to analyze the negative word count in the Dow Jones  

 

Applications of Sentiment Analysis 

User Reviews 

Politics 

Others 

Financial Sector 

Health Care 
Sector 
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News Service and WSJ stories related to Standard and Poor's 500 (S&P 500) companies from 1980 to 2004, focusing solely on the positive and negative 
dimensions of the dictionary. 
Jaiwang and Jeatrakul [24] developed a model to predict stock prices using a SVM after applying a major voting algorithm to select key technical and fundamental 
indicators for each stock. They evaluated the models effectiveness with different kernel functions within the SVM, such as the dot, RBF, sigmoid, and polynomial 
functions. The study showed that the dot function was the most effective kernel function. However, they also noted that using too many features could result in 
significant demand for storage space and computational processing power, potentially affecting the impact of critical technical indicators on the predicted price.  

Politics 

The cross-domain SA technique of Wu and Tan [25] implemented a 2-stage approach. In the initial stage, they established a relationship between the 
source and target domains by utilizing a graph-ranking algorithm to select some of the best seeds from the target domain. In the later stage, the basic structure 
was utilized to determine the sentiment value of each document, followed by the labeling of target domain documents based on the values. 

 Liu and Zhao [26] also suggested a 2-stage approach. In the initial stage, a feature translator was used to transform a feature in the source domain to a 
feature in the target domain. In the later stage, the source domain data were employed to fit a classifier to classify the unlabeled data in the target domain. 

Park et al [27] developed a method to classify news articles based on the aspects they covered. However, their method was limited to certain types of 

articles that were classified in an unsupervised manner, preventing the establishment of specific political orientations. 

 

Table 4. Areas of Sentiment Analysis Applications 

Category References Area Dataset(s) Purpose 

Healthcare 

Korkontzelos 
et al. [20] 

Drug 
Twitter and Daily 
Strength 

 
The objective was to explore the impact of incorporating SA features on the 
identification and differentiation of ADR mentions and indication mentions. 

Na et al [10] 
Health and 
Medical 

Discussion forum 
DrugLib.com 

 
To create a proficient approach for sentiment analysis (SA) of social media content 
in the domains of health and medicine. 

Financial 

Tetlock [22] Stock Market Wall Street Journal 
 
To determine if there is a correlation between news industry content and variation in 
the stock market's overall performance. 

Tetlock [23] Stock Market 
Wall Street Journal 
and Dow Jones 
News Service 

 
The goal is to make predictions for both accounting earnings and stock returns of 
firms. 

Jaiwang and 
Jeatrakul [24] 

Stock Market 
Stock Exchange of 
Thailand 

The objective is to develop a highly accurate prediction model for the buying and 
selling points of stocks, using a SVM model for forecasting. 
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Cont. Table 4 

Politics 

Agarwal and 
Mittal [8] 

Political 
preference of 
public 

Twitter To analyze the citizen’s political preferences using Twitter data. 

Basarslan 
and Kayaalp 
[9] 

Policy making 
and Electoral 
campaign 

Faculty weblogs 
To apply SA on blog comments by integrating supervised and unsupervised ML 
techniques. 

Reviews 

Kim et al. [12] 
Product 
Review 

Amazon 
To leverage external evidence and the linguistic conventions inherent in natural 
language expressions. 

Kharde and 
Sonawane [7] 

Movie 
YouTube and IMDb 
website 

To forecast a movie's box office success by analyzing user comments on its trailer 
and examining the promotional materials associated with the film on social media 
platforms. 

Others 

Schumaker et 
al. [28] 

Sports Twitter 
To predict the match outcomes in the English Premiere League by analysing the 
sentiment in the tweets 

Taylor et al. 
[29] 

Tourism Trip Advisor 
To suggest a method for sentiment analysis that focuses on specific aspects of 
tourism product reviews. 

Chung and 
Zeng [30] 

Border 
Security 

Twitter 
To analyse the US border security and immigration policy using tweets of 
community activists, influential users and leaders. 

Jiang et al. 
[31] 

Construction 
Project 

Weibo.com To scrutinize the perspective of public towards the hydro project. 

Zavattaro et 
al. [32] 

Government Twitter 
To determine whether the citizen’s opinion can impact their involvement with the 
government through social media 

Stavrianou 
and Brun [33] 

Marketing and 
Sales 

Epinion.com 
to introduce an expert recommender system that can analyze customer reviews, 
extract sentiments, compare products and their reviews, and make 
recommendations based on the findings. 

Li and Wu 
[34] 

Location and 
Forecasting 

Sina Sports  
To examine the hotspot detection on web-based gatherings and foster a gauge 
through SA and text-mining. 
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DISCUSSION 

Based from the data presented in Tables 1, 3, and 4, this section summarizes some of the key findings 
and their implications of the survey. One of the primary takeaways from the survey is that sentiment analysis 
is a challenging task due to the complexity and variability of human emotion. Additionally, several factors - 
including tone, polarity, negation, multi-polarity, irony, sarcasm, and ambiguity - can influence SA. Of these 
factors, sarcasm and irony are particularly significant because they can convey emotions that are different 
from what is being expressed. Unlike verbal communication, which relies on additional cues like tone and 
facial expressions, textual communication provides fewer indicators of emotional tone, making sentiment 
analysis more difficult. However, despite these challenges, sentiment analysis is increasingly being used 
across various domains and applications. Quantitatively, the survey found that the SVM classifier 
outperformed other classifiers, achieving an accuracy of 87.27%.  

CONCLUSION 

This article has reviewed certain applications of SA and provided a few open challenges. Further, it has 
reviewed the processes and methods of SA, as well as those of major feature extraction and classification 
techniques. Every paper studied has advantages and disadvantages, as well as a particular problem-solving 
approach. This survey has attempted a theoretical study of several applications, feature extraction and 
classification techniques that includes the BoW, TF-IDF, supervised learning, unsupervised learning, and DB 
approaches, among others. The survey showed that the algorithms developed have though shown promising 
results, none is so superior to resolve every single problem. The SVM, which has delivered the best 
performance to date, needs a lot of work in terms of further enhancements. One possible solution to overcome 
the limitations of individual algorithms is to combine them to enhance SA performance. Also, the SA 
techniques typically only consider the overall sentiment expressed in the text, without distinguishing between 
different aspects of the product or service being discussed. Here comes the need for aspect-based SA. It is 
hoped that the survey of SA processes, levels, applications, feature extraction techniques, classification 
techniques, and issues and challenges carried out in this paper will help further future research. 
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