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Preface 
 

This book has been decades in the making. After over two decades as a U.S Coast 
Guard security practitioner, in the mid-1990s I began a second career in academic 
teaching and research in the security field. In my academic career, I strove to 
learn the methods of advanced security analysis, as what I had seen while on 
active military duty was little more than very basic intuitive analysis. In 2008, I 
became the Homeland Security Program Coordinator at Eastern Kentucky 
University (EKU). Here, I was introduced to the use of systematic critical thinking 
through the EKU Teaching and Learning Center. I immediately introduced critical 
thinking into my undergraduate and graduate courses. I wish I had known 
systematic critical thinking when I was a security practitioner as it would have 
made me more effective in my career as a U.S. Coast Guard officer.  
 

Audience 
 

In the larger sense, this book is for anyone who wants to learn foundational 
techniques for generating the best answers to complex questions and best 
solutions to complex problems. The security community often refers to this 
complexity as wicked problems. Examples used in this book come from the 
broader security field, which includes national security, homeland security, law 
enforcement, and corporate security. However, the critical-thinking framework 
and techniques presented in this book are also applicable to any discipline in the 
social sciences. The book attempts to synthesize material from academic research 
methods with professional practitioner analytic techniques. Recognizing most 
students will never become academics, the bias of this book is toward the 
practitioner approach to analysis, but it also includes significant material on 
academic research methods such that a robust academic social science research 
course may be designed around the material.  
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This book is designed as an initial textbook for teaching research and 
analysis in upper-level undergraduate programs in national security, homeland 
security, intelligence studies, law enforcement, and corporate security. The book 
also can be retained as a reference on security analysis throughout a student’s 
academic and professional careers. At the graduate student level, this book also 
may be used as a supplementary text and reference in analysis courses, especially 
for students who have not been instructed previously in critical thinking. The 
book also is useful as a textbook and reference in professional training courses for 
instructing intelligence analysts and security-related policy analysts. Another 
audience for this book is experienced security analysts who want to learn the 
foundations of critical thinking. This is not a book about how security-related 
research and analysis is necessarily conducted by either practitioners or 
academics. Instead, it provides an alternative approach for systematic research 
and analysis using a critical-thinking framework. 

Security analysis exists to support decision making. One definition of such 
analysis states its purpose is to “…provide an edge to the decision maker.”1 The 
decision makers may be in the U.S. National Security Council, U.S. Defense or 
Homeland Security departments, military services or field commanders, 
government agencies, or others working in the security community. This book 
focuses more on strategic analysis, although the techniques covered are equally 
applicable to operational and tactical analyses. Qualitative analysis techniques are 
emphasized, but the material also is useable in comparative or quantitative 
studies. While the book focuses more on security analysis support for decision 
makers, it also provides techniques leading to rigorous analysis useful in 
developing academic papers or journal articles. 
 A major challenge of this book was synthesizing the practitioner and 
academic approaches to research and analysis, communities that do not often 
“mesh.”  I find practitioners and academics do not always understand each other 
and often “talk past each other”—even when discussing the same subject. This is 
because they have differing vocabularies, assumptions, goals, techniques, and 
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customers for their analyses. For example, the term validity related to an analytic 
report in practitioner terms usually means trying to reduce analytic bias and 
attempting to find the truth (a very slippery concept in itself). Academics on the 
other hand have a more precise and nuanced use for the term validity in their 
published research, but still with a goal of reducing bias. Academic validity checks 
employ specific techniques for assessing biases in existing literature, data 
collection methods, conceptual modeling, hypotheses testing, and in determining 
overall analytic rigor. This is because academic research is meant to add to the 
larger knowledge base on a subject and therefore should be as unbiased as 
possible. Practitioners, on the other hand, are focused on timely support to their 
customers’ decision making, which can make it susceptible to significant bias if 
the analyst is not careful. Hopefully, this book will reveal how practitioner and 
academic security analysis techniques may converge and actually complement 
each other.  
 

Plan of the Book 
 

Chapters 1 through 3 provide background and context on the field of security 
analysis. Chapter 1 summarizes the progression of security analysis through 
history and presents a model to help conceptualize current U.S. security fields and 
their relationships. Chapter 2 argues why critical thinking is vital to security 
analysis and presents a Security Analysis Critical-Thinking Framework, which is the 
basis for this book. Chapter 3 surveys foundational concepts in social science 
research and analysis and relates them to security analysis. 
 Chapters 4 through 10 provide detailed analytic guidance on addressing 
specific elements in the Security Analysis Critical-Thinking Framework (purpose, 
questions, information, context, points of view, assumptions, conceptualization, 
alternatives, interpretation/inference, and implications/consequences). These 
elements apply to both intelligence analysis and security policy analysis. In each 
chapter, analytic techniques supporting the elements are introduced and 
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examples of their use provided. Chapter 11 provides guidance for both preparing 
written and verbal reports and how to quality check the overall results of the 
analytic effort. 

Three appendixes provide detailed information that is either applicable to 
multiple chapters or too lengthy for inclusion within chapters. Appendix I 
compiles a list of the most common informal logic fallacies that degrade good 
thinking. Appendix II summarizes the many heuristics and cognitive biases that 
also can degrade good thinking. Appendix III provides a process for analyzing 
political cultures, which is important for understanding and assessing points of 
views and key assumptions in any analysis.  

Chapters begin with a statement of the Bottom Line Up Front (BLUF), 
which is a summary of the highlights of the chapter. BLUF is also used in preparing 
security analysis written and verbal reports as detailed in Chapter 11. Chapters 
conclude with a list of the bolded Key Concepts presented in chapter texts, which 
allow readers to check their comprehension of this important material. Chapters 
also end with Discussion Points to facilitate individual and group thinking and 
energize class discussions. Finally, chapters and appendixes end with a Notes 
(endnotes) section. Figures and Boxes support the text throughout the book. 
Figures include tables, lists, and graphics. Boxes contain textual narratives. 
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Chapter 1  
Introducing Security Analysis 

Bottom Line Up Front (BLUF) 

The need for security analysis stretches back thousands of years. Since humans 
first began organizing in groups, information has been sought on potential 
adversaries. During and after World War II, security analysis became even more in 
demand to support military operations in both the Atlantic and Pacific theaters, 
the later Cold War, and the now post-Cold War. The September 11, 2001, terrorist 
attacks on the United States exposed a dire need for both improved U.S. national 
security intelligence analysis and policy analysis; however, only the U.S. 
Intelligence Community took action to improve its analysis after this major 
national failure. Today, the need for security analysis is even more acute as the 
nation faces both external national security and internal homeland security 
threats. 

Historical Summary of Security Analysis 

Security analysis emerged eons ago as competing human groups (tribes, clans, 
etc.) sought to identify the strengths, locations, and intentions of both their 
enemies and friends. Chinese General Sun Tzu (544-496 BCE) discusses the use of 
military information in decision making throughout his treatise The Art of War, 
including dedicating the last chapter to “Employment of Secret Agents.”1  Seeking 
information to gain military advantage is also a frequent theme in Thucydides’ 
History of the Peloponnesian Wars (431-404 BCE) waged between Sparta and its 
allies in the Peloponnesian League and Athens and its allies in the Delian League.2 
For centuries leaders have sent agents and envoys to foreign courts to assess 
their military capabilities and determine their intentions. One of the most noted 
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court advisers was Niccoló Machiavelli (1469-1527 CE), who was a diplomat and 
military strategist to waring principalities on what is today’s Italian peninsula.3 
General George Washington was known for his spy networks that gathered 
information on British forces and their intentions in support of his decisions in the 
American Revolutionary War.4 Security analysis to gain a decision advantage has a 
long history. 
 Modern U.S. security analysis began as the United States grew into a 
national security state with the start of World War II and during the following 
Cold War.5 At the start of World War II, President Franklin D. Roosevelt (FDR) 
recognized the need for intelligence collection and analysis beyond those of the 
military services, Federal Bureau of Investigation (FBI), and State Department. 
Roosevelt called on William “Wild Bill” Donovan, a World War I Medal of Honor 
winner, civilian attorney, and politician, to become FDR’s personal envoy in 
assessing the pre-war security conditions in Europe and the Mediterranean.6 In 
1941, FDR appointed Donovan to direct the civilian Office of the Coordinator of 
Information to produce strategic war analysis and report directly to the President 
and the Joint Chiefs of Staff. In 1942, with the addition of covert operations 
responsibilities, Donovan’s new organization became the Office of Strategic 
Services (OSS) and supported the war effort until disbanded in 1945 at war’s end 
by President Harry S. Truman.7 

As the U.S. government adjusted to the end of World War II and the start of 
the Cold War against the Soviet Union and its allies, Truman signed the 1947 
National Security Act that formed a permanent U.S. National Security Council 
and Joint Chiefs of Staff, and created the Central Intelligence Agency (CIA), 
Department of Defense (DOD), and U.S. Air Force (from the U.S. Army Air Corps). 
CIA was given similar tasking to conduct analysis and covert operations as the 
wartime OSS and was envisioned as a national-level foreign intelligence agency 
reporting directly to the President and National Security Council. The CIA Director 
also was assigned the position of Director of Central Intelligence, responsible for 
coordinating the intelligence activities of the CIA, DOD, military services, FBI, and 
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State Department. As this new national security structure unfolded over the next 
several decades, the importance and size of the security analysis community grew 
by leaps and bounds. Since 2004, sixteen U.S. government intelligence agencies 
and offices support U.S. national security, homeland security, and law 
enforcement activities, making up the main structure of the U.S. Intelligence 
Community (IC) under the coordination, direction, and oversight of a new 
Director of National Intelligence (replacing the previous Director of Central 
Intelligence). Hundreds of state, local, and corporate intelligence entities also 
cooperate and are integral to the IC’s missions. 
 Two early 21st Century cases were watershed events in U.S. security 
analysis. The first was the September 11, 2001, attacks on the United States by al 
Qaeda terrorists.8 The second was in 2002, not long after the September 11 
disasters, when the CIA’s National Intelligence Council (NIC) published a later 
widely criticized National Intelligence Estimate (NIE) on Iraqi Weapons of Mass 
Destruction (WMD).9 A number of investigations were commissioned to 
determine who in the U.S. security community was to “blame” for both the lack of 
warning about the September 11 attacks and the poor analysis in the Iraqi WMD 
NIE. Most of the published blame fell on the IC. The bi-partisan 9/11 Commission 
Report found the IC failed to share information on the al Qaeda attackers and 
their plans, intelligence analysts were unable to “connect the dots” (in fact no 
single agency’s analysts had all the known dots (facts) due to problems in sharing 
information), and the IC lacked “imagination,” leading its analysts to discount a 
massive foreign terrorist attack on U.S. soil.10 The Iraqi WMD NIE predicted 
inaccurately the existence of an Iraqi WMD capability, which was a major 
justification for the 2003 U.S. invasion of Iraq. Investigations found the NIE placed 
too much credence on one unreliable source, the analysis lacked robustness, and 
its findings were based on faulty assumptions.11

 Although the IC received the bulk of the criticism over the September 11 
disasters and the poor Iraqi WMD NIE, the security policy community was also at 
fault. When given pre-September 11 information on the threat of al Qaeda 
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attacks on U.S. soil—even though not specific in terms of the methods, places, or 
times of an attack—President George W. Bush and members of his National 
Security Council either disregarded the information or took no action.12  There 
appeared little concern for finding out more about the threat or bringing together 
multiple intelligence agencies and national security policy planners to institute a 
domestic interagency counterterrorism effort. The early-Bush National Security 
Council saw Iraq and Russia as their main opponents and placed little priority on 
the threat from al Qaeda, who they perceived as a small, rag-tag terrorist group 
operating from caves in Afghanistan. The security policy community was also 
partly responsible for the poor quality of the Iraqi WMD NIE. The policy 
community pressured the NIC through a directed short deadline to publish the 
report. They also interfered as Bush administration policy staffers (including Vice 
President Richard B. Cheney) engaged directly with intelligence analysts to guide 
the NIE analysis to support a National Security Council decision already made to 
invade Iraq.13  

Richards Heuer, a career CIA analyst and author of the landmark book 
Psychology of Intelligence Analysis,14 characterized the IC political-military 
analysis at the beginning of the 21st Century as mainly unaided judgment.15 He 
observed how the main analytic techniques in use included a combination of 
evidentiary reasoning, the historical method, case study analysis, and reasoning 
by analogy. These techniques usually followed the intuitive/inductive approach to 
analysis. Unaided judgment techniques can have serious limitations, but were the 
standard throughout the IC and no doubt also in the security policy community 
before the early-2000s.  

Evidentiary reasoning makes use of information (data, evidence, etc.), 
logic, and reasoning to reach a finding or conclusion. Evidentiary reasoning 
often lacks conceptual structures (models, theories) and can place too 
much analytic emphasis on the most recent evidence available. Some basic 
critical thinking was included with evidentiary reasoning, but this technique 
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was still embedded in the intuitive/inductive approach, which Appendix II 
details can inject significant bias in an analysis. 

 The historical method was an IC standard from World War II until the start 
of the 21st Century, as many OSS, CIA, and other IC analysts came from 
history and humanities departments in elite U.S. universities. This method 
included aspects of evidentiary reasoning and reasoning by analogy and 
was deeply embedded in IC analytic culture. The historical method 
excluded the more robust analytic techniques of behaviorism developed in 
the academic social sciences starting in the 1950s. Behaviorism, grounded 
in cognitive psychology and following the scientific method, became the 
main approach for academic social science analysis, but was little used in 
the IC steeped in the historical method. Behaviorism embraces both the 
application of the scientific method to human behavior and the ever-
increasing capabilities of computers to quantitatively analyze large 
databases.  

 Case study analysis, when used with the intuitive/inductive approach, also 
has a long history in the analytic community. Case study analysis included 
aspects of evidentiary reasoning, historical method, and reasoning by 
analogy as it concentrated on one or two specific cases. Case study analysis 
can be severely flawed if the contexts of comparable cases are not 
thoroughly investigated and if there is not a conceptual model or theory to 
use in generating inferences.  

 The reasoning by analogy technique uses past behaviors to explain or 
predict future behaviors and can also lead to severe analytic problems. This 
technique often neglects historical background and context. Often used by 
experienced senior analysts, reasoning by analogy can be a positive factor 
in guiding intelligence analysis, if the historical background and context of a 
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situation are thoroughly considered; however, if this or other 
intuitive/inductive approaches are used mainly by experienced analysts, it 
could add significant bias to their findings.  

Heuer also highlighted how employing unaided judgment did not lead to a 
documented systematic analytic process. He explained how analytic procedures 
were usually not recorded and “remain[ed] largely in the mind of the individual 
analysts.”16 This lack of documentation limited the ability of other analysts to 
check the results for validity.  
 Reeling from the harsh critiques of the September 11 disasters and Iraqi 
WMD NIE investigations, in the 2000s, the IC initiated a two-pronged approach to 
improve its analysis. The first approach for improving analysis was the adoption of 
formal critical-thinking frameworks. DOD subordinate intelligence agencies 
(National Security Agency, Defense Intelligence Agency, National Geospatial 
Intelligence Agency, military service intelligence entities) led the charge in 
adopting a framework created by the California-based Foundation for Critical 
Thinking.17 The second approach was the CIA and new National Counterterrorism 
Center’s (NCTC) adoption of an emerging approach using both existing and newly 
created structured analytic techniques (SATs).18 When the Office of the Director 
of National Intelligence (ODNI) formed after 2004, it mandated all IC analysts be 
taught and use the systematic methods of both critical thinking and SATs.19 ODNI 
also published “Intelligence Community Directive 203, Analytic Standards,”20 
which was effectively a checklist or rubric (grading template) for evaluating 
analytic products prior to their publication. In the security policy community, 
there were no corresponding actions to improve security policy analysis. This 
book provides a foundational approach to using a combination of both critical 
thinking, SATs, and other analytic techniques and demonstrates their usefulness 
not only to intelligence analysis but also to the security policy community.  
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Conceptualizing Security 

Security means different things to different people and the concept has changed 
over time. Prior to the 1980s, a model of U.S. security (depicted in Figure 1.1) 
could be described as non-overlapping circles for National Security and Citizen 
Security. The U.S. military and the IC were responsible for national security 
missions, i.e., protecting the United States from foreign aggression. Various 
federal, state, and local (tribal, county, city, town, etc.) law enforcement agencies 
were responsible for Citizen Security, i.e., protecting U.S. citizens from crime and 
violence. The few interactions between the Figure 1.1 National Security and 
Citizen Security communities included the areas of search & rescue, disaster 
response, major event security, and civil disturbance response. These limited-
duration interactions were carried out under the legal authority of Title 10 U.S.C. 
and Posse Comitatus.  Before the 1980s and continuing to today, U.S. 
government agencies complied with two primary existing federal laws defining 
the limits of U.S. military support to law enforcement agencies—10 U.S.C §271 - 
§284, Military Support for Civilian Law Enforcement Agencies, and 18 U.S.C §1385 
“Posse Comitatus.” In 10 U.S.C. are the details for how the military may legally 
provide information (intelligence), equipment, training, and maintenance support 
to civilian agencies. Posse Comitatus does not generally allow the U.S. military to 
become involved in civilian law enforcement searches, seizures, and arrests 
unless so directed by the Congress or President, which they have done almost 200 
times since the late-1800s when Posse Comitatus was first enacted. Both 10 
U.S.C. and Posse Comitatus support U.S. democratic governing tenets offering 
separation between the military and IC’s foreign activities and U.S. domestic law 
enforcement. As a result of this separation, a “wall” developed between National 
Security and Citizen Security that severely restricted cooperation and information 
exchanges between these two key components of U.S. security. 
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 In the 1980s, the U.S. security posture began to change. On October 14, 
1982, President Ronald Reagan declared illicit drugs a U.S. national security 
threat. By the late-1980s, the War on Drugs was further advanced as both the 
U.S. military and IC were tasked to directly support U.S. counterdrug operations 
with intelligence, operating units, and logistical support. Military deployments 
and IC activities supporting counterdrug operations were conducted for the first 
time on a continuing year-round basis and in some cases DOD and IC officials 
were in charge of key counterdrug agencies and programs. For example, CIA 
created the interagency Counternarcotics Center (CNC), and DOD formed joint 
military and interagency task forces to conduct maritime and airborne 
counterdrug detection and monitoring operations. The War on Drugs necessitated 
changes to the conceptual structure for U.S. security. As relationships grew 
among agencies of the military, IC, and law enforcement—plus the later 
formation of the U.S. Department of Homeland Security (DHS)—it created today’s 
security structure seen in Figure 1.2.21
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 DHS was formed with the passage of the 2002 Homeland Security Act. 
Unlike with counterdrug relationships dating back to the 1980s, before 2002 
coordination and planning among U.S. government agencies in the areas of 
counterterrorism, border security, and immigration control had few formalized 
structures. The September 11 disasters revealed a need to develop a specific 
government department for coordinating interagency responses to 
counterterrorism and other threats to the homeland that were not necessarily 
specific to the military; thus, the creation of DHS. Today, the military and IC have 
become more deeply involved in domestic counterterrorism, border control, and 
immigration enforcement operations. Common across these Homeland Security 
missions are threats to public security (terrorism, illicit drugs, human trafficking, 
smuggling, immigration violations, foreign criminal gangs) where existing law 
enforcement agencies are often overwhelmed and need assistance from the 
military and IC. As DHS formed, protecting the U.S. critical infrastructure also 
became a priority mission. With the vast majority of U.S. critical infrastructure 
owned by the private sector, corporate security also became a key component of 
the U.S. security structure. This is depicted by the Corporate Security circle in 
Figure 1.2, an area requiring coordination and support from both Homeland 
Security and Citizen Security (law enforcement) agencies. This new U.S. security 
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structure, with overlapping security responsibilities, reduced—but did not totally 
eliminate—the “wall” between security agencies. 
 For the purposes of this book, security analysis includes two key 
components:  intelligence analysis and policy analysis. Both of these components 
provide support to security decision makers. Larger agencies likely will have 
dedicated intelligence support staffs tasked to deliver analytic reports on threats 
and opportunities to the policy analysts, or at times directly to decision makers. It 
is then up to the policy analysts and decision makers to combine the intelligence 
reports with other information sources; consider political and resource 
constraints; develop a list of potential policy alternatives; and finally, decide 
which alternatives are best to pursue. In smaller organizations, the policy analysts 
may not have dedicated intelligence support and will be required to also 
complete the intelligence threat and opportunity analyses themselves. 
 A major tenet of intelligence analysis is that the reports provided policy 
analysts and decision makers must never recommend policy or solutions to the 
problem. The intelligence products must be non-partisan and not be influenced 
by the politics of the situation.22 Intelligence analysis mainly deals with threats 
and opportunities the IC has identified where decision makers need to be alerted 
and informed. It is perfectly acceptable; however, for policy analysts or decision 
makers to request an intelligence analysis of the implications or consequences of 
certain policy alternatives.  

Herein the use of the terms “security analysis” or “analyst” will indicate 
applicability to both intelligence and policy analysis. When the material is specific 
to the process of intelligence analysis or security policy analysis, those 
designations will be used in the text. The book will primarily address national 
security and homeland security examples, but the analytic techniques covered in 
the book are equally applicable to law enforcement and corporate security 
analysis—both for practitioners and academics. 
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Key Concepts 

1947 National Security Act 
2002 Homeland Security Act 
Analyst 
Behaviorism 
Case Study Analysis 
Critical Thinking 
Director of National Intelligence 
Evidentiary Reasoning 
Historical Method 
Intelligence Analysis 
Joint Chiefs of Staff 

Policy Analysis 
Posse Comitatus 
Office of Strategic Services 
Reasoning by Analogy 
Security Analysis 
Structured Analytic Techniques 
Unaided Judgment 
U.S. Intelligence Community 
U.S. National Security Council 
War on Drugs 

Discussion Points 

1. Why did the United States not have an equivalent of the Office of Strategic 
Services or Central Intelligence Agency before World War II?  
2. Why was the U.S. IC after the 1950s resistant to using behaviorism as a key 
analytic method? 
3. Why did the U.S. security policy community (policy analysts and decision 
makers) not take action to improve its analysis and decision-making after the 
September 11, 2001, disasters and Iraqi WMD NIE failure? 
4. Are there (or should there be) limits on the security support the U.S. military 
may provide to U.S. law enforcement under 10 U.S.C. and Posse Comitatus? 
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Chapter 2 
Why a Critical-Thinking Framework? 

Bottom Line Up Front 

Critical thinking has become increasingly important over the past few decades. 
Employers in both the public and private sectors seek employees with critical 
problem-solving and decision-making skills. Many people lack those skills because 
formal critical-thinking instruction has not been part of their educational or 
professional backgrounds. When people do not use critical thinking, it often 
results in a number of poor problem-solving tendencies and leads to both 
cognitive and personal biases, which may severely degrade the results of their 
thinking. This chapter summarizes a number of popular critical-thinking 
frameworks and synthesizes the material to create a Security Analysis Critical-
Thinking Framework. The goal is to ensure future security analysts and decision 
makers have the skills to address complex problems, as U.S. decision makers 
demonstrated in the 1962 Cuban Missile Crisis case study presented at chapter’s 
end.  

Employers Want Thinkers! 

Critical thinking is important because employers seek these skills in their 
employees. In one key area of security analysis, the Office of the Director of 
National Intelligence (ODNI) mandated all intelligence analysts must be trained in 
and use critical thinking.1 Having skills in critical thinking and problem solving 
increasingly are found in job advertisements in both the public and private 
sectors. The National Association of Colleges and Employers’ 2018 Job Outlook 
Survey found 99.2% of employers surveyed deemed critical thinking and problem 
solving as essential and rated them at the top of all other desired skills and 
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competencies sought in new hires.2 Employers want employees who can solve 
problems through evaluating, analyzing, and synthesizing information. They seek 
employees who can be reflective, foster understanding, guide sound decision 
making, and manage actions. Employees are sought who can combine facts, logic, 
and reasoning and not just apply intuition, emotions, and feelings to their 
analyses. As the Industrial Age has given way to the Information Age, employees 
are sought who are open-minded and flexible in their thinking in order to foster 
the creativity and innovation required in the future in both the public and private 
sectors. Critical thinking supports this Information Age need. 

Although there are a number of definitions for critical thinking, a good 
general definition offers critical thinking as a “mode of thinking—about any 
subject, content, or problem—in which the thinker improves the quality of his or 
her thinking by skillfully taking charge of the structures inherent in thinking and 
imposing intellectual standards upon them.”3  In other words, critical thinking 
entails “[t]hinking about your thinking while you are thinking in order to make 
your thinking better….”4  Critical thinking must be both active and systematic. An 
active thinker selects the critical-thinking framework to use and reflects on the 
use of the framework throughout the analysis. A systematic thinker follows a 
framework’s detailed steps and records their work for later review so other 
analysts may evaluate the validity of the results. To achieve validity, thinkers 
must work to reduce bias in their findings. The main contribution of critical 
thinking is the reduction of biases in findings supporting problem solving and 
decision making. A good critical thinker projects the characteristics summarized in 
Figure 2.1.  
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Figure 2.1   Characteristics of a Good Critical Thinker5 

• Raises vital questions and problems, formulating them clearly and 
precisely. 

• Gathers and assesses relevant information and effectively interprets it. 

• Comes to well-reasoned conclusions and solutions, testing them against 
relevant criteria and standards. 

• Thinks open-mindedly within alternative systems of thought, recognizing 
and assessing as needed, their assumptions, implications, and practical 
consequences. 

• Communicates effectively with others in figuring out solutions to complex 
problems. 

Humans are not born with critical-thinking skills—they must be taught. 
These skills cannot be gained in a single class or course. Similar to how the English 
language and mathematics are taught continuously across elementary and 
secondary education, the frameworks and techniques for critical thinking must be 
initially taught, more advanced techniques added over time, and the techniques 
exercised and thinking evaluated over a number of years. Without instruction and 
experience in critical thinking, human thought when “left to itself, is biased, 
distorted, partial, uninformed, or downright prejudiced.”6 Critical thinking has 
historically not been taught as a decision-making tool in U.S. elementary, 
secondary, or even post-secondary curriculums. Those who should be teaching 
critical thinking to meet today’s workforce demands are generally not familiar 
with critical-thinking frameworks and techniques.  

People without critical-thinking skills usually develop a number of non-
critical-thinking tendencies. These non-critical-thinking tendencies are the result 
of a lifetime of influences from their education, family, friends, workmates, 
politicians, religion, news media, entertainment industry, and other sources. 
These influences often highlight how thinking should be fun, exciting, easy, 
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spontaneous, free, chic, popular, patriotic, and beneficial to the thinker—in fact, 
none of these are characteristics of good thinking. Figure 2.2 lists the tendencies 
of poor thinking many people develop as a result of their lack of critical-thinking 
instruction and experience. Overcoming these poor-thinking tendencies presents 
severe challenges in critical-thinking instruction.  

Figure 2.2  Poor-Thinking Tendencies7 

• Given a question or problem, immediately jump to a finding or 
conclusion. 

• Fail to complete good information searches. 

• Satisfice or settle on the first conclusion appearing good enough.
• Confuse thinking hard with just discussing the information
• Rely on imprecise analogies that lack background and context. 
• Fail to use a systematic process to structure the analysis. 

• Identify incorrect patterns and false causality in data. 
• Fail to consider all alternatives, resulting in a narrow range of options. 
• Avoid addressing the question or problem.   
• Commit informal logic fallacies (Appendix I). 

• Generate unmitigated and unrecognized biases (Appendix II). 

Understanding Bias 

Critical thinking reduces bias in research, analysis, problem solving, and decision 
making. Those who do not use critical-thinking frameworks often tend to add 
significant bias to their arguments and statements. One dictionary definition of 
bias holds it is “a highly personal and unreasoned distortion of judgment.”8 Bias 
usually results from a person taking intellectual shortcuts or a failure to 
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thoroughly think through an issue. It is a deviation from the truth. Bias and the 
validity of analyses are indirectly related, as increasing bias leads to decreasing 
validity in an analysis. Bias has two major sources. First, bias may be cognitive in 
how a person’s brain works; i.e., how the brain has been “programmed” by all the 
influences in the person’s life. Such biases may be present even if the person is 
aware of them. Second, bias may be personal, meaning it emerges from a 
person’s individual belief system. Cognitive and personal biases differ for each 
person. Biases influence mindsets, which subsequently affects the results of 
thinking. Figure 2.3 summarizes the most common types of cognitive biases in 
security analysis. Chapter 6 looks deeper into personal biases as part of personal 
belief systems. Appendixes I and II, respectively, summarize an expanded list of 
logic fallacies and heuristics (cognitive biases) common in poor thinking and 
reasoning. Chapter 6 and Appendixes III reveal how personal biases often result 
from differing cultures and belief systems. 

Figure 2.3 Common Cognitive Biases in Security Analysis9 

• Confirmation (Affirmation) Bias – accepting only evidence that supports 
a pre-formed point of view and rejecting evidence contrary to this pre-
formed point of view (probably the most prevalent bias in all societies). 

• Anchoring Bias – focusing on one trait or piece of information to the 
exclusion of other information, especially new information. 

• Perception Bias – assuming the opponent will think or act just as the 
analyst would or as others in the same position have acted in the past. 
(Mirror-imaging) 

• Representativeness Bias – explaining the opponent’s decisions or 
behaviors based on their ideology or other traits (e.g., political views, 
religion, ethnic group, language, country of origin, etc.). (Stereotyping) 

• Group Conformity Bias – agreeing with the recommendations, findings, 
or points of view of the group to facilitate group cohesion, even though 
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the person has strong information or analysis supporting different 
alternatives. (Groupthink) 

• Fundamental Attribution Bias – over-emphasizing the personality-based 
explanations (opponent’s internal traits such as motivation, risk aversion, 
decision-making tendencies, etc.) over structural factors (laws and 
regulations, organizational or bureaucratic influences, other outside 
structural influences, etc.). 

• Blind-Spot Bias – being unaware of and failing to consider analyst’s 
personal biases, even as they recognize biases in others. 

Thinking, Fast and Slow 

The work of Nobel laureate Daniel Kahneman provides additional insight on the 
sources and effects of cognitive biases. Cognitive psychologist Kahneman, and his 
colleague Amos Teversky, explained how people do not apply the full force of 
reason to their thinking but instead utilize shortcuts called heuristics that bias 
decision processes.10 Kahneman won the 2002 Nobel Prize in Economics by 
demonstrating how economic decisions are influenced by a combination of 
heuristics leading to cognitive biases and are not simply based on rational 
monetary considerations (gains or losses). This refuted decades of economic-man 
theory where decision making in the face of uncertainty was based on primarily 
rational choices. Kahneman explains over 40 different heuristics in his book 
Thinking, Fast and Slow11 and argues one or more of these heuristics affect all 
human decision-making situations depending on the person and issue under 
consideration. These heuristics result in cognitive biases that degrade the results 
of the thinking and decision making. Appendix II provides a summary of 
Kahneman’s heuristics as they apply to security analysis. 
 Kahneman makes use of an abstract psychology model to explain the 
influence of heuristics on human thinking. This abstract model offers two 
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competing brain systems for human thought—System 1 (Fast) Thinking and 
System 2 (Slow) Thinking.12 System 1 thinking governs the majority of a person’s 
everyday behavior and decision making. This type of thinking is not only fast, but 
also largely effortless, and takes place primarily in the subconscious. A System 1 
thinker is good at data recall and looks for patterns and associations in data 
already known or recently found. That person also looks for situations governed 
by causality (but not always successfully). System 1 thinkers tend to create stories 
to explain events and strive to avoid cognitive dissonance by making the person’s 
thinking more consistent. System 1 thinking is very intuitive (sometimes called a 
“gut feeling”) and governs most everyday human behavior. For example, System 1 
is in action when people do not spend much mental effort deciding what clothes 
to wear each day. System 1 also takes over in immediate crisis situations that lack 
time for deeper thinking. System 1 is at play during a person’s immediate 
reactions (to brake, steer away, etc.) when a car unexpectedly pulls in front of 
them in traffic.  
 System 1 thinking is correct the majority of time. It may not be correct; 
however, when the decision-making situation is not routine, not an immediate 
crisis, or calls for complex thinking. System 1 thinkers often jump to conclusions 
based on poor assumptions. In other words, a person’s lack of mental effort 
drives most of the poor-thinking tendencies listed in Figure 2.2. System 1 thinkers 
may rely too much on unhelpful emotional responses, which can result in bias. 
Kahneman argues when System 1 thinking is not correct, one or more heuristics 
leading to cognitive bias (see Figure 2.3 and Appendix II) can usually be identified 
at work. 
 For situations requiring more robust and complex thought, System 2 
thinking is required. System 2 thinking requires conscious effort and is very 
deliberative. System 2 thinkers can handle abstract concepts and are grounded in 
logic, data, and reasoning. This system is good for employing advanced 
mathematics and statistics. System 2 is good for reductive thinking, meaning 
taking complex conceptual or empirical situations and reducing them to more 
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understandable basic or simple models. The downfall of System 2 thinking 
includes that it requires significant mental effort, time, and energy—which could 
lead to analytic or decision-making fatigue. A person’s System 2 thinking also can 
result in carelessness. There are times when System 1 thinkers will defer a 
decision situation to a System 2 solution. But, because a System 2 thinker’s 
process can be lackadaisical, it will accept the System 1 solution without taking 
the time and effort to complete a more robust analysis.  

Most people successfully employ a combination of System 1 and System 2 
thinking in their professional and personal decision making. It is mainly a person’s 
System 1 thinking techniques and tendencies that have been developed and used 
since birth. A person’s abilities to conduct System 2 thinking will depend on their 
level of education, intellectual curiosity, and flexibility in their thought processes. 
Critical thinking is designed to improve System 2 thinking as it provides systematic 
techniques for reducing System 1 thinking cognitive and personal biases. System 1 
thinking still has its place in everyday human behavior and decision making. 
However, to become a good analyst, problem solver, or decision maker, the 
systematic techniques of critical thinking must be applied to improve System 2 
thinking. Additionally, the person must be ready to expend the mental effort 
required to make System 2 thinking successful.  

Differing Critical-Thinking Frameworks 

People learning and teaching critical thinking are faced with a number of differing 
frameworks used by both practitioners and academics. Some frameworks are 
more complete and effective than others; for example, some frameworks are 
tailored for a particular profession or academic discipline. Figure 2.4 presents a 
sample of differing critical-thinking frameworks useful in security analysis. The 
following short discussions of these frameworks helps provide a better 
understanding of the evolution of critical thinking and how these frameworks are 
used in this book. 
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Figure 2.4 Critical-Thinking Frameworks Useful in Security Analysis 
Framework Author(s) Steps, Elements, or Tools Origins/Use 

Formal Logic Ennis13 FRISCO: Focus, Reasons, 
Inference, Situation, Clarity, 
Overview 

Philosophy, 
History,  
Journalism 

Scientific 
Method 

Multiple Purpose/Question, Theory, 
Hypotheses, Research 
Design, Data Collection, 
Hypothesis Testing/Data 
Analysis, Findings 

Natural Sciences, 
Social Sciences 

Assumptions 
Analysis 

Brookfield14 Analyzing Paradigmatic, 
Prescriptive, and Causal 
Assumptions  

Social Sciences, 
Critical Theory 

Creative 
Problem 
Solving 

Puccio, 
Mance, 
Murdock15 

Assessing the Situation, 
Exploring the Vision, 
Promulgating Challenges, 
Exploring Ideas, Formulating 
Solutions, Exploring 
Acceptance, and Formulating 
a Plan 

Business & 
Management 

Strategic 
Intelligence 

Pherson & 
Pherson16 

Questions, Assumptions, 
Reach Out to Other Sources, 
Evaluate Data, Assess Data & 
Form Hypotheses, Evaluate 
Hypotheses, Draw 
Conclusions, Generate 
Findings 

Intelligence 
Analysis 

Eightfold 
Path17 

Bardach18 Define Problem, Assemble 
Evidence, Construct 
Alternatives, Select 
Evaluation Criteria, Project 

Policy Analysis
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Outcomes, Confront Trade-
Offs, Focus-Narrow-Deepen-
Decide, Tell the Story 

Elements of 
Thought 

Paul & 
Elder,19 
Nosich20 

Purpose, Questions, 
Information, Context, Points 
of View, Assumptions, 
Alternatives, 
Conceptualization, 
Interpretation & Inference, 
Implications & Consequences 

For any 
Professional, 
Academic, or 
Personal Analyses 

 The Formal Logic framework traces its lineage as far back as the teachings 
of Greek philosophers Socrates (470-399 BCE), Plato (428-347 BCE), and Aristotle 
(384-322 BCE). The focus of logic is to combine facts, logic, and reasoning to 
generate supportable arguments. Robert Ennis created the FRISCO critical-
thinking framework by employing techniques from formal logic taught in college 
courses offered mainly by philosophy programs.21 Formal logic is used widely in 
the fields of philosophy, history, journalism, and computer programming. In his 
book, Reasoning for Intelligence Analysts, Noel Henrickson provides a 
multidimensional approach that combines formal logic with aspects of critical 
thinking and the scientific method.22 Logic teaching generally supports the 
inductive approach to research, which starts with the information (data, facts, 
evidence) already collected, or about to be collected, and then works from the 
information to the findings and conclusions. Inductive analyses often lack 
conceptual frameworks and often preclude validity checks on the findings of the 
analysis. In security analysis, the tenets of logic (logical argumentation) are used 
extensively in preparing presentations of analytic findings. Chapters 9 and 11 
include more discussion on logical argumentation. 
 The Scientific Method emerged in the late-18th and early-19th centuries as 
human technical knowledge expanded with the emergence of the Industrial Age. 
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The majority of U.S. elementary and secondary school curriculums teach the 
basics of the scientific method. Today, in both the practitioner and academic 
worlds, this method is used in the natural and social sciences. The scientific 
method creates knowledge by combining rationalism (human abilities to reason) 
with empiricism (use of data, facts, evidence). This method employs a number of 
robust analytic techniques, including those for determining the validity of analytic 
findings. The scientific method supports the deductive approach to research, 
which starts with the existing knowledge and theory on the issue, develops 
hypotheses/alternatives and a research design, then carries out additional data 
collection and data analysis to test the hypotheses/alternatives, which lead to the 
findings and conclusions. Mathematics and statistics are frequently used in the 
data analysis. Problems with the scientific method as used in the social sciences 
(where security analysis resides) include the failure to thoroughly investigate the 
context and assumptions at play in the analysis and failure to test a complete 
range of alternative hypotheses. These failures in social science research usually 
result from the analyst’s personal adoption of one narrow theoretical point of 
view, which ignores alternative theories and thus can add significant bias to the 
findings. Analysts who work mainly with qualitative studies, such as security 
studies, tend to waiver from the scientific method.23  In security analysis, the 
scientific method’s analytic techniques are best used in conjunction with other 
critical-thinking frameworks. The scientific method is discussed in more detail in 
Chapter 3. 
 Assumptions Analysis provides guidance on “hunting” assumptions and 
assessing alternative perspectives. It offers three distinct categories of 
assumptions: paradigmatic, prescriptive, and causal. This framework describes 
how a person may think critically and solve problems simply by the analysis of 
assumptions involved in the situation.24 Unlike other critical-thinking frameworks, 
assumptions analysis provides the techniques for security analysts to dig deeper 
into the assumptions of competing perspectives, including assessing the 
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assumptions of the analysts themselves. This framework is covered in greater 
detail in Chapter 6.   
 Creative Problem Solving is a robust critical-thinking framework emerging 
in the last decade for inclusion in business administration and management 
courses. It supports the increasing call starting in the 2000s from private sector 
employers seeking critical-thinking and problem-solving skills in new employees. 
The pillars of creative problem solving focus on harnessing situations of change, 
energizing leadership and creativity, and generating innovation in business and 
industry. The steps of this framework are similar to those in the other critical-
thinking frameworks. The creative problem-solving framework uses a number of 
specific techniques to support the analysis. For example, it promotes the 
technique of 5Ws + 1H (Who, What, When, Where, Why, and How) as a 
systematic technique to get to the heart of a problem.25  The 5Ws + 1H technique 
is explained in more detail in Chapter 8, along with other creative problem-solving 
techniques that also are applicable to security analysis. The creative problem-
solving framework includes steps for exploring acceptance of the analytic findings 
and recommendations and formulating a plan for instituting recommendations, 
which are critical to security policy analysis and are covered in more detail in 
Chapter 10. 
 The Strategic Intelligence Critical-Thinking framework is also new in the 
last decade. It is in response to the U.S. Office of the Director of Nation al 
Intelligence’s directions that intelligence analysts must be trained in both critical 
thinking and structured analytic techniques (SATs) to produce intelligence 
products.26 SATs are preformed checklists and models used to inject systematic 
thinking into the analytic process. Chapters 4 to 11 provide a modified version of 
the strategic intelligence critical-thinking framework and combine this framework 
with the scientific method, elements of thought, SATs and other analytic 
techniques. Mastering the strategic intelligence framework and its expanded use 
of SATs is recommended for all intelligence analysts, as it builds on the foundation 
of critical thinking and SAT employment presented herein.  
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 The Eightfold Path framework has been used widely in policy analysis for 
several decades. Even before the demand for critical-thinking skills increased, the 
eightfold path provided a framework to actively and systematically address policy 
analysis and decision making. Its emphasis on developing a complete range of 
alternatives (Chapter 8) is particularly applicable to security analysis. It also 
emphasizes the consideration of resources (benefit/cost analysis) and politics 
(acceptability of findings to decision makers) as part of the analysis. Mastering the 
eightfold path framework and its techniques is recommended for all security 
policy analysts, as it builds on the foundation of critical thinking introduced in this 
book.  
 The Elements-of-Thought framework was developed by the California-
based Foundation for Critical Thinking and is the main framework used in this 
book.27 The framework’s ten elements have been around for several years. The 
original eight elements were created by academics Richard Paul and Linda Elder.28 
Teaching support materials (books, pamphlets, posters, etc.) to assist students in 
learning these elements are readily available.29 Gerald Nosich, another 
Foundation for Critical Thinking associate, added the two additional elements of 
context and alternatives.30 As will be seen in this book, context and alternatives 
are vital to good security analysis. Later in this chapter, there is a more detailed 
description of the elements of thought, which are taught at some academic 
institutions and have been adopted as the standard for much of the intelligence 
community critical-thinking training. The elements of thought are both the most 
comprehensive and most flexible of all the critical-thinking frameworks. Any of 
the other frameworks in Figure 2.4 may be synthesized and employed with the 
elements of thought. The framework is useful for both the inductive and 
deductive approaches to logical reasoning. A major advantage of the elements of 
thought is how the framework goes beyond practitioner analysis and academic 
research and also can be used in personal decision making.  
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A Security Analysis Critical-Thinking Framework 

The best framework for reducing both cognitive and personal biases and 
improving System 2 thinking in security analysis is to combine the elements-of-
thought and scientific method frameworks introduced in Figure 2.4. Additionally, 
these two frameworks must be supplemented with other techniques found in 
other critical-thinking frameworks in Figure 2.4. This book synthesizes material 
from all the Figure 2.4 frameworks to improve security analysis. Figure 2.5 
provides a graphic depiction of the synthesized Security Analysis Critical-Thinking 
Framework employed throughout this book. 

Figure 2.5 places the ten elements-of-thought framework in the order of 
the steps in the scientific method. Starting with the purpose and questions and 
moving clockwise around the circle may seem linear as one step follows another. 
The proper use of the elements is anything but linear! Paul and Elder offer how, in 
the best critical thinking efforts, the analyst will continually be reconsidering and 
readdressing all the elements as the overall analysis proceeds.31 Thus, all the 
elements are interrelated. Figure 2.5 shows the alternatives and context elements 
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in an inner circle overlapping the other elements. This is because context and 
alternatives affect all the other elements directly. For example, an analysis may 
have alternative purposes and questions, alternative information, alternative 
points of view and assumptions, etc.; so, the context and alternative elements 
must be addressed throughout the use of each of the elements. Additionally, 
Figure 2.5 shows two information elements: what we know and what we need to 
know. This is consistent with the scientific method for depicting how the initial 
information search will uncover the existing main facts and theories applying to 
the questions driving the study; but, as the study develops conceptual models and 
alternative hypotheses, a continuing search for information usually is required to 
test those hypotheses. A more detailed coverage of the elements of thought 
within the Security Analysis Critical-Thinking Framework is provided in following 
chapters, including the analytic techniques to be employed with each element. 
Below is a short summary of each element. 

Purpose and questions. Every research project or analysis should begin 
with a broad purpose, which usually is so broad it cannot be studied by itself. For 
example, it would take years, if not decades, to study a purpose such as “How to 
establish world peace?” The analyst must narrow the purpose’s scope to address 
specific questions to study within the time and resources available. Developing a 
good purpose and questions for an analytic project can be challenging. Chapter 4 
expands on these elements. 

Information and context. Once the question(s) are developed, the next 
step is to search for both existing information (data, facts, evidence), studies, and 
theories, pertaining to the current problem. This search takes the form of a skill 
set entitled information literacy, meaning having the abilities to find, assess, use, 
and document information. Elementary and secondary schools only touch on the 
skills needed to be truly information literate. During the initial information search, 
the analyst will find the historical and current information needed to establish the 
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context of the analysis. A security analyst must have well-developed information 
literacy skills as explained in Chapter 5. Referring to Figure 2.5, the information 
element is addressed a second time to generate data needed to test the 
alternative hypotheses or scenarios developed. This second information-gathering 
effort may require a deeper search of existing data, or it may include tasking the 
intelligence collection system as described in Chapter 5.  

Points of view and assumptions. With the material gleaned from the initial 
information search, the analyst assesses the points of view and assumptions at 
work, which must be assessed not only for opposing actors but also for the 
analysts themselves. Points of view and assumptions speak to the belief systems 
of the actors or societies under study; these include ideological, political, 
economic, social, cultural, religious, and linguistic factors. Knowing the points of 
view and assumptions of actors is an important part of explaining and predicting 
the actors’ behaviors or decision making. Chapter 6 and Appendixes III provide 
details. 

Conceptualization. The analyst then conceptualizes (models) the behavior 
of the actors under study. There are a number of modeling techniques described 
in Chapter 7, including details for geospatial modeling, temporal modeling, 
process modeling, structural causal modeling, and agency modeling.  

Alternatives. Working in conjunction with the conceptualization element, 
the analyst establishes the range of alternative hypotheses or scenarios for the 
analysis; i.e., differing options to explain or predict the human behavior or 
decision making under study or development of differing policy 
recommendations. There are a number of techniques discussed for generating 
alternative hypotheses and recommendations in Chapter 8. Some hypotheses and 
recommendations will flow from the modeling in the conceptualization analysis, 
and others will flow from a variety of other techniques covered in Chapter 8. This 
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chapter also addresses how to synthesize creative thinking into the critical-
thinking framework. Basic creative-thinking techniques are introduced to 
generate those “out-of-the-box” alternatives, which must be both unique and 
useful. The creative-thinking alternatives then are tested along with alternatives 
generated by the conceptualization element and other techniques. 

Interpretation and inference. With the alternative hypotheses, scenarios, 
or policy recommendations generated, the next step is to test each one to 
determine the best alternatives to answer the questions or solve the problems 
guiding the analysis. There are a number of qualitative, comparative, and 
quantitative techniques for testing and evaluating alternative hypotheses, 
scenarios, and policy recommendations. Chapter 9 covers basic qualitative 
techniques for interpretation and inference that all security analysts should know. 
The analytic findings emerge from this element. 

Implications and consequences. The findings or best solutions from the 
analysis must then be evaluated for their implications and consequences. If the 
findings or solutions are adopted, decision makers need to understand the likely 
outcomes. Implications flow from thoughts generated by the analysis. 
Consequences flow from the actions the analysis identifies, and decision makers 
accept and implement. When considering consequences, they usually are 
classified in a cascading order, labeled first-order consequences, second-order 
consequences, and so forth. Chapter 10 investigates the implications and 
consequences (the “what next” actions) for security analysis. This chapter also 
includes techniques for intelligence analysts to develop warning analyses and for 
policy analysts to market their recommendations to customers. 
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The Security Analysis Critical-Thinking Framework at Work 

Box 2.1 presents a critical-thinking analysis of the decision making in the 1962 
Cuban Missile Crisis. It shows the Figure 2.5 Security Analysis Critical-Thinking 
Framework at work. While the elements in Figure 2.5 are not followed in the 
exact order presented above, the elements help explain the analytic process and 
decisions made at the highest levels of the U.S. government during the crisis. 

Box 2.1 Critical-Thinking Analysis of the 1962 Cuban Missile Crisis32 

On the morning of October 16, 1962, U.S. President John F. Kennedy was 
presented evidence of the construction of offensive medium- and intermediate-
range nuclear missile launch sites being built on the island of Cuba, just 90 miles 
from the United States. This disclosure initiated a 13-day crisis, taking the 
United States closer to nuclear war with the Soviet Union than at any other time 
during the Cold War. Declassified documents from both the U.S. and Soviet 
sides of this crisis, memoirs of those involved in the decision making, tape 
recordings of U.S. meetings, and both historical and decision-making scholarly 
studies of the crisis, allow an analysis of the decision processes that occurred 
during those 13 days. This summary analysis looks mainly at how critical 
thinking by Kennedy and his advisers contributed to the outcome. This military 
and political crisis provides examples of poor initial U.S. critical thinking, and 
later, more focused critical thinking on the U.S. side likely prevented a nuclear 
war. 

For several months prior to the fall of 1962, U.S. intelligence was monitoring the 
shipment of military equipment by the Soviets to the island of Cuba. The Soviets 
openly stated the military equipment was only defensive in nature. On 
September 4, 1962, President Kennedy warned the Soviets: “Were it to be 
otherwise [if offensive military equipment was provided], the gravest issues 
would arise.” In open and private contacts with U.S. officials, the Soviets 
insisted the military equipment was solely for the defense of Cuba. It was 
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determined later that these Soviet assurances were part of a major deception 
campaign.  

As U.S. mid-term elections approached in November 1962, Republican Party 
politicians excoriated the President and his Democratic Party for being soft on 
communism. The Republicans criticized the President for inaction regarding 
Soviet military equipment deliveries to Cuba. Other past events also contributed 
to the perception Kennedy was weak on security. He was seen as indecisive and 
weak during the debacle of the April 1961 Bay of Pigs invasion by U.S-backed 
Cuban exiles. He had been bullied at a June 1961 Vienna summit by Soviet 
leader Nikita Khrushchev. He also failed to act decisively in August 1961 when 
the Soviets constructed the Berlin Wall separating East and West Berlin. The 
confirmation of the Soviet missiles in Cuba became another test of Kennedy’s 
security mettle. 

On the afternoon of October 16, 1962, the President took counsel with the 
National Security Council’s Executive Committee (ExCom), a select group of 
President Kennedy’s closest advisers. Discussions that first day were rife with 
poor thinking. The question before the ExCom: “What do we do about the 
Soviet missiles in Cuba?” By the end of that first day, the leading 
recommendations were to conduct surprise surgical airstrikes on Cuban air 
defenses and Soviet missile sites, followed by an invasion of Cuba. The 
discussions exhibited extreme Groupthink (Group Conformity Bias) as the more 
militaristic voices in the ExCom took charge of the conversations to advocate for 
military action, while others in the ExCom remained largely silent. The 
recommendations to the immediate problem were reached without sufficient 
information, using analogies of past Soviet military and political behavior with 
no supporting background or context, failure to consider a full range of 
alternatives, and failure to consider the immediate and longer-term 
consequences of such military attacks. Much of that first day’s ExCom 
deliberations were anchored in System 1 thinking. 

After the first day of ExCom meetings, President Kennedy and his brother, 
Attorney General Robert F. Kennedy, were both uneasy with the 
recommendations to attack Cuba without first attempting diplomatic or other 
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less-risky actions. The Kennedy brothers believed they had a few days before 
the President had to make a decision, as it appeared it would be at least a week 
before the information on the presence of Soviet missiles in Cuba became 
public. Moreover, intelligence revealed the missile sites were likely not yet 
operational. Without the need for an immediate decision, the Kennedy brothers 
directed what can be seen now as a classic critical-thinking process—a major 
example of System 2 thinking. First, they changed the purpose and questions of 
the ExCom discussions. The new purpose looked to avoid war. The main 
question became: “How can we remove the missiles in Cuba while avoiding a 
conventional or nuclear war?” The President knew he had to show personal 
decision-making strength in this case. He also was worried about how the 
outcome would affect Berlin. Kennedy feared the Soviets could use the Missile 
Crisis to militarily seize West Berlin, which was under U.S. and Allied protection. 
The Kennedys initiated an expanded search for information by bringing 
Department of State’s senior Soviet and Cuban specialists into the ExCom 
deliberations. They commissioned updated intelligence studies on the Soviet 
military aid to Cuba and on the Cuban political situation. They also increased U-
2 and lower-level satellite photoreconnaissance of Cuba. The Kennedys also 
sought broader perspectives on the crisis by adding former officials from the 
Republican Eisenhower administration to the ExCom, thus ensuring both 
Democratic and Republican points of view. 

With a new purpose and questions, expanded information, and broader 
perspectives, the ExCom generated a wider range of alternatives. The main 
alternatives included:   

1. Do Nothing: Assuming U.S. superiority in nuclear weapons did not change 
the U.S.-Soviet balance of power. 

2. Diplomacy (Soviets): Use diplomatic channels to convince the Soviets to 
remove the missiles. 

3. Diplomacy (Cubans):  Tell Cuban leader Fidel Castro to break with the 
Soviets and not face a U.S. invasion. 

4. Naval Blockade: Deploy U.S. and Allied navies to prevent additional 
offensive military equipment from arriving in Cuba. 
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5. Air Strikes: Use U.S. Air Force and Navy aircraft to attack Cuban air 
defenses and Soviet nuclear missile sites. 

6. Land Invasion: Order a full land invasion of Cuba to destroy nuclear missile 
sites and eliminate the Castro Communist government. 

ExCom members investigated the assumptions, consequences, and ability of 
the U.S. and Latin American allies to carry out each alternative. At one point, 
the ExCom broke into two sub-committees to consider separately the most 
likely alternatives (naval blockade and air strikes). President Kennedy thought 
through the crisis using two conceptual lenses. He first looked at the agency 
(individual leader’s decision making) explanations for why Khrushchev would 
take the risk of placing missiles in Cuba and how he might react to each 
alternative. He tried to place himself in Khrushchev’s shoes to understand the 
Soviet actions. In his agency analysis, he also considered the influences of the 
Soviet Presidium (later Politburo) on Khrushchev’s decisions. Kennedy’s second 
lens concerned organizational issues, as he was concerned Soviet or U.S. action 
might be driven by poor communications or automatic institution of an 
organizational standard operating procedure, and not due to a leadership 
decision. He was concerned of the risk of a nuclear war generated by 
miscalculation on one or both sides. This almost happened when, without 
Moscow’s authorization, a Soviet ground-to-air missile site in Cuba shot down a 
U.S. U-2, an incident Kennedy ignored as the end of the crisis appeared close. 

President Kennedy did not attend all the ExCom meetings because he believed 
that lower-ranking officials would contribute more to meetings if he was not 
present. At the meetings without the President, the President’s brother was the 
informal facilitator. Bobby Kennedy did not generally put forward 
recommended alternatives of his own or relay the President’s preferences, but 
allowed the ExCom to progress with their own ideas. When President Kennedy 
attended an ExCom meeting, he asked many pointed questions to ensure he 
fully understood the issues at play (something he did not do in the 1961 Bay of 
Pigs invasion). 
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President Kennedy’s final decision was a combination of the above alternatives. 
Taking only 3-4 days to complete its analysis, the secondary ExCom effort 
resulted in the President’s approval of the following actions:  

1. Use diplomatic channels and other informal communications to 
convince the Soviets to remove the missiles. 
2. Institute a naval quarantine of Cuba where all inbound offensive 
military weapons or equipment would be turned around and attempts 
would be made to convince the Soviets to remove the missiles from 
Cuba. Defensive military equipment and general trade to Cuba were not 
interrupted. A combined U.S. and Latin American naval quarantine force 
was stationed 500 miles from Cuba to allow plenty of decision-making 
time, on both sides, if a vessel did not stop or would not turn back. The 
term “quarantine” was used as it seemed less threatening and more 
limited than a “blockade,” which could have been seen as an act of war 
under international law. 
3. If the diplomacy and naval quarantine were not successful in 
convincing the Soviets to remove the missiles, then a strike on Cuban air 
defenses and Soviet missile sites would be conducted; followed by a U.S. 
invasion of Cuba. 

After ensuring that he had the support of the U.S.’s closest NATO allies and the 
Organization of American States, President Kennedy revealed the existence of 
the Soviet missile sites to the U.S. public on the evening of October 22. He then 
announced the deployment of the naval quarantine and the need for the 
Soviets to dismantle the sites and return all missile-related equipment to the 
Soviet Union.  

During the period October 23-29, the ExCom deliberations and diplomacy 
continued as the United States bargained with the Soviets behind the scenes 
through formal letters exchanged between Kennedy and Khrushchev. There 
were also a number of informal communications sent to Khrushchev through 
other Soviet officials. A main informal communications channel entailed Bobby 
Kennedy meeting with the Soviet Ambassador in Washington. Later provision of 
Soviet records on the crisis revealed Khrushchev, while consulting with the 
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Soviet Presidium, was making all the decisions himself with little other input. 
Analysis shows Khrushchev’s understanding of the situation to be cloudy at 
best, he worked from haphazard or incorrect information, and his decisions 
lacked high-quality deliberations—a classic case of System 1 thinking and why 
President Kennedy so feared the start of a nuclear war due to unintended 
miscalculations.  

In the days before and after Kennedy’s October 22 announcement, the United 
States marshalled military forces to carry out the final alternative of assaulting 
Cuba. Florida military airbases were filled with attack and fighter aircraft. U.S. 
aircraft carriers arrived near Cuba, and U.S. Army and Marine Corps forces were 
mobilized to invade Cuba through both air and amphibious assaults. 
Additionally, U.S. nuclear forces were placed on high alert, with some targeted 
on Cuba, but most prepared to make a nuclear assault on the Soviet Union. 
There was no effort to hide the U.S. military movements and nuclear alerts from 
the U.S. public or Soviet intelligence collectors. 

By late-October, the situation between the Soviets and United States often is 
characterized as one of being “eyeball-to-eyeball” (a classic Game of Chicken—
Chapter 7). Then on October 29, Khrushchev “blinked.”  He offered to dismantle 
and return the offensive ballistic missiles to the Soviet Union. He also said the 
Soviets would remove several nuclear-capable, short-range bombers and 
tactical nuclear weapons already in Cuba (which the United States did not know 
were there). Khrushchev made this offer in exchange for U.S. assurances it 
would not invade Cuba. Khrushchev also wanted the United States to remove 
intermediate-range nuclear missiles from NATO sites in Turkey and Italy. This 
was not part of the publicly announced agreement, but Kennedy vowed behind 
the scenes to remove these now-obsolete missiles within 4-5 months, which he 
did.  

Good critical thinking during the Cuban Missile Crisis avoided nuclear war. 
During the crisis, Kennedy demonstrated he was a strong leader on security as 
he showed both backbone and keen decision-making skills during the crisis. The 
Soviets did not assault Berlin. Kennedy’s Democratic Party retained control of 
both Houses of Congress in the 1962 mid-term elections. Additionally, with both 
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sides wanting to avoid future nuclear “brinksmanship,” a Soviet-U.S. hotline was 
installed to expedite crisis communications, and later, a Soviet-U.S. nuclear test 
ban treaty was signed just before President Kennedy’s untimely November 1963 
assassination. This was the first in a number of future Soviet-U.S. arms control 
agreements. 

Discussion Points 

1. If both President Kennedy and Premier Khrushchev had acted on their own or 
their advisors’ System 1 intuitive thinking, what would likely have been the 
immediate results and longer-term consequences? 
2. Where did President Kennedy and his brother learn to structure the analytic 
process used by the ExCom—what we now call critical thinking? 
3. What other biases (from Figure 2.3) do you see that affected both the U.S. 
and Soviet deliberations in this case? 

Key Concepts 

Assumptions Analysis 
Bias 
Creative Problem Solving 
Creative Thinking 
Critical Thinking 
Deductive Approach to Research 
Eightfold Path 
Elements of Thought 
Empiricism 
Information Literacy 
Inductive Approach to Research 

Logic 
Rationalism 
Satisfice 
Scientific Method 
Strategic Intelligence Critical 
Thinking 
Structured Analytic Techniques  
System 1 (Fast) Thinking 
System 2 (Slow) Thinking 
Validity
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Discussion Points 

1. Why have both the academic community and security analysis community 
(intelligence and policy analysts) resisted the use of critical-thinking frameworks? 
2. Briefly explain an international or national current event or past event where 
critical thinking was not used, but should have been. What critical-thinking 
elements were missed? What was the outcome? 
3. Briefly explain a personal situation where critical thinking was used. What 
primary critical thinking elements were used?  What was the outcome? 
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Chapter 3 
Foundations of Security Analysis 

Bottom Line Up Front 

Whether conducted by practitioners or academics, security analysis embraces the 
foundations of social science research and analysis. This chapter summarizes this 
foundational material, providing the social science basics all security analysts 
should know. This research and analysis approach mirrors the scientific method, 
which combines empiricism (evidence, data) and rationalism (logic, reasoning). 
This approach can be used to study security-related human behavior, human 
decision making, and human conditions. Key topics include epistemology, 
structure of science, research design, and sampling theory. Security analysts 
should comprehend these topics and employ the Security Analysis Critical-
Thinking Framework, a synthesis of the scientific method and critical thinking in 
their analyses. The chapter concludes with several “Great Debates,” which 
highlight areas where disagreements remain among social science researchers. 

Confusing Vocabularies 

One of the first things encountered in the larger research and analysis literature is 
the lack of standardization in vocabularies. Security analysts face a jumble of 
often conflicting research and analytic terms. Differing agencies, analytic 
communities, and academic disciplines often have their own definitions for 
research and analytic concepts. These groups also often disagree about the best 
ways to process information. Practitioners champion their own organization’s 
traditional methods of conducting analysis and often do not embrace 
foundational social science concepts in this chapter. Academic disciplines often 



42 
 

impart their own spin on social science concepts and methods. Practitioners and 
academics often confuse each other by using different definitions and terms 
meaning the same things. The confusion created by the use of different concepts 
and definitions results in practitioners and academics often “talking past each 
other.” To improve security analysis, practitioners and academics should 
acknowledge the differing terminologies. This chapter provides tools for analysts 
without a background in social science research methods as well as those needing 
a refresher on the foundations of social science. It includes important 
foundational concepts that underpin security analysis for practitioners and 
academics. A basic understanding of these concepts underlies the critical-thinking 
material presented throughout this book.  

How Do We Know What We Know? 

Security analysis creates knowledge either to add to the field’s knowledge base or 
to provide intelligence and recommended options to decision makers. 
Epistemology, the study of knowledge, provides a starting point to understand 
the foundations of security analysis. Epistemology investigates where knowledge 
comes from.1 If a person could go back and classify every piece of knowledge they 
possess, it would come from one of the below seven categories. Any individual’s 
knowledge is a combination of material from all these categories.2 An initial step 
in analyzing how a person’s belief systems influence their behaviors is to uncover 
the most significant sources of their knowledge on the problem or decision under 
study. 

Authority. This category of knowledge occurs when an expert or someone 
in authority (president, dictator, minister, teacher, journalist, parent, etc.) 
provides the knowledge that a person tends to accept without challenge. This 
category of knowledge may not be capable of being replicated, which means it 
often cannot be studied. Much of what is read and heard in the open media about 
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national security and homeland security falls into this category. For example, 
high-ranking persons often will give their opinions on an issue in a government 
report, speech, newspaper editorial, television interview, non-academic journal, 
or other communication; however, there may exist little empirical data or 
systematic analysis to support the opinions. In some cases, the authority figure 
will distort the data to support their intended message or agenda, or to deceive 
the intended audience. Even though some of these opinion pieces may be from 
highly informed sources, it does not ensure that the message will pass the 
scrutiny of the scientific method. Therefore, the analyst must be extremely 
careful about using this often opinion-based knowledge in their formal research 
and analysis. Chapter 5 provides guidance on assessing information. 

Faith. This category of knowledge is at play when a person accepts the 
knowledge presented with little or no supporting evidence. Most people think of 
faith knowledge being mainly religious teachings; but, this category encompasses 
a wide range of knowledge sources. Religious knowledge often is based in “sacred 
texts” that lack empirical support. Other faith knowledge sources include stories, 
myths, folktales, rumors, conspiracy theories, political ideologies, cults, and other 
sources of knowledge or information that lack a solid empirical base. Faith 
knowledge is often a tool groups use to pass on the stories, myths, and folktales 
that define the values, ethics, and expected behaviors of their epistemic 
community. For example, the folktale of lumberjack Paul Bunyan and Babe the 
Blue Ox in the woodlands of the northern United States and southern Canada 
addresses community values of personal strength and superhuman labor. Rumors 
and conspiracy theories usually lack supporting evidence and pander to the 
confirmation bias tendencies in those who believe them. Political ideologies try to 
establish community values and define government policy and human behavior. 
Those following a specific political ideology are highly subject to confirmation 
bias. Cults usually offer a more or less consistent and tempting belief system not 
based in evidence and encompass social groups holding a specific ideology 



44 
 

(religious, political, etc.) or having common interests in a particular personality, 
object, or goal. The word “cult” is considered pejorative and often leads to 
negative consequences. For example, in 1978, Jim Jones’s Peoples’ Temple cult 
resulted in mass suicide in Guyana; and, in 1993, David Koresh’s Branch Davidians 
cult was involved in a violent clash with U.S. federal law enforcement in Waco, 
Texas. Faith knowledge differs from authority knowledge as it usually offers an 
enticing belief system for its members. Because there is often little empirical basis 
for faith knowledge, it cannot be replicated to test for validity. Religious ideology 
and political ideology’s roles in security-related behavior is addressed in more 
detail in Chapter 6 and Appendix III. 

Common Sense. In this category, externally obtained plausible knowledge 
is presented as if “everybody just knows it.”  Common-sense knowledge is usually 
tied to a person’s overall beliefs, which differ for those with competing belief 
systems. Chapter 6 provides an expanded discussion of beliefs. Common-sense 
knowledge is often contradictory and usually too general to be studied. As one 
saying holds, “Common sense is not all that common!” 

Intuition. This is knowledge with no conscious reason for knowing. It 
usually originates in internal belief systems, sometimes where implicit 
connections are made through material gained from other knowledge 
categories—primarily authority, faith, and common-sense epistemologies. 
Intuition often employs biased facts and poor logic and reasoning. Moreover, 
intuition is often without a strong empirical basis; that is, people just seem to 
know (think) it is true. For example, Joseph Stalin used his intuition to conclude 
there was no chance the Germans would attack the Soviet Union in June 1941—
he turned out to be very wrong, resulting in an eventual 25,000,000 Soviet 
casualties in World War II. Intuition knowledge usually cannot be replicated, thus 
cannot be assessed for validity. The unaided judgment used in intelligence 
analysis before 9/11 largely employed intuition to create its findings. Chapter 1 



45 
 

provides an expanded discussion on unaided judgment, and Appendix II reveals 
the pitfalls of using intuition in complex and high-risk analyses. 

Empiricism. This is knowledge gained from a person’s experiences, 
observations, and gathering of data, facts, evidence, etc., with the five senses or 
with technical measurement instruments (thermometers, gauges, etc.). To brute-
empiricists, only the empirical data matters. Like Sgt. Joe Friday said, “Just the 
facts, ma'am." (Sgt. Joe Friday was the lead character on the 1950’s and 1960’s TV 
program Dragnet.) Gathering and assessing empirical information are covered in 
detail in Chapter 5. 

Rationalism. This category of knowledge is generated through humans’ 
innate abilities to use logic and reasoning that allows a person to reason 
separately from their actual experiences with the real world. This is the realm of 
theory discussed in more detail below. 

Science (includes social science). This category of knowledge is gained 
through combining empiricism and rationalism. This category argues that 
empiricism and rationalism alone may not always be correct; however, if the two 
are used in tandem, it is more likely to generate knowledge with minimal biases. 
The scientific method allows the assessment of research reliability and validity. 
Social science positivists, as defined herein, assume the scientific method may be 
used to study human behavior, human decisions, and human conditions.3 Security 
analysis is the application of the scientific method to address security problems. 
This book takes a positivist approach by combining the scientific method with an 
even more robust critical-thinking framework. 
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Creating Science 

Figure 3.1 is an overview of the major components and processes that combine 
empiricism and rationalism to create science.4 This figure reveals the major 
activity of rationalism is theorizing or the use of logic and reasoning. Theories 
establish relationships expected among variables or concepts; in other words, 
theories explain how the world works.5 The major activity of empiricism is 
research, which entails the systematic observation of a phenomenon to advance 
or test a theory, solve a problem, or inform a decision. Theoretical propositions 
are statements about the nature of relationships among variables or concepts. 
Theoretical concepts broadly define the variables or other concepts included in 
theoretical propositions. When specificity is applied to theoretical propositions, 
the result is research hypotheses. Specificity in operational definitions allow 
analysts to measure variables or concepts so research hypotheses may be tested. 
As depicted below, there are a number of interrelated steps needed to create 
science. Following discussions provide additional information on the concepts and 
the structure and processes of science. 

Figure 3.1 Creating Science 
Epistemology Major Activity Result Details  

Rationalism Theorizing 
 

Theoretical 
Propositions 

Theoretical Concepts 

Empiricism Research, 
Observation 

Research 
Hypotheses 

Operational 
Definitions 

Theorizing. This is the employment of logic and reasoning to help 
understand the world. Theories tend to intimidate students and new analysts as 
they initially appear as a mystical force they assume will be difficult to learn. This 
should not be the case! Theories are nothing more than statements of 
relationships among variables or concepts. They allow the explanation of how the 
world works, while also allowing analysts to generate predictions. Social theories 
used in security analysis designate relationships among variables or concepts with 
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a focus on explaining or predicting human behavior, human decisions, or human 
conditions related to the security field. There are thousands of existing social 
theories. Some of these are learned in substantive course work, some from 
reading the security literature, and some will emerge as a study unfolds. There 
are many theories of security analysis; locating and understanding the structure 
of theories applying to an analytic project is vitally important in conceptualizing a 
security study. Chapter 7 provides additional discussion on how theories are used 
to conceptualize security studies.  

Theoretical propositions. Relationships among variables are the main 
components of theories and are contained in theoretical propositions, which are 
sentences or statements of relationships between variables. Unfortunately, there 
is no one literature source that contains most social theories where the analyst 
may locate the theoretical propositions for their current study. Academic studies 
often will include a theoretical framework section. More often; though, the 
literature leaves it to the analyst to “tease out” the actual theoretical 
propositions. Keep in mind that a major objective of research is to identify, create, 
test, confirm, revise, and/or discard theoretical propositions. 

Another way to think of theoretical propositions is to consider a ball made 
up of lengths of string. Individual strings make up individual theoretical 
propositions. See Figure 3.2 for visualizing theory as a ball of string made up of 
theoretical propositions. The internal strings in the center of the ball represent 
strong propositions that have received substantial research support. The strings 
on the outside of the ball represent newer propositions that have undergone 
initial research support, but require additional testing to confirm their strength 
and determine if they should be removed from the ball or eventually work their 
way closer to the center of the ball. 
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Theoretical propositions, which make up the lengths of string in the Figure 
3.2 “theory ball,” take on several forms:6 

Assumptions. These entail propositions accepted as true even though they 
often cannot be proven or disproven. Most theories have a number of 
assumptions about how the world works—often acting as the “glue” 
holding together other propositions in the “theory ball.” Many of these 
assumptions come from the theoretical approach adopted by the analyst. 
For example, in Marxist theory, it is assumed the structure of a state’s 
economic system determines its political and social structures. Chapter 6 
includes an expanded discussion of assumptions. More on the assumptions 
underlying Marxism and other political theoretical approaches applicable to 
security analysis are discussed in Appendix III. 

Axioms or theorems. These are propositions taken to be fact (true) as they 
have been repeatedly supported by logic, reasoning, or mathematical 
proof, shown as the lengths of string in the center of the ball in Figure 3.2. 
For example, the Central Limit Theorem in statistical theory allows the 
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analyst to use only one representative sample to infer behavior in a larger 
population. See further discussion of sampling theory later in this chapter. 

Postulates. Postulates are propositions taken to be fact (or true) as they 
have been repeatedly supported by empirical data (short lengths of string 
closer to the center of the ball in Figure 3.2). For example, in the literature 
on the Democratic-Peace Theory, it has been repeatedly supported that no 
two democratic states have ever gone to war with one another. 

Laws. Laws include propositions having withstood so much scrutiny over 
time they are considered the absolute truth. While the natural sciences 
have a number of laws, there are very few, if any, laws in social science or 
security studies. This is due in part to the “free will” of humans to decide on 
their own behavior or decisions. 

Examples of theoretical propositions: 

1. The greater the economic instability in a state, the lower the 
political satisfaction. (Political Economy Theory)  

2. When competing states are both democracies, they will not resort 
to violent conflict to resolve disagreements. (Democratic-Peace 
Theory) 

3. Developed states will exploit undeveloped states to obtain their 
natural resources and labor at lower costs. (Marxist-Leninist 
Theory) 

4. Being a member of an alliance will increase a state’s chances of 
going to war. (War Prone Systems Theory7) 

Theoretical concepts. These concepts consist of abstract symbols or words 
used to construct theoretical propositions. In other words, theoretical concepts 
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take a broad stab at defining the proposition’s variables. A symbol is an 
information conveyor whose form is arbitrary and whose meaning is determined 
by those who use it. This means people rarely deal with reality, but only through 
symbols (words, numbers, etc.).8 Examples of abstract theoretical concepts:  

Economic instability Developed states 
Political satisfaction  Undeveloped states 
Democracy    Alliances 
Violent conflict War 

Research. In security studies, research entails the systematic social science 
activities for testing a study’s theory, answering a research project’s questions, or 
informing decisions. A major focus of these activities is to reduce biases in the 
research results. Social science research is meant to add to the existing 
knowledge base on a topic. Security analysis, as a branch of social science, seeks 
to identify threats and opportunities and provide decision makers 
recommendations on what to do about those threats and opportunities. The two 
main purposes of research include: 

Pure (basic) research. This research is driven by the interests of the analyst 
and might or might not have any policy or other effect on the immediate 
situation. This is research intended to increase the knowledge base on a 
topic with no immediate effect, except to improve knowledge of how the 
world works. 

Applied research. This research is driven by policy considerations. The 
intent is to use the research to make changes in the world of social 
practice, for solving problems, or for making policy decisions. Security 
analysis, combining intelligence analysis and policy analysis, is largely 
applied research. 
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Research hypotheses. This element of research provides specific 
statements about relationships among variables or concepts, thus allowing them 
to be studied. Research hypotheses add specificity to theoretical propositions so 
they may be tested. A traditional social science research hypothesis is simply a 
sentence or statement that explains how “changes or conditions in one or more 
independent variables cause changes or conditions in a dependent variable.” In 
security analysis, research hypotheses may take on a number of additional forms. 
In intelligence analysis, the hypothesis may define a threat alternative or threat 
scenario. Intelligence analysts also may outline opportunities that the analyst 
assesses should be brought to a decision maker’s attention. In policy analysis, the 
research hypotheses may define a process to be created or improved, or 
recommend alternative actions for a decision maker. Examples of research 
hypotheses: 

1. Economic instability indicated by a drop of 10% in annual Gross Domestic 
Product (GDP) will lower the political satisfaction in the state by 20% or 
more.   
2. As the United States and Canada are both democracies, they will not 
resort to violent conflict to resolve disagreements over Gulf of Maine 
fishing rights. 
3. G-20 developed states will continue to exploit undeveloped states in 
Africa to obtain their labor and raw materials at a 50% lower cost than 
other world regions. 
4. Being a member of the NATO alliance, the United States faces a 50% 
greater likelihood of going to war against Russia.  

Operational definitions. These definitions encompass a set of procedures 
designed to establish the existence, or degree of existence, of a phenomenon 
(variable, concept). The analyst seeks to measure variables based on his/her 
operational definitions in order to test a research hypothesis. The measures may 
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necessitate the objective measurement of the variables or concepts—using the 
five senses or technical measurement instruments. Often the analyst is faced with 
defining an intersubjective variable, whereby even though the variable cannot be 
observed directly (i.e., objectively with the senses or technical instruments); if 
people agree the variable exists, they can devise a way to measure it (e.g., how it 
applies to concepts such as love, fear, hate, trust, etc.). Another type of widely 
used variable measurement is a proxy variable. In this case, if the analyst cannot 
obtain the measure of a variable with the senses or technical instruments, the 
measurement of another related variable or concept may be substituted; this 
assumes that the second variable has the same approximate range and 
distribution as the original variable. For example, per capita income is often used 
as a proxy variable to substitute for quality of life. Operational definitions must 
delineate unique qualities of the variables or attributes without over- or under-
generalizing. More information on measuring variables is covered later in this 
chapter. Table 3.3 provides examples of several operational definitions (as related 
to the previously listed theoretical concepts): 

Figure 3.3 Examples of Operational Definitions 
Variable/Concept Operational Definition 

Economic Instability Unexpected drop or gain in Gross Domestic 
Product (proxy variable) 

Political Satisfaction Voting Results or Survey Findings 
(intersubjective variable) 

Democracies Freedom House Annual Freedom-in-the- 
World Numerical Ratings (index measure) 

Developed State/Developing States Per Capita Income Levels (proxy variable) 
Labor/Raw Materials Costs Measures of Actual Costs (actual measures) 
Alliance Member Existing Treaties or Agreements (actual 

measure) 
War More than 1,500 Casualties On One Side in 

One Year (discipline standard) 
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Variables. In working with theoretical propositions and research 
hypotheses, it is important to understand independent variables and dependent 
variables.9 The distinction between independent and dependent variables is 
particularly relevant when determining cause-effect relationships, when assessing 
assumptions (Chapter 6), and whenever the study employs structural causal 
models (Chapter 7). The independent variable is what man or nature manipulates. 
Independent variables designate treatments, programs, or causes. The dependent 
variable is what is affected by the independent variable. Dependent variables thus 
indicate the effects or outcomes caused by an independent variable. For example, 
if studying the effects of an alternative crop-substitution program on the amount 
of illegal drugs a state produces, the crop-substitution program is the 
independent variable and the amount of illegal drugs the state produces is the 
outcome or dependent variable.  

In addition to independent and dependent variables, the analyst may 
encounter other designations for variables such as antecedent and intervening 
variables. An antecedent variable occurs before the independent variable and, in 
effect, makes the independent variable its own dependent variable. An 
intervening variable occurs between an independent and dependent variable and 
is effectively an independent variable. In security literature, the term “variable” 
may not be used; instead, the analyst will encounter terms such as “factors” or 
“drivers.”  In effect, factors and drivers are the same as independent variables. 
Figure 3.4 demonstrates a hypothetical structural-causal model showing the 
relationships among variables. 
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 As seen in Figure 3.4, depicting structural-causal models is complex. There 
are procedures in statistical analysis to solve these complex models, provided 
quantitative measurements of each variable are available. This book focuses more 
on simplified structural-causal models, which are less complex and can be solved 
using qualitative methods (Chapters 7 and 9). This simplification—including only 
the most important variables in a model—is known as employing parsimony, 
which is commonly stated as “KISS—Keep It Simple Sailor (or Soldier)!” 
Quantitative studies rely heavily on parsimony to identify the most important 
variables in a model, while qualitative and comparative studies may address more 
variables and more complex models. 

Causality. In developing theoretical propositions and testing research 
hypotheses, it is critical to follow the rules of causality.10 These rules often are 
misused in social science and security analysis. Whether reviewing the literature 
(Chapter 5), assessing key assumptions (Chapter 6), or building causal models 
(Chapter 7), it is necessary to continually assess compliance with the rules of 
causality. These rules include: 

There must be time-ordering. The independent variable movement or 
change must occur before the movement or change in the dependent 
variable, even if only a nanosecond before.  
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There must be co-variation. The independent and dependent variables 
must move together. Once the independent variables move up or down 
(increases or decreases or changes categories), the dependent must follow 
by also moving up or down or changing categories. If both variables move 
together in the same direction it is a direct relationship. If one moves up 
and the other moves down, it is an indirect relationship. 

There must not be a spurious relationship. There cannot be a third variable 
that causes both the independent and dependent variables to move 
together. The classic but unverifiable example is a German story offering 
how one year an increase in storks coincided with an increase in human 
births. On its face, this was not a good causal relationship because storks do 
not play a role in increasing human births (except in fairy tales). In this case, 
it was the result of an unusually cold winter in Germany that presented 
good conditions for both stork and human breeding. Thus, the cold winter 
was a third variable that created a spurious relationship. Identifying 
spurious relationships can be challenging even for experienced analysts. 

There must be a theory. This is a decidedly positivist view; but, there needs 
to be a theory that explains the relationships among the independent and 
dependent variables before they may be included in any cause-effect 
statements.  

Wheel of Science. Science normally is taught in academic programs as 
depicted in Figure 3.5, which outlines a systematic process used by researchers to 
create knowledge. The Figure 2.5 Security Analysis Critical-Thinking Framework 
used throughout this book is consistent with the Figure 3.5 wheel of science, but 
also adds a number of expanded critical-thinking elements crucial in conducting 
good security analysis. 
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 In using the wheel of science, it is assumed the findings will answer the 
research questions and added to the knowledge base on the topic under 
investigation. In academic circles, it is also assumed the findings will generate new 
research questions, which will then start another study following the wheel-of-
science process. Thus, for academics, the wheel of science is in continuous 
movement. 

Research Design 

The research design step in Figure 3.5 is of critical importance to the scientific 
process because it establishes the analyst’s overall plan to test the study’s 
hypotheses.11 This includes the operationalization of variables and considerations 
for: 

1. Planning the logical reasoning approach to adopt in the study. 
2. Designating what type of study will be attempted (qualitative, 
comparative, or quantitative—see discussion below). 
3. Determining the level(s) of analysis. 
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4. Deciding how variables will be measured. 
5. Designating which sampling method(s) will be utilized. 
6. Delineating data collection and data analysis procedures (Chapters 5 and 
9, respectively).  
7. Determining how biases in the study will be reduced in order to achieve 
reliability and validity in the findings.  

These research design elements are addressed in more detail below and in 
subsequent chapters.  

Induction and deduction. In determining the logical reasoning approach to 
be attempted in a study, the analyst must first decide if it will follow the inductive 
approach or deductive approach. Another confusing definitional situation 
surrounds the concepts of induction and deduction.12 Table 3.6 provides an 
overview of the differences in these concepts in relation to their use in reasoning 
and research. Unaided judgment used widely in the security community prior to 
9/11 (Chapter 1) employed mainly the Table 3.6 induction research approach. 
Scientific research, including security analysis as explained in this book, is based 
mainly on the below Table 3.6 deductive research approach. 
 Beyond induction and deduction, the literature sometimes will mention 
abduction as another logical reasoning approach. In some circles, this is 
considered a blending of induction and deduction. In abduction, hypotheses are 
generated by first assessing the existing facts in a case and then using logical 
reasoning to test the hypotheses and develop a plausible finding or conclusion. 
This process does not provide a finding that is particularly verifiable and thus can 
lack validity. Abduction also has been defined as generating hypotheses whose 
consequences can be derived by deduction and evaluated by induction.13 Security 
analysts might want to keep abduction in mind when there is reason to believe a 
certain causal pre-condition can explain the findings and time is limited to 
investigate beyond this pre-condition.14 Overall, abduction is not as consistent or 
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systematic as deduction and violates several of the elements of critical thinking; 
therefore, it should be used with caution as the findings may not be verifiable. 

Figure 3.6 Induction and Deduction Defined 
 Reasoning Definition Research Definition/Approach 

Induction Reasoning that leads to 
findings/conclusions based in 
probability (findings are likely, 
probable, etc.). 

Starts with the information (data, facts, 
and evidence) already collected or about 
to be collected. Using facts and logic, 
works from the information to the 
findings/conclusions. Grounded Theory 
may be created through inductive 
research methods. Induction is the 
common research approach used by 
journalists and historians. 

Deduction Reasoning that leads to 
findings/conclusions considered 
not refutable (i.e., findings are 
the verifiable truth). 

(See later discussion on debate 
between Free Will versus 
Determinism.) 

Starts with the existing knowledge or 
theory on the issue, develops 
hypotheses/alternatives and a research 
design to test the 
hypotheses/alternatives using logical 
reasoning. Additional data collection and 
analysis then test the 
hypotheses/alternatives that lead to the 
findings/conclusions. This is the Scientific 
Method used in both the natural and 
social sciences.  

 Reliability and validity. The ultimate goal of most research, academic or 
practitioner, is to find the “truth” about the research topic (or to get as close to 
the truth as possible). The truth is often an elusive concept when dealing with 
social science research. Humans do not always behave in the same way in similar 
situations, which creates problems for truth-finding. Instead of speaking about 
the truth, professional analysts tend to discuss and assess their work in terms of 
its reliability and validity.15 Reliability and validity apply equally to practitioners 
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and academics, although practitioners often do not use these terms. The terms 
reliability and validity are used throughout this book and are defined as: 

Reliability. If a study is reliable, it means another analyst can use the same 
research procedures (theory, hypotheses/alternatives, sampling methods, 
data collection methods, analysis methods, etc.) and generate the same 
results. As Heuer commented on unaided judgment, pre-9/11 intelligence 
analysis often was kept in the heads of the analysts and could not be 
checked for reliability or validity (Chapter 1). 

Validity. If a study is valid, it means the analyst actually studied the 
concepts the research question and research design specified. Achieving 
validity focuses on reducing biases. Validity in security studies is best 
defined by a combination of three general sub-categories: 

Construct Validity means the analyst adequately conceptualized and 
operationalized (measured) the research variables, process steps, 
and/or agency model’s contents (Chapter 7). 

Internal Validity means the analyst properly specified structural 
causal, process, or agency models. It assumes the analyst included 
the most important variables (factors, drivers) in their model and 
excluded variables of little or no importance (Chapters 7 and 8). 

External Validity means the analyst used a proper research design 
(sampling, data collection, data analysis) such that the research 
findings may be inferred not only to the case(s) studied, but also to a 
larger population (Chapter 9).  
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Levels of analysis. Achieving research reliability and validity assumes that 
analysts employ the proper level of analysis.16 To address this, analysts must be 
clear as to whether they are studying individuals, groups, or groups-of-groups, as 
defined by the levels of analysis specified in the research question and research 
design. Research results cannot be generalized or inferred to a level of analysis 
not actually studied (i.e., theorized about and data collected on). Using the wrong 
level of analysis results in major degradations to the study’s external validity. 
When the analysts draw their research conclusions from a level of analysis other 
than the one studied, it results in an ecological fallacy.17 For example, if the 
research focuses on collecting and analyzing data on individuals, the findings 
cannot then be generalized to how groups made up of these individuals will act.  

Table 3.7 summarizes the levels of analysis commonly addressed by 
different social science academic disciplines. During their careers, political-
military analysts—whether engaged in either intelligence analysis or security 
policy analysis—will find a need to work at several different levels of analysis, 
sometimes even within the same research project. Analysts may need to access 
the theories of several academic disciplines shown in Table 3.7, while avoiding the 
ecological fallacy by making sure their data collection and analysis matches the 
level of analysis specified in their research questions and research design.  

Figure 3.7 Common Levels of Analysis and Academic Discipline 
Level of Analysis Academic Discipline 

International Systems International Relations 
Political Systems Political Science 
Economic Systems Economics 
Cultures Anthropology 
Social Groups (large & small) Sociology 
Individuals Psychology 

Research biases. To achieve reliability and validity, the analyst must reduce 
research biases, which means strict compliance with social science research 
procedures. The use of triangulated or multi-method studies assists in reducing 
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potential biases. Triangulated studies often use alternative theories, alternative 
hypotheses, alternative data-collection methods, and alternative data-analysis 
techniques to create multiple research designs to determine if the same results 
are obtained using alternative methods. Multi-method (or mixed-method) 
studies may combine qualitative, comparative, or quantitative studies (discussed 
in more detail below).18 Use of triangulated and multi-method studies generally 
reduce biases and improve the reliability and validity of research findings. 
Triangulated or multi-method studies are all but mandatory for good practitioner 
security analysis; but, also should be strongly considered for academic studies.  

All analysts have differing values, ideologies, perceptions, emotions, etc., 
which influence the way they see and interpret the world. A first step in reducing 
biases is recognizing they exist. In other words, the analysts must recognize, 
assess, and overcome their own blind-spot biases (see Figure 2.3). The analyst’s 
ontology, or view of how the world works, is a major source of research bias. 
Theorists considering themselves realists (conservatives), idealists (liberals), 
Marxists, post-modernists, constructivists, structuralists, etc., approach research 
with different views of how the world works, meaning they employ different 
assumptions and generate different perceptions of how the world works. 
Descriptions of these different approaches to research are usually found in 
academic course work or in security literature. Several of these approaches and 
their key assumptions are discussed in more detail in Appendix III.  

Positivists, no matter which theoretical approach they follow, usually look 
at the world of social practice through one of two distinct perspectives, either the 
“etic” or “emic” approaches.19 An analyst using the etic approach stands outside 
the world of social practice and observes human behavior from afar without 
becoming deeply involved or interacting personally with the subjects under 
observation. For example, a political scientist using empirical data collected by 
others or who conducts surveys of the research subjects is employing the etic 
approach. An analyst using the emic approach literally enters the world of social 
practice and observes human behavior while closely interacting with the research 
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subjects. For example, an anthropologist who goes to live with a recently 
identified indigenous group is employing the emic approach. Both etic and emic 
analysts see the world of social practice through different—but still biased—
lenses, such that their perspectives are heavily influenced or biased by their own 
belief systems and experiences. Most security-related research and analysis 
utilizes the etic approach; however, at times, human intelligence collectors or 
policy analysts (Chapter 5) may take an emic approach on their observations. 

Whether using the etic or emic approach, value-free or unbiased research is 
nearly impossible to find, even if the analyst recognizes and accounts for their 
blind-spot bias, so analysts should anticipate critiques of their findings. It is far 
better for the analyst to point out the weaknesses in their own findings than have 
someone else later criticize the work. If the biases are fatal, it may be best for the 
analyst to rethink their analytic process or even take on a different project. Luckily 
that is not usually the case. In most instances, biases exist, but the findings are 
nonetheless valuable if interpreted with the appropriate caveats in mind. A good 
rule for any research project is to sensitize the reader to those caveats. Another 
good rule is to disclose limitations with the study’s research design to the 
customer or reader. 

 To systematically discuss the problems of bias a research project may 
include, it is helpful to consider three main issues:20 

Nature of the bias. What is the source of the bias? Many analysts use 
income as an operational definition of quality of life. But income from a 
person's occupation may not be their only source of monetary resources. 
There is also income from stocks and bonds, from other investments, from 
rental property, from retirement programs, and so on. It can therefore be 
said that occupational income is a biased measure of quality of life. (Or, 
alternatively, that wages are not a true picture of wealth.) 
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Direction of the bias. What is the likely effect of the bias? How does the 
bias affect the advancement or testing of alternative hypotheses? For 
example, the direction of the bias associated with the above income 
variable is to underestimate quality of life. 

Magnitude of the bias. How large is the effect of the bias? This is the most 
difficult question to answer. Indeed, if the size of the bias was actually 
known, then the analyst could correct the estimates accordingly and be rid 
of the problem. In most cases all the analyst can do is plausibly speculate 
on the magnitude of the bias. In the income case, for example, it is 
plausible to argue the magnitude of the bias is small. Why? Because in most 
populations, very few people who are in the labor force have other sources 
of income. Hence, one could argue that the bias is likely to be small, 
allowing the analyst to proceed with the analysis.  

Analytic goals, aims, and objectives. Figure 3.8 provides a summary of the 
goals, aims, and objectives a security analyst should consider from the start of the 
analytic project. To comprehend Figure 3.8, the definitions of the three different 
types of research in the top column—qualitative, comparative, and quantitative—
must be considered as the research design is in development. This does not mean 
the type of research design will remain unchanged as the project advances, but 
the initial research design type should be considered during the project’s 
development process. Each of the three types of research calls for its own data 
collection and data analysis techniques. See the expanded discussion of data 
collection and analytic techniques in Chapters 5 and 9, respectively. 
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Figure 3.8 Analytic Goals, Aims, and Objectives21

Analytic Goals, Aims, 
Objectives 

Qualitative 
Research 

Design 

Comparative 
Research  

Design 

Quantitative 
 Research 

 Design 

Identify Broad Patterns S S P 

Test/Refine Theory 
(Conceptualization) 

S S P 

Advance Theory 
(Conceptualization) 

P P S 

Make Predictions 
(Threat and Opportunity 
Analysis) 

S S P 

Interpret Significance 
(What Does This Mean?) 

P S S 

Explore Diversity S P S 

Give Voice P S S 

Develop Policy 
Alternatives 

P S S 

P = Primary Use, S = Secondary Use 

Qualitative research. This type of research design is used when studying 
many aspects (20 or more) of a few cases (1-10 as a rule). In this type of research, 
the analyst looks for commonalities among the cases. Qualitative data collection 
methods (Chapter 5) generally include literature searches, content analyses, 
unobtrusive measures collection, participant-observations, interviews, and focus 
groups. The analysis includes coding concepts found in the data collected, and 
then uses the coded data to support, or not support, the study’s hypotheses. 
Descriptive statistics usually support qualitative research. Forms of logical 
argumentation normally are employed in qualitative analysis. The objective of this 
type of analysis is to use descriptive inference to test the study’s hypotheses and 
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find common patterns (Chapter 9). The vast majority of security analysis consists 
of case studies using qualitative research techniques.  

Comparative research. These research design is employed when studying a 
moderate number of aspects (15-20 variables) of a moderate number of cases 
(approximately 11-50). Comparative research looks for diversity in cases and data 
collection may include any of the methods used in either qualitative or 
quantitative studies, although they might not always work well. There are some 
specific analytic methods used in comparative research, including use of truth 
tables and fuzzy-set analysis. The objective of comparative analysis is to use 
methods of descriptive inference to test the study’s hypotheses and find patterns 
of diversity. Comparative research techniques are especially pertinent when 
conducting regional analyses studying conditions in several nearby states.  

Note: Most books on research methods limit their coverage to only qualitative 
and quantitative methods, as comparative methods are a narrow sub-field of 
research and analysis. When discussing comparative research, there is also a 
definitional problem. To most social scientists, comparative research means the 
use of comparative analysis methods discussed above, which are not as well-
known as qualitative and quantitative methods. To a comparatist in U.S. political 
science, comparative research means studying any political system outside the 
United States. 

Quantitative research. This type of research design is used when studying a 
few aspects (approximately 1-15 variables) of many cases (usually 50 or more). 
The objective of quantitative analysis is to use methods of statistical inference to 
test the study’s hypotheses. Quantitative research looks for the strength of 
relationships among variables. Fewer than 50 cases may be addressed if the data 
analysis techniques used generate acceptable statistical significance values. 
Quantitative data collection may include qualitative collection techniques, but it is 
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more commonly conducted using survey results or other methods to gather 
statistical data on numerous cases. Both descriptive statistics and more complex 
statistical methods generating statistical inference are commonly used in the 
analysis of quantitative data. Chapter 9 contains more detail on statistical 
significance. 

Referring to Figure 3.8, note the left column identifies a number of analytic 
goals, aims, and objectives common to security analysis and designates the type 
of research design (primary or secondary) to accomplish them. The analyst should 
consider which of these analytic goals, aims, and objectives, plus research design 
types, provide the “best fit” for their project. One project may have multiple 
analytic goals, aims, and objectives that include: 

Identify broad patterns. To identify broad patterns in social phenomenon is 
a primary objective of social science and, to do so with statistical significance is 
the purview of quantitative research. Qualitative and comparative research may 
identify social patterns, but the likelihood and confidence levels in the results will 
be less than for a quantitative study. Chapter 11 includes an expanded discussion 
of likelihood and confidence levels. 

Test/refine theory (conceptualization). All analytic projects require a 
theory or model. This is part of conceptualizing the study. The only exception to 
using a model or theory may be when the research is descriptive in nature 
(Chapter 4 contains an expanded discussion of descriptive studies). When 
explaining or predicting social behavior, a theory or model is absolutely required. 
Because of problems with generating significance (likelihood, confidence levels) 
when using qualitative and comparative techniques, quantitative studies are the 
best approach for testing and refining theories. Analysts conducting quantitative 
studies; however, often have problems with conceptualization as they have not 
searched deep enough into the social behavior to have adequately built their 
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theoretical models and thus have problems with construct validity and internal 
validity. Quantitative studies should be preceded by qualitative and comparative 
studies to advance (develop) theory as discussed below; utilizing this process 
helps ensure theories or models are adequately developed. 

Advance theory (conceptualization). Qualitative and comparative studies 
have a major role in initially developing or advancing theory. An analyst 
attempting to explain or predict social behavior must develop a theory or model, 
and then use their data collection and analytic techniques to test their 
hypotheses. But, be careful!  No matter how strong the correlations (co-
variations) analysts uncover in their qualitative or comparative study hypothesis 
tests, there remains the problem of establishing the results’ likelihood and 
confidence levels. The best approach is to advance (develop) theories or models 
using a qualitative or comparative study, then develop a data collection plan to 
test the theory or model using quantitative techniques.  

Make predictions (threat and opportunity analysis). Predicting future 
social behavior presents a major challenge to security analysts. Even with a 
perfect data collection situation, which is seldom the case, social beings (humans) 
have free will and may not act in the future the same way as they acted in the 
past. Making predictions is a main activity of intelligence analysts as they conduct 
threat and opportunity analyses, and they have a number of  techniques to 
generate results. Quantitative statistical analyses play a primary role in predicting 
variables where there are large databases to employ statistical or other 
mathematical tests. Since predictive qualitative and comparative analysis 
techniques are not taught widely in universities, academics tend to struggle with 
predictive analysis. Because of the usual lack of large databases available in the 
field of security analysis, most predictive studies are carried out using qualitative 
or comparative techniques.  
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Interpret significance. After a major international or domestic event, policy 
makers and decision makers often ask “what does this mean?”  Security analysts, 
both practitioners and academics, may frequently find themselves trying to 
interpret the significance of current events and other human behavior, decisions, 
and conditions. Qualitative studies work best for interpreting significance. 

Explore diversity. Comparative research techniques are designed to explore 
diversity over a moderate number of cases. Qualitative studies tend to focus more 
on uncovering commonalities in a smaller number of cases. Quantitative studies 
focus on finding broad patterns in a larger number of cases. Comparative 
techniques, such as truth tables and fuzzy-set analyses, bridge the gap between 
qualitative and quantitative research and are available for highlighting the 
diversity across a number of cases. 

Give voice. This means to analyze and present information and findings on 
a hidden or otherwise not widely known population. For example, during the 
1980s as Middle East conflict became a more prevalent topic in U.S. security, 
there was little knowledge among the general public of the differing Islamic Sunni 
and Shi’ite sects and the conflicts between them. Over the next two decades, 
both government and journalistic analysis “gave voice” to these Islamic sects and 
made the differences between them more universally known to both security 
analysts and the public. There are many other examples where populations 
hovering below-the-radar or those newly found were given voice in security 
analysis. 

Develop policy alternatives. Developing policy alternatives is the most 
important activity of policy analysts. It is also the most complex type of analysis. 
Policy analysts do not want to present obvious or little-researched 
recommendations to the policy maker or decision maker. Instead, there must be a 
robust, critical-thinking analysis that provides a range of alternative solutions. 
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Most alternative development is conducted using qualitative techniques, but 
comparative and quantitative techniques also may play a role (Chapters 8 and 9).  

 Measuring Variables. A major source of bias affecting construct validity is 
whether variables are properly measured. Proper measurement includes having 
good, specific operationalized definitions of variables. Part of operationalizing a 
variable is considering how the variable will be measured and data collected.22 
There are four levels of measurement used in operationalizing variables. It is 
important to clearly understand the distinctions among these levels, because 
each type of measurement requires its own specific qualitative, comparative, or 
statistical analytic techniques to test hypotheses.  

Nominal. A nominal scale of measurement is a set of categories varying in 
content, but not in magnitude. Nominal is the crudest measure of a 
variable. For example, the variable U.S. political parties would be measured 
on a nominal scale, with measures (categories) such as Republican, 
Democrat, Independent, Green, or others. State of residence is a nominal 
variable; as are gender, race, and religion. A special type of nominal 
variable is the dichotomous “dummy” variable, where the existence of the 
concept or variable is measured as a “1,” and the lack of existence is 
measured as a “0.”  This 1/0 dichotomy is important in several comparative 
and statistical techniques for testing hypotheses.  

Ordinal. An ordinal scale of measurement is when the values of a variable 
can be assessed by a level of magnitude, but the degrees of magnitude are 
not defined or of equal intervals. After nominal variables, ordinal variables 
are the next crudest in measurement level. There is an ordering of the 
values on an ordinal scale, but the distances between the values do not 
have a precise numerical meaning. Examples include: high, medium, and 
low-social trust; upper, middle, and lower-class; (left to right orientation) 
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liberal, moderate, or conservative-political attitudes; and responses to a 
question in the form of ‘very favorable,’ ‘favorable,’ ‘indifferent,’ 
‘unfavorable,’ ‘very unfavorable.’  For these types of variables, there is a 
clear ordering of the categories, but the absolute distance between the 
categories is not specified. 

Note: Nominal and ordinal measured variables also are referred to as 
“categorical” variables or incorrectly as “qualitative” variables. 

Interval. In addition to incorporating order of magnitude, interval variables 
have a specific numerical distance between and within each level of 
measurement. Hence, the analyst can compare values not only in terms of 
which is larger than another, but also in terms of how much larger. What 
interval-measured variables lack is a set zero point. When rating scales or 
indexes are developed and used to measure an interval variable, they often 
have the lowest value measured as a one (1) and not a zero (0). For 
example, Freedom House publishes an annual rating scale of “Freedom in 
the World” consisting of two expert-generated indexes assessing political 
rights and civil liberties in most world states. Both of these indexes use 
measurements of 1 (best) to 7 (worst). Adding these two indexes provides 
an accepted interval measure of the variable democracy.23 Interval-
measured variables often are used in statistical procedures as if they do 
have a set zero point, but such use adds bias to the findings. 

Ratio. Ratio-level variables have the same characteristics as interval 
variables, but also have a set zero point. Age, centigrade temperature, miles 
per hour, etc., are examples of ratio variables with a set zero point. Ratio 
variables allow the use of the most complex and robust statistical-analysis 
procedures for testing hypotheses. 
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Note:  Interval- and ratio-measured variables are also referred to as “continuous,” 
“quantitative,” or “scale” variables. 

The specificity of variable measurements may be arranged on a continuum 
from high to low, with ratio the highest and nominal as lowest. Figure 3.9 
summarizes the four levels of variable measurement. Obtaining ratio-measured 
variables is the best approach in any study as they provide the most information 
and allow the most robust statistical procedures. The level of measurement of a 
variable; however, will depend on its operational definition and the ability to 
collect information on the variable. The analyst can opt to convert ratio variables 
to more imprecise measurements such as interval, ordinal, or ratio. One cannot; 
however, convert a nominal- or ordinal-measured variable to one that is higher 
on the Figure 3.9 list. 

Figure 3.9 Summary of Variable Measurements 
Levels of 
Measurement 
{high to low) 

Place in 
discreet 
categories 

Rank order the 
categories 

Equal intervals 
between/within 
categories  

Set zero (0) 
point exists 

1. Ratio X X X X 
2. Interval X X X  
3. Ordinal X X   
4. Nom  inal X    

Sampling Theory 

Proper sampling allows an analyst to use data drawn from a small portion of a 
population to infer patterns or behaviors existing in the larger population.24 
Proper sampling helps ensure reliability and validity in a study, with a special 
emphasis on external validity. There are frequent examples in both practitioner 
reports and academic studies where improper sampling degrades the external 
validity and adds significant bias to a study’s findings. Poor sampling is a major 
contributor to the Part-to-whole informal logic fallacy (Appendix I), where 



72 
 

analysts attempt to use a smaller-than-required sample to improperly generalize 
to a larger population. Proper sampling must be considered, whether the analyst 
is reviewing the literature or designing their own research project. Normally, 
when analysts talk about proper sampling, they are referring to quantitative 
studies. This book presumes proper sampling methods apply to the full range of 
empirical qualitative, comparative, and quantitative research. To obtain samples 
in quantitative studies, which can be used to test hypotheses or for other analytic 
objectives, the analyst must consider both the size of the sample and the 
randomness of how the data was collected. The nature of qualitative and 
comparative studies limits the analyst to using smaller samples and thus usually 
restricts the findings from being generalized to a larger population. There are two 
types of sampling methods normally used in qualitative, comparative, or 
quantitative studies:  probability methods and non-probability methods.  

The basics of sampling are depicted in Figure 3.10, where the analyst 
selects a sample from a larger population. If the sample is selected properly, the 
analyst can study the sample and then infer (generalize) the larger population will 
exhibit the same patterns, behaviors, relationships, opinions, etc., found in the 
sample. This provides the foundation for finding patterns in the data. If the 
sample is selected improperly, the analyst is unable to make accurate inferences 
back to the larger population. Inference can be characterized as either descriptive 
(for small samples) or statistical (for large samples).  



73 
 

  

   

Sampling definitions. Sampling has specific vocabulary, including: 

Units of analysis. Entails the actual units included in a population or 
sample. Similar to levels of analysis, the unit of analysis more specifically 
defines which individuals, groups, cultures, systems, cases, etc., will be 
included in the study’s sample.25  

Population. Identifies all the units of analysis whose behavior or 
relationships the analyst selects to generalize about. 

Census. A list including every unit of analysis in the population (also called a 
sampling frame). 

Sample. Identifies the units of analysis selected and data collected and 
analyzed in the actual research. 

N (number). The number of units of analysis in a sample. 
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 Figure 3.11 provides a list of questions an analyst should ask before 
selecting either a probability or non-probability sampling method.  

Figure 3.11 Analyst’s Pre-Sampling Questions 

• What are the units of analysis and population? 
• Based on the individual variables the analyst is interested in studying, 

how homogeneous is the population? 
• What population sub-groups are important for the study (e.g., regime 

type, military groups, gender, ethnic group, etc.)? 
• How accurate does the study need to be; i.e., how much confidence 

should be placed in the generalizations? 
• How much variance is there in the individual variables of interest in the 

study? 
• How much money and time is available to collect data to build the 

sample? 

Probability sampling methods. These methods normally are used in 
quantitative studies with large samples.26 Probability sampling is based on the 
laws of mathematical probability. The Central Limit Theorem (CLT) offers that, if a 
sample is taken randomly and of sufficient size from a population, the descriptive 
statistics of individual variables in the sample (i.e., mean, mode, median, range, 
distribution, variance, etc.) will approach the tendencies of the same variables in 
the larger population. The CLT also offers that, the larger the sample taken or the 
more samples taken from the same population, the closer the sample’s statistical 
tendencies will be to that of the population. As depicted in Figure 3.10, the CLT 
allows analysts to test hypotheses using only a single sample and then to make 
generalizations from the sample back to the larger population. There are three 
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main types of probability samples governed by the CLT—simple random, 
systematic, and stratified.  

Simple, random samples. Taking simple, random samples is the most 
accurate probability sampling method and should be used whenever possible. To 
take a simple, random probability sample, the analyst must have a numbered 
sampling frame of the entire population (i.e., a listing of units of analysis such as a 
census list, school roster, tax roll, election roll, etc.).27 If the sampling frame does 
not have sequential numbers, the analyst must create or assign them. Using a 
random number table or a random number generator program (see 
http://www.random.org/), the analyst selects which units or cases from the 
sampling frame will be in the sample. The goal of this method is to make sure 
every unit in the population has an equal probability of selection as part of the 
sample. The equal probability of selection method (EPSM) is what analysts strive 
to ensure in all probability samples.28 

In security analysis, a good sample should generate a 95% confidence level 
with a 5% confidence interval. The 95% confidence level means the analyst is 
willing to be wrong 5% of the time (or 1 in 20 times), which is normally acceptable 
in security analysis. The 5% confidence interval means the actual value of the 
sample statistic computed will be somewhere plus or minus 5% of the statistic 
calculated. For example, if a proper EPSM sample of the population is taken to 
find support for a candidate for political office and the results show 60% support 
with a 5% confidence interval, the actual support is likely between 55% and 65% 
(plus or minus 5% of 60%--sometimes called the sampling error or margin). There 
are statistical equations for calculating the confidence level and confidence 
interval for different sample sizes. To make it easier for security analysts, Figure 
3.12 provides a summary of the size of the population and number required in the 
sample to achieve a 95% confidence level with a 5% confidence interval. 

http://www.random.org/
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Figure 3.12 Sample Size for 95% Confidence Level & 5% Confidence Interval 
Number of Units in Population: Number of Units Required in Sample (N): 

50 44 
100 80 
250 152 
500 217 

1,000 278 
5,000 357 
50,000 381 

1 million 384 
300 million 384 

As a standard rule, large-sample quantitative studies should strive for a 
sample size of at least 400 units. To obtain a 95% confidence level with a 3% 
confidence internal, most studies take a sample of 1,500 units when researching 
large populations of a million or more. The analyst may use the Sample Size 
Calculator at http://www.surveysystem.com/sscalc.htm to compute the exact 
sample size for any size population.  

Note: Researchers must be aware of frequently encountered self-selected 
samples where the respondent is given a choice whether to participate. Many 
surveys are completed by telephone using a random number generator to select 
telephone numbers to be called. The problem with the random-number process is 
that callers can decline to participate, so survey teams must usually call many 
more potential respondents to reach the intended number of responses (units) 
desired for the sample. Because this adds bias to the results; i.e., the sample is 
not truly random, the analyst should justify use of a self-selected sample to the 
customers or readers of the final study. 

Systematic sampling. When the analyst only possesses an unnumbered 
sampling frame, a systematic sampling method is an accepted probability 
sampling method used to achieve EPSM.29 For example, if the analyst only has a 

http://www.surveysystem.com/sscalc.htm
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telephone book as a sampling frame, the following procedures would provide an 
EPSM sample: 

1. Determine how many pages there are in the telephone book and how 
many average entries there are on each page. 
2. Use a random number table or random number generator to select: (1) a 
start page, (2) where on the start page the analyst will begin selecting the 
sample, and (3) how many numbers on that page or how many pages will 
be skipped until the next selection (depending on how many units are 
needed in the final sample).  

Note: When using a systematic sample, make sure there are no recurring patterns 
in the sampling frame. For example, if in the sampling frame every 15th entry was 
a female and the systematic sampling strategy called for the analyst to select 
every 15th person; then, if the sample started with a female, the final sample 
could be all females, even though the sampling frame may contain half males and 
half females. Therefore, checking the sampling frames for recurring patterns is 
important whenever employing the systematic sampling method.  

Stratified sampling. A third accepted EPSM probability-sampling method 
may be used when the analyst decides to ensure sub-populations (substrates) 
important to the study are included in the final sample.30 For example, if only 30% 
of the population is Hispanic, a stratified sample would ensure the final sample 
contains 30% Hispanics. To conduct a stratified sample: 

1. Determine the sub-populations in the population that are important to 
the study. If the analyst is not sure of the importance of sub-populations to 
the study, he/she should use simple random or systematic sampling 
methods instead. 
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2. Determine the proportions (percentages) of the sub-populations in the 
population. Do this by dividing the population into these sub-populations 
and then randomly sample within each sub-population (see example 
below).  

Note: Using more than 2 or 3 sub-populations can make stratified sampling very 
complex and can take considerable time and money to complete. Also, sampling 
within each sub-population selected creates its own confidence-interval sampling 
errors (that are additive), which if not accounted for in the final analysis can ruin 
the generalizability to the larger population. 

Stratified sampling example:  An analyst selects a population consisting of 
50% male, 50% female, 30% Hispanic, and 70% non-Hispanic and decides to 
employ a stratified sampling method, which results in representative 
numbers of the sub-populations. The population is 1,000,000 and the 
analyst desires a sample size of 400 (to achieve a 95% confidence level with 
a 5% confidence interval). To visualize this, create a table similar to Figure 
3.13, designating the sub-populations and their proportions in the 
population. Cross multiply to obtain the proportion and number of units 
needed in each sub-population (i.e., .50 male X .30 Hispanic = .15; then .15 
X 400 = 60 male/Hispanics in this sub-population). Then randomly sample 
each sub-population until the numbers desired are obtained. 

Note: If there is a 5% confidence interval in the sampling of each of the sub-
populations in this example, the total confidence interval in Figure 3.13 could be 
20% (5% X 4 for the 4 sub-populations), a confidence level not acceptable in most 
scientific research.  
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 Figure 3.13 Stratified Sampling Example 
Population = 1 million Male (.50) Female (.50)   
Hispanic (.30) .50 X .30 = .15 or 

60 in sample 
.50 X .30 = .15 or  
60 in sample 

.30 X 400 = 120 total 
Hispanics in sample 

Non-Hispanic (.70) .50 X .70 =.35 or 
140 in sample 

.50 X .70 = .35 = or 
140 in sample 

.70 X 400 = 280 total 
non-Hispanics in 
sample 

  .50 X 400 = 200 
males in sample 

.50 X 400 = 200 
females in sample 

400 total in sample 

Non-probability sampling methods. These types of sampling methods 
should not be used in quantitative studies. Non-probability sampling methods; 
however, are commonly used in qualitative and comparative studies when it is 
too cumbersome or too costly to use probability sampling methods.31 When using 
non-probability methods, the analyst must always be aware there will be a 
resultant negative effect on the study’s reliability and validity. The uncertainty 
that goes along with generalizing from a non-probability sample is one reason 
why qualitative and comparative studies may only “advance” theories and not 
“test” theories, as can be done with quantitative studies. Non-probability samples 
often are referred to as non-representative, so unless the analyst is very careful in 
using and justifying non-probability samples, others may challenge the ability to 
generalize a study’s findings to the larger population. This is especially true where 
quantitative analysts use a non-probability method and disregard the sample sizes 
in Figure 3.12. The best advice for overcoming problems with non-probability 
sampling methods  is to either find a way to employ a probability sampling 
method or increase the sample size until the same results start being collected 
from multiple units. Non-probability sampling methods include: cluster sampling, 
quota sampling, purposive or judgmental sampling, snowball sampling, and 
haphazard or convenience sampling. 

Cluster sampling. This is a non-probability method used when there is not a 
convenient sampling frame. In cluster sampling, the analyst looks for natural 
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groups or “clusters” of units of analysis, such as by geographic region, 
organizations, schools, etc., and then uses EPSM techniques within the clusters to 
select the sample.32 For example, if the analyst wants to sample U.S. Muslim 
citizens, he/she would look for their sample at locations frequented by Muslims 
(mosques, community centers, etc.). The key with cluster sampling is to maximize 
the between-group variances in the individual variables. Some research 
methodologists consider cluster sampling an acceptable EPSM technique, similar 
in some ways to stratified sampling. If cluster sampling is used, the analyst is 
responsible for justifying its use to the customers or readers of the final study.  

 
Quota sampling. This is a non-probability method that is similar to the 

stratified probability method. In quota sampling, instead of using the natural 
proportion of sub-populations in the larger population, the analyst decides the 
proportion of differing sub-populations to use in the final sample.33 Unless well 
justified by the analyst, use of quota sampling violates EPSM and can lead to 
major reliability and validity issues.  

Purposive or judgmental sampling. This type of sampling is a non-
probability sampling method used regularly in qualitative and comparative studies 
where descriptive (versus statistical) inference is employed. In this method, the 
analyst selects a sample of units that will provide the information needed. In 
other words, the analyst looks for units of analysis that will serve the purpose of 
the study.34 This is also sometimes called the expert choice sampling method, 
with the expert being either the analyst or the expert respondent in the sample. 
The analyst must be careful in selecting units with this sampling method to ensure 
there is variance in the dependent and independent variables across the selected 
units. Using the purposive or judgmental sampling method normally allows the 
analyst to generalize to the units in the sample and not to a larger population. 
When using this type of sampling, it is recommended to keep collecting data until 
new information is no longer being uncovered. 
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 Snowball sampling. This is a non-probability method where the analyst 
builds the sample by asking persons (units) already sampled for location data on 
other units having the expertise or characteristics desired for the study.35 This 
method is especially useful when there is not a good sampling frame and where 
the analyst is not sure where units that meet the study’s needs are located. This is 
similar to the technique used by detectives or investigators as they build leads in 
a case and then follow-up on each lead to generate additional leads. Use of the 
snowball sampling method allows the analyst to generalize to the units in the 
sample and not to a larger population. 

Haphazard or convenience sampling. This sampling method is a non-
probability sampling method considered the last option the analyst should 
consider using. With this method, the analyst simply selects a sample of those 
units that are readily available.36 For example, standing in a shopping mall and 
asking every 10th person passing to complete a survey is a haphazard or 
convenience sample, which does not adequately support generalizations to a 
larger population, unless the study’s population is people in the shopping mall in 
that location and on that day. Using a haphazard or convenience sampling 
method only allows the analyst to generalize to the units in the sample and not to 
a larger population. The best advice is to avoid haphazard or convenience 
sampling.  

The Great Debates 

While there are a number of basic foundational concepts in scientific research 
accepted widely in social science, there remain a number of “great debates” 
among analysts and scholars with differing research perspectives. These debates 
are found in security analysis literature just as they are in the larger social science 
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literature. A summary of the main debates related to security analysis is provided 
below. 

Historicism versus behaviorism. This debate first arose in the 1950s and 
1960s. Previously, most social science scholarship was based on historical 
analyses that employed the historical or inductive method. In these historical 
analyses, scholars would use logical reasoning, case studies, and analogies to 
identify broad political, economic, and social patterns, which they could then use 
to describe, explain, and/or predict social behavior. During the 1950s and 1960s; 
however, Austrian neurologist Sigmund Freud’s psychoanalysis theories were 
being expanded and adopted by most social science disciplines. Additionally, 
emerging computing technology allowed social scientists to test theories using 
statistical procedures applied to large databases—something that was more 
difficult when all statistical procedures were done by hand. The behaviorist 
approach, which adopted both psychological theory and quantitative methods 
using computers, began to flourish by the late-1960s. When Heuer identified 
unaided judgment as the primary methods employed in pre-9/11 intelligence 
analysis (Chapter 1), he was highlighting how the intelligence community was 
employing a historicist or inductive approach to analysis.37 The behaviorist 
approach won the historicism versus behaviorism scholarly debate as academic 
researchers sought to make their work more scientific. The Director of National 
Intelligence even directed that intelligence analysis become more systematic,38 
which coincides with the behaviorist approach. Both historicist and behaviorist 
works still are being produced in the social sciences, including in security analysis, 
by both practitioners and academics. This book stresses the behaviorist approach 
to analysis. 

Art versus science. There remains debate over whether security analysis is 
more art or science.39 Being labeled an art implies the work tends to be based on 
the imagination and creativity of individual analysts or groups of analysts, which 



83 
 

are developed as an analyst gains experience. Thus, the art side argues 
experience combined with imagination and creativity are needed to generate the 
best security analysis findings. The science side of this debate offers that the best 
analysis is produced using the systematic procedures included in the scientific 
method. The science side also recognizes the need for experienced analysts to 
both conduct and lead analytic efforts, provided scientific methods are being 
employed. This book addresses both the art and science approaches to security 
analysis. The Figure 2.5 Security Analysis Critical-Thinking Framework is based on 
a synthesis of the scientific method and critical thinking. Art is infused in this 
framework as imagination and creativity may be used in accomplishing any of the 
Figure 2.5 elements. This is particularly true of the alternatives element where 
this book provides several basic creative-thinking techniques to generate unique 
and useful alternatives to expand the range of alternative hypotheses and 
scenarios investigated in a study (Chapter 8). 

Descriptive inference versus statistical inference. To quantitative analysts, 
the “gold standard” has been the calculation of statistical significance, which 
supports statistical inference of their analytic findings to a larger population. 
Statistical inference provides a measure of the strength of relationships between 
variables (i.e., the strength of the analyzed patterns). To quantitative analysts, 
analytic procedures where statistical significance cannot be determined are of 
little value. To counter this hardened stance on statistical inference, a second 
type of inference was championed, known as descriptive inference. If the 
scientific method is used in a qualitative study to investigate a valid research 
question, descriptive inference may be used to establish causal relationships and 
thus advance social theory.40 This concept applies equally to comparative studies 
where statistical significance is also usually missing. The idea of descriptive 
inference thus gives qualitative and comparative analyses greater standing and 
acceptance in the scientific community. The security community takes descriptive 
inference to an even higher level by ensuring analysts develop likelihood and 
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confidence levels for their analytic results (Chapter 11), whether using qualitative, 
comparative, or quantitative methods.  

Empirical theory versus normative theory. Empirical theory is developed 
using the methods of social science introduced in this chapter where the tenets of 
empiricism and rationalism are combined. To develop and test empirical theory, 
analysts must be able to demonstrate the actual relationships among variables 
under study. Normative theory; on the other hand, offers theoretical relationships 
that “ought to be” or “should be.” Normative theory is closely related to values 
and ethics, defining what is right or wrong, just or unjust, or desirable or 
undesirable in society. Normative theory cannot usually be tested because the 
conditions needed to empirically test the theory do not exist. For example, the 
liberal Democratic-Peace Theory is normative because it explains how the world 
“ought” to be more peaceful with the spread of democracy, a condition that does 
not yet substantially exist world-wide, so it cannot be fully tested. Likewise, 
theories derived from the Marxist approach are often normative in the sense that 
they offer the human condition “ought” to be improved when socialism becomes 
the world economic system and is combined with a communist governing 
system—conditions not existing so they cannot be tested. Theories derived from 
the liberal, Marxist, and post-modern approaches often are normative as they 
rationalize about individual human, group, state, or international system 
conditions that “ought to” or “should” exist but currently do not. Security analysts 
must be aware of whether they are employing or creating empirical or normative 
theories in their studies. 

Agent versus structure. Social science literature is replete with differing 
perspectives arising from the agent versus structure debate.41 Supporters of the 
agency side of this debate argue it is the agent, meaning the decision maker or 
group of individuals making decisions, who must be analyzed to explain behavior. 
Agency proponents downplay the role of structure or institutions in influencing 
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decisions. For example, agency advocates argue that Adolph Hitler bears primary 
responsibility for starting World War II in Europe and not the military, political, 
and economic conditions that existed in 1920s and 1930s Europe. Structural 
advocates, on the other hand, offer it is the surrounding structure (laws, treaties, 
rules, regulations, conditions, etc.) that influences behavior—thus the key 
decision makers are of lesser importance—in other words the behavior will still 
occur no matter who is the decision maker. Using the World War II example 
again, structuralists argue the rise of Hitler was secondary, as the real reason for 
World War II in Europe could be found in the 1920s and 1930s European military, 
political, and economic conditions largely created by the Versailles Treaty ending 
World War I. Recognizing most situations have both agency and structural aspects 
is a major challenge to security analysts as they should consider and include, as 
appropriate, both agency and structural models in conceptualizing their studies. 
Chapters 6 and 7 provide additional details on agency and structural modeling. 

Free will versus determinism. In this debate, one side argues human 
behavior is the result of human “free will” where people are free to act or make 
different decisions in similar situations. The other side of this debate argues free 
will is not as important a factor, but human behavior is instead “determined” by 
the surrounding structure or from past observations of the behavior. Using the 
deductive approach, social science inference views the world as probabilistic, as 
analytic findings seldom receive 100% confidence levels, so they will have a 
probability of being wrong. There are few, if any, deterministic (100%) 
propositions in social science. The best an analyst can do is demonstrate the 
strength of relationships among variables and identify the probabilistic 
parameters concerning the inference of the findings to a larger population. This 
clearly differs from the definition of deductive reasoning depicted in Figure 3.6. In 
quantitative studies, the statistical significance provides the probabilistic 
estimate. In qualitative and comparative studies, security analysts assign 



86 
 

likelihood and confidence levels to allow the customer or reader to understand 
the probabilities associated with the findings.   

Explaining versus understanding. Among academic positivists, the central 
activity of social science is to explain human behavior as answers are generated to 
research questions by asking “why” and “how” (Chapter 4). Explaining is usually 
associated with the etic approach to research, where the analyst stands outside 
the world of social practice and attempts to explain an observed social behavior. 
Scholars who do not accept the positivist view offer that the scientific method 
may not be used to study human behavior. These non-positivists downplay the 
need to explain social behavior and see their main purpose as one of 
understanding the behavior from the perspectives of the humans studied, which 
is more akin to the emic approach where the analyst enters the world of social 
practice. Those who see their role as understanding, including humanists, 
constructivists, and other post-modernist academic approaches, try to empathize 
with the humans under study and understand reality as do their subjects. These 
non-positivist approaches often dispute the role of social theory and the ability to 
find patterns in human behavior, and instead see every unit of analysis or case as 
having its own distinct features where research can; at best, understand the 
behavior. In this book, the scientific approach is preferred; but, when addressing 
the elements of point of view and assumptions (Chapter 6), the analyst must also 
strive for a deeper understanding of the behavior under study. 

Key Concepts 

Abduction 
Antecedent Variable 
Applied Research 
Assumptions 

Axioms 
Behaviorism 
Biases 
Causality 
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Census 
Comparative Research 
Construct Validity 
Deduction 
Dependent Variable 
Descriptive Inference 
Determinism 
Direct Relationship 
Ecological Fallacy 
Emic 
Empirical Theory 
Epistemology 
Equal Probability of Selection       
Emic Method 
Etic 
External Validity 
Free Will 
Grounded Theory 
Induction 
Independent Variable 
Indirect Relationship 
Internal Validity 
Interval Variable 
Intersubjective Variable 
Intervening Variable 
Grounded Theory 
Historicism 
Laws 
Levels of Analysis 
Logical Reasoning 

Multi-Method Studies 
N (sample size) 
Nominal Variable 
Non-Probability Sampling 
Normative Theory 
Observation 
Ontology 
Operational Definition 
Ordinal Variable 
Parsimony 
Population 
Positivists 
Postulates 
Probability Sampling 
Proxy Variable 
Pure Research 
Qualitative Research 
Quantitative Research 
Ratio Variable 
Reliability 
Research 
Research Design 
Research Hypothesis 
Sampling Frame 
Sampling Theory 
Science 
Self-Selected Samples 
Statistical Inference 
Theorems 
Theoretical Concepts 
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Theoretical Propositions 
Theorizing 
Triangulated Studies 

Unit of Analysis 
Validity 
Wheel of Science 

Discussion Points 

1. Considering the seven categories of epistemology, are there other methods for 
gaining knowledge? Estimate the percentage of your existing knowledge that can 
be attributed to each of the seven epistemological categories. 
2. Do a quick search for information on Democratic-Peace Theory. Identify five 
theoretical propositions in this theory. Are these propositions assumptions, 
axioms, theorems, postulates, or laws? Why? 
3. Why is deduction the preferred approach to logical reasoning for use in security 
analysis? 
4. Find a published study or national survey that used a probability sampling 
method. How well did this study or survey comply with the equal probability of 
selection method (EPSM)? Critique the study’s or survey’s stated confidence level 
and confidence interval.  
5. Find a published study that employed a non-probability sampling method. 
Critique the measures this study used to reduce biases. Could a probability 
sampling method have been used? Why or Why Not? What is the generalizability 
of the study’s results? Did the author generalize properly? 
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Chapter 4 
Purpose and Questions 

Bottom Line Up Front 

Generating purpose statements and research questions kick-start a critical-
thinking project and provide focus to the analysis. All projects start with a larger 
purpose statement and one or more specific research questions. Customer 
alignment is a first step in generating the purpose and questions for a project. 
Once the customer’s expectations are clear, the analyst develops the purpose 
statement. From the broader purpose, the analyst generates more specific 
research questions. This chapter focuses on techniques for developing the 
purpose statement and generating research questions in security analysis. 
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Analyst Challenge 

New security analysts—both practitioners and academics—often find developing 
purpose statements and generating research questions a challenge. This may be 
explained by the way individuals have been taught to conduct research in their 
previous academic pursuits. At the elementary and secondary school levels, 
students generally are allowed to investigate broad topics where they collect a 
handful of references on a topic and present the descriptive material found on 
the topic in a logical order, usually in 10 pages or less. Near the end of the 
research project, they provide a paragraph or two with an intuitive analysis of the 
material found. Sound familiar? Often this same process is continued in the early 
years of the analyst’s undergraduate education. It may not be until the 
undergraduate student reaches upper-division (junior, senior) courses in their 
major, or even in graduate school, when they first encounter more robust and 
systematic research methods. It is thus understandable why new security analysts 
often struggle with the processes in a critical-thinking approach presented in this 
book, because this approach differs significantly from how the analyst conducted 
research in previous years.  
 Most analysts gain years of experience using the basic intuitive and inductive 
research and writing procedures introduced in elementary and secondary school. 
This book; however, forces a change in this basic process by presenting a 
deductive (scientific) approach based in critical thinking. This process of change 
can create cognitive dissonance in the student’s mind, resulting in a mental 
struggle to replace previously learned research and writing methods with new 
techniques. Much of the student’s past experience with research and writing still 
applies, especially in terms of information searching, grammar, spelling, 
punctuation, sentence structure, and paragraph formatting. The newer critical- 
thinking research and analysis techniques explained herein require a narrower 
purpose and questions, deeper search for information, more robust analytic 
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techniques, and analytic results (findings and conclusions) placed first (bottom 
line up front) instead of at the end of a project.  
  The material in this and following chapters is presented primarily as if 
addressing a single analyst. In reality, few security analysis projects involve only 
one analyst. It is more common for a team of analysts to work on a particular 
project. The recommended procedure in professional analysis is to gather a team 
of analysts with different academic backgrounds (political scientists, economists, 
etc.) and different levels of field and analytic experience to generate a diversity of 
perspectives on the analytic topic. In current-events analysis, especially during 
rapidly unfolding crisis situations, one or two experienced analysts may be the 
primary producers of an analytic product. Even these experienced analysts will 
have supervisors review their work. All the techniques taught in this book may be 
used by teams of analysts or by individual analysts, as the situation requires.  

Customer Alignment 

The first step in any analytic project is to determine the needs and expectations of 
the customer(s). This is called customer alignment. The proper terminology in 
security analysis for those who will use the analytic products is customers or 
clients and not consumers.1 The exact customer for a security analysis project will 
vary based on the agencies involved and situations requiring analysis. Some 
analysis will have one or just a few customers and others may be directed at the 
entire security community, and possibly even a larger public audience. Primary 
security analysis customers include national security and homeland security policy 
makers and decision makers, policy-maker staffs, military leaders and staffs, 
military commanders and field units, other intelligence agencies, U.S. Congress, 
law enforcement officials, and business leaders.2 Academic analysis customers 
include course professors, academic or professional conference audiences, and 
academic journal and book readers. It is vitally important that security analysts—
both practitioner and academic—understand what the customer expects and how 
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the analysis will be used in policy making, decision making, or the academic 
setting.  
 As described in Chapter 1, intelligence analysis reports provide customers 
with threat and opportunity analyses, but do not recommend policy or alternative 
solutions to a problem or situation. Intelligence analysis products must be non-
partisan and not be influenced by the politics of the situation.3 This type of 
analysis focuses on threat and opportunity analyses decision makers have 
requested or where the intelligence community (IC) determines the decision 
makers need to be alerted and informed. The aim of intelligence analysis is to 
reduce uncertainty, which can at best be reduced but likely never eliminated.4 
Once the analysis is provided, policy analysts then consider the resource 
implications and politics of the situation and develop the alternatives for the 
policy maker or decision maker to consider and select. In some cases, the policy 
analysts will not have a supporting intelligence staff and must provide both the 
intelligence and policy analysis in the same project. 

There may be instances where the intelligence and policy analysts must 
work in tandem, which will stretch the boundaries where intelligence analysts 
normally work. For example, it is perfectly acceptable for policy analysts or 
decision makers to request an intelligence analysis of the implications or 
consequences of specific policy alternatives. The intelligence analysts or their 
supervisors; however, should not generate or recommend the specific policy 
alternatives. Another example is when there is a joint risk analysis effort. Risk 
analysis of the U.S. critical infrastructure is a major function of homeland security 
analysis.5 One of the formulas used for risk analysis offers:  R = (C x V x T), 
indicating Risk (R) is a function of the combination of Consequences (C—potential 
damage, casualties, etc.), Vulnerabilities (V), and Threats (T) for a specific 
infrastructure component. The T in this formula is traditionally the role of 
intelligence analysts. At times; however, intelligence analysts may be tasked to 
look deeper and also analyze the V and C, and occasionally generate the R. 
Actions to mitigate the resultant risk level is the purview of policy analysts as their 
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considerations include the resources and politics of the situation. In small, state- 
or city-level Homeland Security Intelligence Fusion Centers, one analyst or a small 
group of analysts may address both the risk formula components and resultant 
mitigation actions. 

Much of the security analysis at the U.S. federal government level supports 
customers in the U.S. National Security decision-making structure diagrammed in 
Figure 4.1.6  Intelligence and policy analysis support all the levels shown. At times, 
the written reports will be provided directly to the policy-making staffs supporting 
each committee. At other times, depending on the situation and timelines 
involved, analysts may provide both verbal briefings and written reports directly 
to the committees, or even attend the meetings themselves in advisory roles. 
While the chairs and members of the Figure 4.1 committees change for each 
Presidential administration, the overall structure of the staff process has 
remained somewhat stable since 2000. Presidents George W. Bush and Donald J. 
Trump utilized separate National Security Council and Homeland Security Council 
structures, both mirroring Figure 4.1. Presidents Barrack Obama and Joe Biden 
used one National Security Council and combined both national security and 
homeland security decisions in one structure.  
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The differing levels of Figure 4.1 include: 

National Security Council (NSC). This body was created by the U.S. National 
Security Act of 1947 to coordinate interagency responses to U.S. national security 
issues. The NSC is chaired by the President and today has as statutory members 
the Vice-President, Secretary of Defense, Secretary of State, Secretary of 
Homeland Security, Attorney General, Secretary of Energy, and Secretary of 
Treasury. Other Cabinet-level officials, members of the NSC staff, and officials 
from other executive departments or agencies may be appointed as NSC 
members or attend NSC meetings based on the President’s preferences and the 
issues under consideration. The Director of National Intelligence, Chairman of the 
Joint Chiefs of Staff, Director of the CIA, and Director of the FBI, are regularly 
present at NSC meetings. The President makes all NSC decisions after 
presentation and discussion of specific issues. A combination of the President’s 
Daily Briefing Book and intelligence supporting the President’s NSC decision role 
make the President the number one customer of intelligence analysis produced at 
the U.S. federal level.  

Principals Committee (PC). This Committee consists of the same members 
as the National Security Council, less the President. It is normally chaired by either 
the Vice President or the National Security Advisor to the President. This is the 
Cabinet-level senior interagency forum for discussing national security or 
homeland security issues prior to the convening of the full NSC or Homeland 
Security Council with the President in attendance. 

Deputies Committee (DC). This Committee consists of the deputies of the 
regular members of the National Security Council such as the President’s Chief of 
Staff, Vice-President’s Chief of Staff, Deputy Secretary of Defense, Deputy 
Secretary of State, Deputy Secretary of Homeland Security, Deputy Attorney 
General, Deputy Secretary of Energy, and Deputy Secretary of Treasury. Deputies 
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from other executive departments and agencies also are often involved in the 
issues under discussion. This Committee is chaired by either the National Security 
Advisor or Deputy National Security Advisor as required by the situation. This is 
the principal sub-cabinet-level committee for interagency discussions and 
coordination that leads to national security or homeland security policy. 

Policy Coordinating Committees (PCCs). These are the primary interagency 
committees for the development, management, and implementation of national 
security and homeland security policies. These Committees usually are either 
regional or state specific (Latin America, Russia, etc.) or functional (terrorism, 
WMD, cybersecurity, etc.). Primary participation is at the Assistant Secretary or 
equivalent level, with participation of other executive departments or agencies as 
the situation requires. The Committees are either permanent or formed ad hoc as 
needed. Policy Coordinating Committees normally are chaired by members of the 
NSC staff with a portfolio in the region, state, or functional issue under 
consideration. As the main interagency coordination committees, Committee 
members discuss and forward interagency policy for consideration by the more 
senior committees and coordinate implementation of Presidential decisions. 

Below the Policy Coordinating Committees. There also exist a variety of 
other interagency or intra-agency committees and working groups to support the 
NSC process. For U.S. federal intelligence and policy analysts working on non-
security issues, or at state and local organizations, there usually is a hierarchical 
structure for generating coordinated intelligence and policy alternatives for 
submission to policy makers and decision makers. The bottom line for security 
analysts is to know their customers’ needs and expectations in order to clearly 
define the purpose and question(s) for their analytic projects.  
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Purpose Statements 

The critical-thinking process for analytic projects begins with development of a 
general analytic purpose statement. At the U.S. federal government level, security 
analysts will usually have their projects’ general analytic purposes defined or 
implied in one or more federal government strategy or guidance documents. 
These documents generally designate the primary threats and program priorities 
of the current U.S. administration and are products of the Figure 4.1 NSC 
structure. Figure 4.2 provides a sample list of selected strategic-planning and 
guidance documents. When the issuing agency is the White House, these 
documents usually have been coordinated through the NSC structure, with the 
White House National Security Staff normally preparing the final document for 
presidential approval. When the issuing agency is other than the White House, 
the individual agency’s staff prepares the documents for agency leadership 
approval after interagency and intra-agency coordination.  
 The documents listed in Figure 4.2, as well as other national strategy 
documents, provide guidance to U.S. Executive Branch component analysts and 
program managers. These documents are a key to Executive Branch planning, 
programming, and budgeting actions, and often are required to be produced by 
the U.S. Congress or the U.S. Office of Management and Budget. Executive Branch 
strategy documents usually are reissued near the beginning of each new U.S. 
presidential administration and may be revised or originated during an 
administration as international and domestic events unfold or administration 
priorities change. The documents are primarily guidance to Executive Branch 
components, as Congress has no role in their development. Congress is free to 
either accept or reject Executive Branch requests based on these strategies and 
other Executive Branch-generated documents. Security analysts not working 
within the U.S. federal government structure, such as at state or local 
governments, also should have a series of such strategies or other documents to 
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provide general guidance. Academic security analysts should understand the 
federal-level strategies in their specialty areas. 

Figure 4.2 Selected U.S. National Strategy and Guidance Documents (2020) 
Strategy or Guidance U.S. Issuing Agency 

National Security Strategy White House 
National Defense Strategy Department of Defense 
National Military Strategy Joint Chiefs of Staff 
National Strategy for Biodefense White House 
National Strategy for Counterterrorism White House 
National Strategy for Countering Weapons of Mass 
Destruction Terrorism 

White House 

Homeland Security Strategic Plan Dept. Homeland Security 
National Strategy for Aviation Security White House 
National SW Border Counter-narcotics Strategy Office of Drug Control Policy 
National Northern Border Strategy Dept. of Homeland Security 
National Strategy for Protecting Critical Infrastructure 
and Key Assets 

Dept. of Homeland Security 

National Intelligence Strategy Director of National Intelligence 
Worldwide Threat Assessment (updated annually) Director of National Intelligence 
Defense Intelligence Strategy Department of Defense 
Presidential Executive Orders White House 

 There will be circumstances when the analytic project’s purpose is not 
defined by a strategic plan or other guidance. When this occurs, the analysts or 
their supervisors—in consultation with the customers—develop the analytic 
guidance. For practitioners, this is also the case when intelligence or policy 
analysis focuses on making policy makers and decision makers aware of new 
threats or opportunities. In these situations, the purpose may not be gleaned 
from strategy documents, but normally will advance the goals identified in Figure 
4.2 guidance or other documents. Some academic security analysts may receive 
grants or contracts to conduct projects supporting government operations where 
the purpose is clearly identified. Most academic analysis; however, will require 
analysts to establish their own purpose statements.  
 The case study of the Cuban Missile Crisis (see Box 2.1) is an example of 



100 
 

when an analytic customer developed their own purpose and research question in 
a crisis situation. The ExCom’s first day of deliberations addressed the question of 
“what do we do about the Soviet missiles in Cuba?” They did not have a 
separately defined purpose. After this first day, President Kennedy created the 
purpose and questions for the continuing ExCom discussions. The new purpose 
looked to “avoid war.” The main question became “how to remove the missiles in 
Cuba while avoiding a conventional or nuclear war.” These changes to the 
purpose and questions completely reframed the ExCom analysis and ultimately 
avoided a nuclear war. 
 In academic circles, the purpose is often called the “research puzzle,” which 
defines the “bigger picture” issue(s) concerning a topic people care about. The 
purpose considers the general goals, aims, or objectives for the analytic project 
(Chapter 3). Analyzing the purpose normally would require a project too broad in 
scope to be studied with available time and resources. The research purpose 
should be a larger example of a problem people care about because of the 
associated consequences. In other words, the purpose should identify a topic that 
is important and one where the analyst’s efforts may make a contribution in 
solving a problem or answering a question.7 For example, a general-purpose topic 
could encompass: 

1. Causes of war or violent conflict. 
2. Chances for nuclear conflicts. 
3. Performance of U.S. security agency members. 
4. Results of U.S. government reorganizations. 
5. Options for national security actions. 

          The above are “bigger picture” issues that may take years to study 
adequately and several book-length manuscripts to report the analytic findings; 
therefore, it is impractical to address such problems in a single analytic project. As 
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the analyst works toward a set of specific research questions (see below), he/she 
attempts to carve out a small piece of the larger purpose or puzzle to address. 

Writing the purpose statement. Once a general-purpose topic for the 
analytic project is ascertained, the next step is to develop a purpose statement. 
This statement defines a narrower focus on the general-purpose topics such as 
mentioned above and must directly address or imply an answer to the question: 
Why should anyone care about this analysis? The purpose statement must be 
clear about the problem being addressed. 
          The purpose statement should be an example of a larger problem people 
care about because of its potential consequences. Security policy makers and 
decision makers may care about it because it assists in a decision process. 
Academics might care about the purpose if it solves a theoretical puzzle; 
especially if it adds to the theoretical knowledge base on a particular topic of 
interest. 
 The analyst also must ask whether there is an obvious answer to the purpose 
statement. For example, if the purpose statement addresses “whether powerful 
states are really more likely to win wars than weak states.”  The obvious answer is 
“Yes, they are.”  This purpose statement then would be interesting only if the 
analytic project’s purpose is to show “how, at least in some circumstances, weak 
states can prevail over powerful states.”8 

Examples of good general-purpose statements (often written as questions) 
are provided below; these correspond to previous general-purpose topic 
examples. These purpose statements are still too broad or general to study in a 
single research project. 

1. Can an external non-state actor (terrorist group, etc.) incite a war with a 
regional power? 

2. When would contiguous regional powers use nuclear weapons in a local 
conflict? 
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3. Do organizational cultures affect interagency intelligence analysis? 
4. Does government reorganization improve interagency information 

sharing? 
5. What diplomatic and military options exist in response to violations of 

international law? 

Research Questions 

Research questions delineate the actual study to be conducted. These questions 
provide specificity to the purpose statement by designating the category of study, 
situation, or phenomenon to be studied, and the cases or concepts to be 
included. A critical-thinking project may have more than one specific research 
question, but it is usually best—especially for new analysts—to limit the 
investigation to one question. The specific research questions determine the 
smaller piece of the larger research topic to be addressed in the project. It also 
helps frame the feasibility of the research project, which entails making sure the 
time, resources, and information to complete the project are available.9 Good 
questions must be relevant, timely, answerable in more than one way, and 
precisely worded.10 

After completing customer alignment; considering the goals, aims, and 
objectives of the analytic project (see Figure 3.8); and developing the purpose 
statement; the analyst can generate the specific research question(s). The 
Security Analysis Spectrum in Figure 4.3 demonstrates the different categories of 
analysis separated into descriptive, explanatory, predictive, and policy analysis.11 
The different analytic categories shown in Figure 4.3, include the types of 
questions normally answered in each indicated category. The spectrum starts on 
the left with the least-complex analysis (descriptive) and continues to the right 
with increasingly complex analyses, with policy analysis as the most complex. This 
figure also captures how the next higher category of analysis usually cannot be 
addressed without first completing the lower categories. For example, before 
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attempting a predictive analysis, support is required from both descriptive and 
explanatory analytic efforts. Descriptive analysis is more data-driven. Explanatory, 
predictive, and policy analysis rely on data, but become increasingly concept-
driven, meaning they use the critical-thinking research and analytic techniques 
presented in this book.   

Descriptive analysis. This type of analysis attempts to answer specific 
research questions: the who, what, when, where, and how about a current 
situation or phenomenon (e.g., human behavior) under investigation. Descriptive 
analysis primarily summarizes and reports data, but may also be used to make 
broad generalizations or find basic patterns in the data. The data for descriptive 
analysis is collected from a myriad of sources to include libraries, archives, 
databases, intelligence collection systems, imagery, and other sources (Chapter 
5). Once data is collected, the analyst summarizes and organizes it logically in 
published reports or briefings to present to either customers or other analysts. 
Descriptive statistics summarizing larger databases (means, modes, medians, 
ranges, distributions, variances, standard deviations, correlations, etc.) are 
frequently part of summaries prepared in descriptive analyses. Historians and 
journalists are well known for their descriptive analysis. Those who conduct 
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descriptive research employ the inductive approach and utilize historical research 
methods. 

Security analysis relies on significant descriptive analysis. Intelligence 
agencies regularly publish descriptive studies on foreign political, economic, and 
social conditions (country studies), foreign military capabilities and organizations 
(order-of-battle studies), foreign political and military leader biographies (Chapter 
6), foreign infrastructure studies (roads, airports, seaports, etc.), and other topics 
of possible interest to policy makers and decision makers. Most explanatory, 
predictive, or policy analysis efforts include background or contextual information 
gleaned from descriptive analysis. Standing descriptive reports usually are 
completed as part of a scheduled IC publication cycle. Both intelligence analysts 
and policy analysts depend heavily on descriptive analysis products.  

Descriptive analyses are often key components of more complex analyses. 
Beyond basic summarizing and reporting, descriptive analysis also can be used for 
generalizing and finding patterns in data. Some techniques utilized include 
content analysis, extrapolation, link analysis, geospatial analysis, and 
chronological studies (Chapters 5 and 7).  

1. Content analysis looks for trends in specific sources of communications 
(speeches, etc.). For example, a political leader’s word selection in a 
number of speeches may provide insights into future actions.  
2. Extrapolation simply shows past trends, usually graphically or 
chronologically, which can reveal future general trends or patterns.  
3. Link analysis provides diagrams of contacts (links) among people, 
organizations, bank accounts, vehicle registrations, and other collectable 
data, to understand the working and weaknesses of an organization, 
government, or criminal entity.  
4. Geospatial analysis combines photography and mapping with annotation 
techniques. Geospatial maps or charts can provide notations of buildings, 
equipment, or other geographic features or infrastructure. Today’s 



105 
 

geographic information systems use digital mapping, digital photography, 
and database information to create descriptive analysis products.  
5. Chronological studies relate events to timelines.  

Explanatory analysis. This analysis answers the why, and sometimes the 
how questions, plus questions similar to what does this mean about current 
situations or phenomenon. Explanatory analysis employs the deductive (scientific) 
approach for identifying patterns and trends. It also investigates cause-and-effect 
situations in addition to evaluating and judging situations to determine what they 
mean. Explanatory analysis techniques are usually taught in upper-division 
undergraduate and graduate courses. Academics specialize in explanatory 
analysis because it allows the building of models (Chapter 7) and theories 
(Chapter 3). Practitioners in particular use explanatory analysis to answer what 
does this mean-type questions, to support predictive analyses, and eventually as 
inputs to policy analyses. These analyses require a robust conceptualization of the 
situation. Chapter 7 addresses conceptualization through basic, process, 
structural-causal, and agency modeling. Inferential statistical techniques used to 
test hypotheses are the mainstay of conducting quantitative explanatory analysis. 
Qualitative and comparative research designs; however, also are used widely in 
explanatory analysis to determine patterns and trends, to model situations, and 
to advance hypotheses. As with descriptive analysis, the use of descriptive 
statistics to summarize large databases is frequently used in explanatory analysis. 

Most explanatory analysis answers why questions. Security analysts 
frequently will have to address questions of what does this mean if policymakers 
and decision makers want a deeper understanding of a situation. How questions 
in explanatory analysis are a little tricky. They can answer either descriptive or 
explanatory questions. If the question calls for describing political, military, 
economic, or social situations; then, a how question in a descriptive analysis is 
likely appropriate. If the question calls for explaining how a situation or process 
came about, then a how question in an explanatory analysis is appropriate. For 
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example, asking “How many combat aircraft will state X employ?” is a descriptive 
topic. Asking “How did state X increase its combat aircraft inventory?” identifies 
an explanatory situation. To avoid confusion, it is best to use why or what does 
this mean questions to frame explanatory studies.  

Predictive analysis. This analysis answers questions similar to what will or 
could happen concerning the situation or phenomenon under investigation. While 
sometimes employed in academic studies, intelligence analysts specialize in 
predictive analysis. Intelligence analysts often refer to predictive analysis as 
estimating or forecasting. The techniques for predictive analysis seldom are 
covered in undergraduate and graduate social science courses, leaving the IC to 
instruct new analysts on the techniques. This book includes a basic foundation in 
predictive analysis (Chapter 9), which relies on having a model to generate the 
predictions (Chapter 7). Good predictive studies are usually preceded by an 
explanatory analysis to generate models. As mentioned above, supporting 
descriptive-analysis reporting is also of critical need in predictive analysis. There 
are usually three main categories of predictive analysis: 

Cyclical events. These are predictions of events or phenomenon whose 
occurrences are just short of inevitable.12 In natural science, this would 
include determining sunrise and sunset, phases of the moon, tides, and 
other natural phenomena. In security analysis, for example, it may predict 
when an adversary’s surveillance satellite passes overhead when its normal 
tracks are well known. The key here is the phenomenon occurs on a 
regular, predictable schedule. 

Chronological events. These are predictions of events that happen over a 
period of time. It may be known the event is happening or will happen, so 
the challenge is determining when it will happen.13 For example, a state’s 
construction of an aircraft carrier may be widely known; but predictive 
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analysis is required to forecast when the aircraft carrier will be launched, 
finished outfitting, crew trained, and eventually become fully operational. 
Another example is to forecast when a state may field a nuclear weapon. In 
these examples, both science and technology analysts and political-military 
analysts must work together to synthesize both technical and behavioral 
data to provide the predictive analysis results desired by customers. 

Unique events. These are predictions of events or phenomenon that may 
happen at some specific point in time, but where there is little to no past 
data to assist in making precise predictions as in cyclical or chronological 
events.14 Predicting unique events is challenging for intelligence analysts. 
Unique event predictions are of major concern to policy makers and 
decision makers and are needed to develop alternatives in policy analysis. 
For example, the policy makers and decision makers may want to know if 
and when two states will go to war. Such unique event predictions are 
necessary in order to devise diplomatic and military policy alternatives to 
respond to the situation. Predicting unique events is based in probabilities 
or likelihoods, as no one can be 100% sure of the findings.  

Policy analysis. This type of analysis answers questions similar to what 
should agency X do about problem Y. This is the analysis of primary interest to 
policy makers and decision makers. It usually requires a synthesis of descriptive, 
explanatory, and predictive research to support development of a list of 
alternative policy decisions for consideration by the customers. Policy analysis 
includes developing strategies and tactics to address a current situation or 
phenomenon. At the highest levels, policy analysis is the basis for strategy 
development.15 Most policy analysis described previously in the NSC structure is 
for strategy development. But at the field level in national security, military 
commanders and senior law enforcement officials also must have operational or 
tactical policy analysis to assist in their decision processes for implementing 



108 
 

national strategy or for countering a threat. Public administration, public policy, 
political science, and international relations academic programs, plus military staff 
and war colleges, provide instruction for national security policy analysis. This 
book’s Security Analysis Critical-Thinking Framework (see Figure 2.5) is applicable 
to policy analysis.  

Writing the research question. Once the analyst determines the category 
of research question(s) to ask—descriptive, explanatory, predictive, policy, or a 
combination of these—the next step is to compose the actual research questions. 
The following general procedures can assist in creating research questions: 

1. Start the question with the interrogatory wording (who, what, when, 
where, how, why) or a version of what does this mean, what will or 
could happen, or what should agency X do about problem Y.  

2. Include the exact situation, phenomenon, behavior, decision, or 
condition the customer wants described, explained, or predicted, or 
policy alternatives generated. This is usually the dependent variable 
in the analysis. 

3. Include the exact case or cases to be investigated in the analysis. 
4. Only include independent variables (i.e., potential causes) in the 

research question if they are a primary focus of the analysis. In most 
analyses, the independent variables will emerge from the 
information search and conceptual model development and will not 
be known at the research question-writing stage. 

5. Do not include an abundance of descriptive or contextual material as 
subordinate clauses or supporting sentences in the specific research 
question. KISS (Keep It Simple Sailor (or Soldier)) is good advice when 
writing research questions. Limit research question(s) to one concise, 
self-contained sentence. 
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6. For policy analysis studies, do not include the solution in the 
question.16 The best solution will emerge as the critical-thinking 
analysis nears completion. 

  Good, specific research question examples include (these correspond to the 
previous purpose statement examples): 

1. Why did Israel and Hezbollah go to war in Lebanon in 2006?  This 
question calls for an explanatory study (why question). The dependent 
variable (what is being explained) is the start of the war. The case study is 
the 2006 Israel-Hezbollah war.  
2. Will Pakistan and India fight a nuclear war in the next decade? This 
question calls for a predictive study of a unique event, which may or may 
not occur in the next decade. The dependent variable is the potential start 
of a nuclear war. The case study is Pakistan versus India. 
3. How did differing organizational cultures prevent U.S. intelligence 
agencies from predicting the 9/11 attacks on the World Trade Center and 
Pentagon?  This question calls for an explanatory study (how question—a 
case of where a how question is appropriate in an explanatory study). The 
dependent variable (effect) is the intelligence agencies’ failure to predict 
the 9/11 attacks. The independent variable of main interest (the cause) is 
different organizational cultures. The case study is the 9/11 attacks on the 
World Trade Center and Pentagon. 
4. Will formation of the Department of Homeland Security improve U.S. 
intelligence sharing of terrorism-related information? This question calls 
for a predictive study of a unique event. The dependent variable is the 
improvement of U.S. intelligence sharing of terrorism-related information. 
The independent variable of main interest is the formation of the 
Department of Homeland Security. The case studies involve investigating 
the policies and procedures of several agencies in the IC. 
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5. What should the NSC do to counter Chinese territorial claims in the 
South China Sea? This question calls for a policy analysis study. The NSC 
(i.e., the President) is the organizational level to make the decision. Chinese 
territorial claims in the South China Sea is the case study to be analyzed. 

Getting Started Checklist 

Developing the purpose statement and research question(s) provide the 
foundation for the analytic project. This requires the analyst conduct a basic 
information search (Chapter 5) to understand the problem. If the purpose and 
question(s) are not constructed properly, the project may be headed for trouble. 
This does not mean the purpose or questions(s) will stay unchanged during the 
project. As new information is located on the situation or phenomenon, there 
may be revisions of both the purpose and question(s). Figure 4.4 provides an 
analytic technique entitled a Getting Started Checklist. The items on this checklist 
should be answered to both the analyst’s and their supervisor’s satisfaction 
before beginning a more in-depth information search.  

Figure 4.4 Getting Started Checklist17

_____ Who is/are the primary customer(s)? Who are any secondary customers? 
____ Customer alignment completed. Source of customer guidance (strategy 

document, current event, face-to-face meeting, supervisor tasking, report 
updates, etc.). 

_____ Does the primary customer have the technical or background experience 
to understand and utilize the analysis? If not, how would the analysis 
findings be presented? 

_____How will the customer(s) use the results of the analysis? 
_____ Might the customer turn to other sources for additional or competing 

analysis? If so, to whom? 
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 _____What is the purpose statement? 
_____ Does the purpose statement provide insight into why anyone should care 

about this analysis (i.e., what is the value added)?  
_____What is/are the specific research question(s)? 
_____ Are there obvious answers to the specific research question(s)?  If so, 

what is wrong with the obvious answers? 
_____Is the project feasible? Are the time, resources, and information available 

to properly answer the specific research question(s)?  
_____ Does/do the specific research question(s) raise any special challenges?  

Key Concepts 

Chronological Events 
Customer Alignment 
Cyclical Events 
Descriptive Analysis 
Explanatory Analysis 

Policy Analysis 
Predictive Analysis 
Purpose Statement 
Research Question 
Unique Events

Discussion Points 

1. How do purpose statements and research questions differ when comparing 
practitioner and academic analyses? 
2. Provide examples of predictive analyses addressing cyclical, chronological, and 
unique events.  
3. Complete the Figure 4.4 Getting Started Checklist for a professional or 
academic analysis project.  
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Chapter 5 
Information and Context 

 
Bottom Line Up Front 

Searching for information and developing the context for a professional or 
academic critical-thinking project is often a daunting task. Searching for 
information may take the most time of any of the critical-thinking elements. It 
requires that analysts master the skills of information literacy, including 
establishing information needs, locating and evaluating information, and 
effectively using the information in their analyses. There are an abundance of 
sources for information. Government-run intelligence systems provide both 
collected raw information and finished intelligence products, which are available 
to analysts with security clearances. All analysts may access unclassified, open-
source material available to the general public—information that makes up a 
significant part of strategic analytic products. At times, analysts find they must 
collect their own information using social science data-collection methods. 
Information located must be assessed for its validity. In a nutshell, analysts must 
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become both their own reference librarian and a “critical consumer of 
information.” 

A Mountain of Information 

Finding and assessing information will likely be the most time-consuming part of 
any analytic project. In today’s Information Age, analysts must digest a mountain 
of information—sometimes characterized as “drinking from a fire hose.” Analysts 
are normally assigned a portfolio, meaning a specific regional or functional area 
of analytic focus. A portfolio for both security analyst practitioners and academics 
may cover a geographic region, specific state, and/or functional areas such as 
terrorism, drug trafficking, immigration, weapons proliferation, weapons 
technologies, military planning, or other areas supporting the national and 
homeland security communities. Within their assigned portfolio, analysts must 
understand the historical, political, economic, military, social, cultural, and 
technological aspects of their analytic area. Knowing this background allows the 
analyst to develop an understanding of the context of situations, which includes 
the historical, political, economic, military, and social background on a situation. 
At first this may seem like a gargantuan effort, but the analyst will normally have 
considerable help in completing these tasks. Practitioner and academic 
communities employ a number of library resources, databases, daily messages, 
and other resources to assist analysts in climbing their particular information 
mountain. Other analysts usually are available to assist in research. 
 Analysts do not normally start their information quests from scratch. Many 
possess an academic degree related to their portfolio. Additional local classroom 
and online college courses related to the analyst’s portfolio may be available to 
assist in knowledge acquisition. Professional training courses on specific aspects 
of the analyst’s portfolio also may be available. As analysts gain knowledge and 
experience, they will also develop a deeper understanding of the context of their 
portfolio. Most analysts develop a personal reading program to help build their 
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portfolio expertise. This may include reading reports from other agencies and 
digesting the daily avalanche of messages containing the latest reporting. It may 
include regular reading of multiple information sources described in this chapter. 
Regional and state analysts normally will read a select list of online or paper 
versions of newspapers and magazines from their region or state. This may 
require analysts to develop reading proficiency in the languages of their assigned 
region or state. Analysts also will gain information in intra-agency and interagency 
meetings or in professional and academic conferences. Information search efforts 
must be coordinated with the analyst’s production schedule of written and verbal 
reports. Additionally, analysts also should devote time to improving their 
expertise on the latest analytic methods and techniques applicable to their 
portfolios. It should be obvious that analysts must develop strong work ethics and 
good time management skills. 
 Assistance to analysts also will include working in analytic teams. It is 
unlikely one analyst can comprehend all the information related to specific 
research question(s); therefore, analytic teams provide the best approach to 
understanding the breadth of background information on a situation and allow a 
number of perspectives to be applied to the analysis. Analytic teams at larger 
agencies may include specialists in political science, economics, sociology, 
anthropology, psychology, military studies, and/or technical aspects of the 
particular project. The Cuban Missile Crisis case study presented in Box 2.1 
describes how President Kennedy expanded his team of advisors with Cuban and 
Soviet specialists and others who could provide alternative perspectives as he 
developed his plan of action. 

Whether analytic teams are employed depends on the timeline and topic of 
the analysis to be conducted. In a larger strategic analysis project, analytic teams 
are commonly used. Strategic analysis is usually less time-sensitive and includes 
“big picture” studies that may result in book-length final reports. For example, a 
study of the North Korean military threat to South Korea would be a strategic 
analysis. For more time-sensitive, operational analysis or tactical analysis 



116 
 

projects, it is likely one or two analysts will work on the project, but other analysts 
may assist as needed. Operational and tactical analysis reports are usually on 
current events that support ongoing or future operations and may range from 
several pages to just a few paragraphs. Agencies often have differing definitions 
of operational and tactical analysis. One way to differentiate the two is to think of 
operational analysis as being when the general behavioral trends of adversaries 
are known, but little is known about their exact locations or near-term intentions. 
The operational analysis then would focus the analytic effort on developing the 
potential threat and the adversaries’ best alternatives for employment of 
operational forces or other resources. Tactical analyses are conducted when there 
is information on the locations and likely intentions of an adversary, so that more-
refined alternatives can be developed for the employment of friendly operational 
forces or other friendly resources. 
 The information search on an analytic project never ends. The Security 
Analysis Critical-Thinking Framework diagram at the beginning of this chapter 
indicates that there are two main phases for the information element. In the first 
phase, the analysts uncover what is already known on a topic; then, after 
completing the conceptual element of the framework, a second phase is 
instituted to fill information gaps with data to test hypotheses or otherwise 
complete the analysis. The context element in critical thinking applies to every 
element; but, in particular, to the information element as the context is 
established through analysis of acquired information. The information element 
also applies to all elements because additional information likely will be needed 
as each element in the framework is addressed. As the finishing touches are made 
to any written or verbal report, the information search continues to ensure the 
latest information is included in the analytic reports presented to customers. 
 Information literacy is a skill all analysts must master. Information literacy 
is the ability to recognize the extent and nature of an information need; then to 
locate, evaluate, and effectively use the information. Once the analytic project’s 
purpose and specific research question(s) are developed (Chapter 4), the next 
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step is to employ information literacy skills to determine the availability and 
quality of existing information to answer the specific research question(s). This 
chapter provides a roadmap for developing this skill as well as guidance on 
locating and evaluating information. In security analysis, the information may be 
available from government intelligence collection systems accessible to 
practitioners and academics with security clearances. Although the U.S. 
Intelligence Community (IC) maintains these collection systems, analysts with 
proper clearances may have access to both raw information gathered from these 
systems and the finished intelligence reports produced from the collection 
efforts. All analysts normally have access to unclassified information available 
through a variety of sources—today called open-source intelligence (OSINT) in 
government circles. At other times, analysts may find a need to conduct their own 
information collection using social science data-collection methods. Classified IC 
collection results, unclassified material available to a wider audience, and analyst 
self-collected information may all include significant biases. This chapter 
introduces both the classified and unclassified resources that security analysts 
may have available as they search for and assess information. It also discusses 
potential biases in this information. How best to use that information will be 
covered in subsequent chapters.  

Note: Many analytic projects go off-track early due to a failure to focus the 
information search on the specific research question(s). Time constraints normally 
do not allow the analysts to make a broader search beyond the specific research 
question(s). Failure to focus the information search may result in information 
gaps and inabilities to meet written or verbal reporting production deadlines. 
Time management is key! 
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Intelligence Information 

Government-run intelligence-collection systems cost billions of dollars each year 
and are the foundation of much of the information utilized by security 
practitioners. The systems range from networks of human agents to extremely 
expensive technical collection conducted by shore installations, ships, aircraft, 
and satellite-based systems. Technical collection makes use of the United States’ 
advanced scientific and technical abilities to exploit physics, chemistry, and 
biology, including the electromagnetic spectrum. As diagrammed in Figure 5.1, 
the electromagnetic spectrum ranges from low-frequency radio waves to high-
frequency gamma rays, including microwave (radar), infrared, visible light, 
ultraviolet, and x-ray signals. Figure 5.1 also notes the various intelligence-
collection disciplines (more on those below) that exploit portions of the 
electromagnetic spectrum. Both the raw information and finished intelligence 
produced by and from human and technical collection is largely classified for two 
reasons. First, to deny adversaries knowledge of what is known about them. 
Second, to protect the sources and methods used in gaining the raw information 
and producing the finished intelligence.  
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Intelligence-collection systems usually are discussed in terms of collection 
disciplines, commonly labeled INTs. As explained below, national security 
collection is coordinated by specific national security agencies. Federal law 
enforcement collection is directed by the individual collecting agency and is 
coordinated with other national security agencies as needed. State and local 
Homeland Security Fusion Centers play a unique role, as they arrange for national 
collection support to state and local agencies, and also coordinate the flow of raw 
information and finished intelligence among national security agencies, federal 
law enforcement agencies, and state and local law enforcement. Although 
security analysts should have a deep understanding of the collection disciplines, 
that is beyond the scope of this book. This chapter does; however, provide a 
general introduction to the disciplines and discusses strengths, weaknesses, and 
potential biases inherent in each. To gain a deeper understanding of intelligence 
collection, security analysts should read Robert Clark’s Intelligence Collection,1 
and then expand their knowledge of collection through additional reading and 
visits with the actual collectors most used to support their portfolio analysis. 

One goal of the IC is to combine information gleaned from several different 
collection disciplines; i.e., multiple INTs, at federal, state, and local levels and 
produce all-source intelligence reports. This assumes that agencies responsible 
for the various collection disciplines and collection programs actually share the 
information collected. This is not always the case. In the September 11, 2001, al 
Qaeda terrorist attacks on the United States, several agencies had partial 
information on the terrorists and their intentions. The 9/11 Commission Report 
uncovered how the information was not properly shared, contributing to the 
death of 2,977 people in the New York World Trade Center, Pentagon, and the 
four airliners used as ad hoc missiles in the attacks.2 The lack of information 
sharing adds significant bias to analytic reports when all-source analysts simply do 
not have the information needed to “connect the dots.”  

Another significant bias in intelligence collection is selection bias. Even with 
billions of dollars spent annually on intelligence-collection systems, they cannot 
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collect and process information on everything in the world. Therefore, collection 
efforts must concentrate on the highest priorities. This creates an upfront 
selection bias as the bureaucratic institutions decide what information will or will 
not be collected. In the United States, national-level intelligence-collection 
priorities are developed through interagency collection plans coordinated through 
the Office of the Director of National Intelligence (ODNI). These plans are 
approved by the National Security Council (NSC) process. The national-level 
collection plans are turned into standing collection requirements and then sent to 
various agencies assigned to build, operate, and maintain specific collection 
systems. Most INTs primarily collect against and report on national-level standing 
collection requirements; however, to ensure responsiveness to operational and 
tactical intelligence needs, most military commanders and large law enforcement 
field agencies have their own collection capabilities. Agencies may request 
alterations or additions to national-level standing collection requirements to 
assist in specific analytic projects. The requesting agency must submit a focused 
collection requirement, which is then vetted through an interagency process; and, 
if approved, will allow the re-tasking of intelligence-collection systems. This may 
sound like a bureaucratic barrier; but, in reality, requests to re-task intelligence-
collection systems are a common and usually timely occurrence—but not always. 
A common problem among security analysts is their failure to know enough about 
intelligence-collection systems and how and when to submit focused collection 
requirements.  

Human intelligence (HUMINT). This is a general term used for an eclectic 
group of collection activities where information is usually gathered from humans 
by human collectors. HUMINT activities stretch back centuries. The Bible records 
how around 1445 BCE, Moses sent “men to spy out the land of Canaan” in order 
to scout their defenses.3  In today’s context, HUMINT includes clandestine 
collection (often called espionage or spying), overt collection, interrogation, and 
foreign liaison activities. Primarily a non-technical means of collection, HUMINT is 
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the least expensive of the INTs. The Central Intelligence Agency’s (CIA’s) 
Directorate of Operations (DO) oversees national security HUMINT collection 
efforts to ensure those collection activities are coordinated and de-conflicted. 
Federal law enforcement agencies have their own HUMINT assets used in both 
domestic and foreign collection. Law enforcement foreign HUMINT collection 
activities normally support U.S.-based investigations.  

Clandestine HUMINT. The collection of information by clandestine means, 
and sometimes corresponding covert actions, are the sensationalized subject of 
spy tales in novels, movies, and television programs. This dramatic 
Hollywoodesque-view of espionage is far from the norm. National security 
HUMINT clandestine collectors are called case officers. Their main job is to 
develop sources through a step-by-step process of spotting, evaluating, recruiting, 
testing, training, and handling human sources.4 Using this process, it may take 
months, if not years, to spot and evaluate prospective recruits leading to their 
becoming productive clandestine sources.  

HUMINT spotting activities. Entail identifying individuals that may be 
susceptible to recruitment and who have access to the information the 
collector wants. Individuals of interest as possible recruits span a range of 
accesses from high-level government and military officials to staff who 
work for such officials or work in the same buildings as these officials. It 
also includes business persons or others who have knowledge of or access 
to what the collector wants. A main goal of national security HUMINT 
collection is to obtain planning documents, technical manuals, contingency 
plans, and weapons-systems blueprints.5 Sometimes potential recruits are 
“walk-ins,” meaning they seek out HUMINT collectors and readily volunteer 
their services. Other potential recruits require significant collector effort to 
spot, evaluate, and recruit.  
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HUMINT evaluation activities. Entail case officers identifying the 
motivations and personal characteristics of a potential recruit. This allows 
case officers to determine if they can use the recruit as a unwitting source 
(see overt HUMINT collection below) or if it is worth taking steps to recruit 
the person to voluntarily agree to provide information to the case officer. In 
coordination with supervisors, the case officer then decides if the timing is 
right to recruit the individual. The case officer or another clandestine 
recruiter will usually make the approach on the recruit. Once a recruit 
voluntarily agrees to work for the case officer, he/she is then tested to 
determine their actual access to information. If they pass the testing, they 
are then trained by the case officer in clandestine “tradecraft,” including 
how they will communicate with the case officer. Once training is complete, 
the collection activities of the new source will be managed by the case 
officer. For the information they provide, clandestine sources are usually 
compensated with money or other items of value (visas, asylum, etc.). Law 
enforcement recruiters utilize a similar step-by-step process to recruit 
clandestine “informants” who provide HUMINT to support U.S. domestic 
and foreign investigations.    

 When carried out in foreign states, clandestine HUMINT activities may be 
illegal because state espionage laws may be violated if a clandestine collector 
attempts to recruit government or military officials. When clandestine activities 
include covert actions, such as “surreptitious entry” (breaking and entering), that 
also violates state laws. A covert action is any activity where the sponsor of the 
activity (i.e., the U.S. government) is meant to be kept secret and, in most cases, 
to ensure the activity itself is never detected. HUMINT collectors continually 
assess the “risk versus gain” of their collection activities and covert actions. Risks 
include how an activity gone awry would affect the case officer, source, or the 
United States. Gain refers to the expected amount and quality of the information 
to be collected. To protect the clandestine case officers from foreign-state 
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criminal prosecution, they normally work as an employee of a U.S. government 
agency located in the foreign state and are given diplomatic immunity. These 
individuals are usually protected from foreign-state prosecution but not from 
deportation after being declared a “persona non grata.” Diplomatic immunity is 
part of an international game all states play, recognizing foreign government 
personnel working in a state may be protected from criminal prosecution. There 
are even more critical risk calculations when the clandestine collector is placed in 
a foreign state in a non-official cover (NOC) status without diplomatic immunity. 
Working as journalists, business officials, or other positions to facilitate access to 
information, if a NOC collector is caught in an illegal activity, he/she can be 
prosecuted and imprisoned in the foreign state. NOC collectors must be 
extremely cautious not to reveal their connections to the IC.  

Overt HUMINT. Overt collection includes a number of activities such as 
interviews, elicitation, observation, and handheld photography. Overt collectors 
may be State Department officials, defense attachés, or other U.S. government 
personnel in the U.S. Embassy or governmental organizations that target 
unwitting sources and report any relevant information to their home agencies. 
Clandestine case officers are also involved in overt collection from unwitting 
sources. Overt collectors often will interview senior and mid-level host-state 
government, military, or business officials and report the interview results to their 
home-state agencies (including to the IC). Overt IC national security collectors are 
trained in elicitation, the ability to engage unwitting sources in conversations in 
such a way that the collector gathers the information they seek while the source 
remains unaware of the elicitation. Overt collectors also observe activities in the 
foreign state by attending official ceremonies and social functions where they 
have access to senior government and military officials. Observation also is 
conducted during visits to military installations and businesses. Observations, 
interviews, and elicitation of unwitting sources also may be conducted at 
professional, scientific, and technical conferences. HUMINT observations often 
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are combined with information from interviews and elicitation to strengthen 
intelligence reporting. Overt HUMINT collectors are often trained in handheld 
photography to supplement their reporting and provide ground truth to support 
imagery intelligence (IMINT) activities discussed below. Overt HUMINT collectors 
usually have diplomatic immunity, although their activities do not normally cross 
the line of being illegal in the foreign state. 

Interrogations. Another HUMINT activity entails interviewing subjects in 
controlled situations. Migrants who cross foreign borders from a denied area, 
such as North Korea, Cuba, etc., may be interrogated by U.S government officials 
to determine their access to information and inquire about their personal 
observations in their home state. For example, Cuban migrants arriving in South 
Florida provided the first indications the Soviets were installing nuclear missiles in 
Cuba—leading the IC to re-focus and expand collection efforts on Cuba before the 
1962 Cuban Missile Crisis (see Box 2.1). During war or other conflicts, CIA and 
military interrogators may question detainees and prisoners-of-war. The United 
States came under domestic and international condemnation for its interrogation 
activities made public during the early-21st century wars in Iraq and Afghanistan 
and in the War on Terror after the September 11, 2001, attacks on the U.S. 
homeland. In 2009, this led President Obama to sign an executive order directing 
that all U.S. federal agencies follow the interrogation policy and procedures in 
U.S. Army Field Manual 2-22.3 Human Intelligence Collection Operations6 in all 
interrogation operations. This field manual prohibits enhanced interrogation 
techniques that cause extreme physical or mental distress and torture including 
waterboarding, physical injury, and other techniques. After detention or arrest in 
domestic situations, interrogations often are conducted by law enforcement 
agencies. Federal law enforcement agencies also must follow the Army Field 
Manual guidance and U.S. privacy laws. 

Foreign liaison. Working with foreign governments can provide a 
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substantial amount of HUMINT reporting. U.S. intelligence agencies frequently 
establish liaison relationships with their foreign counterparts and may share both 
raw information and finished intelligence. One key U.S. foreign liaison program is 
dubbed the “Five Eyes” with member states the United States, United Kingdom, 
Canada, Australia, and New Zealand. These allies share intelligence collection and 
analytic products. Outside the Five-Eyes structure, most U.S. intelligence liaison 
between states is based on a quid pro quo approach, either formally established 
or just confirmed by verbal or hand-shake agreements. Alternatively, the U.S. may 
provide a foreign liaison partner with case-specific information or other resources 
in exchange for information generated by the partner’s intelligence programs. 
Such liaison is usually conducted with friendly or allied states. An example of 
foreign liaison relationships, during the 1962 Cuban Missile Crisis (see Box 2.1) 
was with the United Kingdom. They provided the United States information from 
one of their HUMINT sources, Soviet Army Lieutenant Colonel Oleg Penkovsky, 
who reported the Soviet missiles in Cuba were not operational and the overall 
Soviet nuclear arsenal was not as large as the West estimated. This liaison-
provided information allowed President Kennedy to be more aggressive in his 
decision making. 

HUMINT strengths. HUMINT is not as expensive as the technical 
intelligence collection disciplines and is especially useful for directing technical 
discipline collection. Most importantly, it can provide the intentions of 
adversaries. HUMINT expenses include recruiting and training personnel, paying 
personnel, ensuring collectors have office space and staff support, providing 
foreign housing (if needed); and purchasing collection support equipment (i.e., 
cameras, communications, etc.). Some HUMINT collectors also have access to 
their own aircraft for use in moving more easily within a foreign state or region. 
 A single HUMINT report or source usually is not the only information in 
finished intelligence reports; however, a HUMINT report can be the key to 
employing other collection disciplines against a collection requirement. Each 
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HUMINT report should be verified and coordinated with other HUMINT reporting 
and information collected by one or more of the technical collection INTs 
discussed below. For example, a HUMINT report gained through foreign liaison 
may indicate a specific vessel is preparing to smuggle drugs from a foreign state to 
the United States. Working with a foreign liaison partner, the U.S. may request the 
foreign-state police to seize the vessel and arrest the crew before it leaves the 
foreign state. If this is not the case, the foreign liaison partner and U.S. HUMINT 
collectors may surveil the vessel allowing notification of the IC and U.S. counter-
narcotics forces of its departure from the foreign state. U.S. technical collection 
disciplines, such as imagery intelligence (IMINT), communications intelligence 
(COMINT), and surveillance forces could be focused on the vessel’s departure 
point and along its track in order to vector in counter-narcotics forces to seize the 
vessel and arrest the crew. 
 HUMINT’s main strength is its ability to determine the intentions of 
adversary states. Among the technical collection disciplines, usually only COMINT 
and cyber intelligence collection can help determine intentions. For example, 
obtaining copies of a foreign state’s planning documents and contingency plans 
could provide their intentions. HUMINT collection also can penetrate denial 
operations. For example, a foreign state may be planning to deploy a new military 
capability. This state may have reasons to keep this new military capability 
undisclosed (denied) to other states until its deployment is completed. HUMINT 
collection is likely the only source able to collect information on the new military 
capability through collector access to the foreign state’s military or other 
government officials. 

HUMINT weaknesses and potential biases. HUMINT has a number of 
weaknesses that may add significant biases in reporting. HUMINT usually cannot 
be conducted remotely, because HUMINT collectors usually meet face-to-face 
with their sources (informants) during the clandestine spotting, evaluating, 
recruiting, testing, and training steps, or when overt collectors meet with 
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government, military, or business officials. When the source is intended to provide 
information on activities such as terrorism, drug smuggling, or other organized 
crime, the HUMINT collector may have to meet and interact with unsavory 
characters. Most foreign states, large terrorist organizations, and organized crime 
syndicates frequently employ counterintelligence personnel to specifically look for 
espionage or other spying activities. Thus, HUMINT planning must consider the 
“risk versus gain” before HUMINT collectors go forward with face-to-face 
collection activities. 
 The biggest source of HUMINT bias is collection and reporting of 
misinformation, which is mistaken or deliberate false or inaccurate reporting. This 
bias can have a number of origins, including sources who may be opportunistic, a 
motivation not uncovered in the recruiting process. Opportunists provide 
misinformation as they seek money or other items of value. Eventually the 
opportunist will be uncovered, but not before they have done major damage. 
HUMINT collectors also must be aware of overt opportunists, or sources who 
provide misinformation to bolster their egos and self-importance in the presence 
of government or military officials. One of the most noted HUMINT opportunists 
was a source dubbed “Curveball,” who provided misinformation on Iraqi weapons 
of mass destruction (WMD) programs that contributed to the U.S. 2003 invasion 
of Iraq. See Box 5.1 for additional information on Curveball. HUMINT derived from 
interrogations also may be biased when the source provides the interrogator 
information the source thinks the interrogator wants to hear in order to end the 
interrogation. According to the U.S. Senate Select Committee on Intelligence in 
their “Study of the CIA’s Detention and Interrogation Program,” such 
misinformation often resulted from use of enhanced interrogation techniques or 
torture.7 More recent interrogations conducted within the policy of U.S. Army 
Field Manual 2-22.3 still may result in misinformation because the source wants to 
end the interrogation. The Army Field Manual does authorize a number of 
emotional and physical interrogation approaches, short of torture, to make the 
source mentally or physically uncomfortable. This also may lead the source to 
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provide misinformation to end any discomfort or pain. Employment of “dangles” 
may also provide misinformation and bias to HUMINT reporting. A dangle is when 
a state or criminal organization puts forth a HUMINT source to purposely feed 
misinformation into HUMINT reporting. This is usually part of a larger deception 
plan (see discussion of deception below). 

Box 5.1 Curveball: HUMINT Con Man8 

Rafid Ahmed Alwan, U.S. codename “Curveball,” was an Iraqi citizen who 
studied chemical engineering at the university level. In November 1999, he 
defected from Iraq to Germany and requested political asylum. He claimed he had 
worked as a chemical engineer at an Iraqi plant that manufactured mobile, biological-

weapon laboratories as part of Iraq’s WMD program. He was debriefed by German 
intelligence from December 1999 to September 2001. His debriefing reports 
were provided to the U.S. IC through foreign liaison channels with German and 
British intelligence services. Both intelligence services questioned the validity of 
Curveball’s information. 

In 2002, the U.S. NSC requested the CIA produce an assessment of Iraqi WMD 
programs. Working on a short deadline and with sketchy information, in 
October 2002, the CIA’s National Intelligence Council (NIC) published a National 
Intelligence Estimate (NIE) on Iraqi WMD.9 During the NIE’s writing, Bush 
administration policy staffers (including Vice President Richard B. Cheney) 
engaged directly with the intelligence analysts to guide the NIE analysis, 
ensuring the report supported already-planned U.S. actions. The NIE, which 
inaccurately predicted the existence of Iraqi WMD, was used as a key 
component of the justification for the 2003 U.S. invasion of Iraq. Later 
investigations found the NIE placed too much credence on one unreliable 
source (i.e., Curveball). Investigators also found the analysis lacked robustness, 
and its findings were based on faulty assumptions.10
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U.S. intelligence was not given direct access to Curveball before the October 
2002 NIE. Only after the 2003 Iraq invasion was it confirmed that Curveball had 
fabricated the entire story about Iraqi biological weapons. To keep Curveball 
talking during his debriefings, he was granted political asylum in Germany. He 
requested resettlement (similar to U.S. witness protection), including requests 
for a big house and a Mercedes automobile. He also wanted an engineering 
job—even though he did not speak German and made little effort to learn the 
language. He requested arrangements be made to bring his wife and parents 
from Iraq to Germany. He turned out to be a classic opportunistic HUMINT 
source who provided misinformation in exchange for his resettlement in 
Germany. His wife did join him in Germany in 2004 where they had a daughter. 
He was granted German citizenship and, by 2010, was still under German police 
protection. He remained bitter about German failure to meet all his 
resettlement demands; in particular, about not getting a German engineering 
job. In 2004, U.S. intelligence interrogators finally gained access to Curveball. 
Even though U.S. interrogators pointed out inconsistencies in his original 
debriefings with what U.S. forces found in Iraq, Curveball never recanted his 
story about Iraqi biological weapons. 

Another source of bias in HUMINT reporting is from the collectors, who as 
humans possess inherent biases. Clandestine case officers are usually specialists 
in the states or regions where they work. They usually speak the state or region’s 
languages and are well trained in clandestine tradecraft. The same may not be 
true of overt collectors. Some overt collectors are specialists in their state or 
region, speak the languages, and are well trained in tradecraft; others may be 
part-time collectors and are not necessarily fully prepared for their collection role. 
For example, State Department Foreign Service Officers, who are the 
Department’s main reporters, often move between world regions in assignments 
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and may not be specialists in host-state politics, economics, etc., where their 
overt reporting concentrates. Defense attachés are senior or mid-level officers 
with military specialties. They also may be new to the host state or region, have 
only basic foreign language skills, or not be intelligence specialists. Exceptions 
include defense attachés who are intelligence specialists or military Foreign Area 
Officers (FAOs) who are well trained, fluent in local languages, and experienced in 
their host state or region. Another type of selection bias occurs when HUMINT 
collectors only report a small amount of what they collect. It is estimated some 
collectors may only have time to report 10-15% of what they actually know on a 
topic. This is why it is important for analysts to submit Requests For Information 
(RFIs) to collectors in order to fill intelligence gaps or tell the “rest of the story” on 
HUMINT reporting. Finally, HUMINT collectors may become advocates for their 
host state in their reporting instead of providing more-balanced and objective 
reporting. The opposite also is true when the HUMINT collector has a cynical view 
of the host state and taints his/her reporting with negative information. As can be 
seen from the above discussion, there are many potential biases that can creep 
into HUMINT reporting.   

Signals intelligence (SIGINT).  Is a traditional umbrella term for two 
separate technical collection disciplines—electronic intelligence (ELINT) and 
communications intelligence (COMINT). The lead agency for U.S. national 
security SIGINT collection is the National Security Agency (NSA), a subordinate 
unit of the U.S. Department of Defense. In addition to overseeing its own SIGINT 
collection and that of other U.S. military services, through its Central Security 
Service, NSA also provides all communications encryption devices and codes to 
the U.S. military and other government agencies. Federal law enforcement does 
not collect ELINT, but its foreign COMINT activities usually are coordinated by NSA 
or the Federal Bureau of Investigation (FBI). NSA also houses U.S. Cyber 
Command, which is discussed in more detail below in the Cyber intelligence 
section. 
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Electronic intelligence (ELINT). Applicable mainly to military operations, 
ELINT is collection of signature data from microwave radar (Radio Detection and 
Ranging) equipment. Radar was invented in the late-19th century where radio 
waves were used to detect distant metal objects. Radar did not become 
widespread until World War II when it was deployed by both Allied and Axis 
forces. Today, radar is used extensively to detect both military and commercial 
ships and aircraft, for maritime and air navigation, and for detecting weather 
phenomena.  

ELINT collectors from permanent and mobile land-based units, ships, 
aircraft, and satellites collect radar signature data from both military and 
commercial radar systems worldwide. Radar signatures include signal strengths, 
radar frequencies, pulse widths, and pulse-repetition frequencies. With this data, 
a military unit can determine the type and location of a radar and, from database 
information, determine the type of ship, aircraft, or land-based unit. From the 
radar signature, the collector may determine the use of the detected radar such 
as for navigation, area search, targeting, or weapons control. This allows military 
units to evaluate the existence of a potential threat before the threat is in visual 
sight or located on the unit’s own radar systems.  

NSA oversees the collection of ELINT data and maintains the databases 
used to catalog the data. NSA issues the database information to military units 
with Electronic Support Measures (ESM) equipment for detecting and classifying 
radar signals. In addition to the detection and classification of radars, ELINT allows 
a military tactical commander to avoid radars or to jam any known radar 
frequencies in order to deny their use to adversaries.  

ELINT strengths and weaknesses. ELINT’s main strength is the ability to 
detect adversarial radar systems and evaluate the existence of threats at greater 
distances than the ELINT collector’s own radars or other sensors. ELINT’s main 
weakness is its susceptibility to denial and deception operations. To deny U.S. 
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detection of radar signals, an adversary can use Emission Control (EMCON) to 
turn off their radars or use them intermittently in selective tactical modes. They 
also may transmit deceptive radar signals to disrupt or degrade operational or 
tactical use of signals. Due to its highly technical nature, ELINT is of primary use to 
security analysts involved in technical ELINT analysis or tactical military planning. 

Communications intelligence (COMINT). NSA defines COMINT as 
“technical and intelligence information derived from foreign communications by 
other than their intended recipient.” Domestic law enforcement could use the 
same definition less the word “foreign.”11 COMINT activities have been around for 
centuries. Prior to the emergence of electronic communications, interception of 
human messengers carrying dispatches or observation of visual signals 
(semaphore, signal flags, smoke signals, etc.) was common. Telegraph message 
intercepts were conducted by Union and Confederate forces in the U.S. Civil War. 
Once Guglielmo Marconi and others invented wireless radio in the 1890s, states 
were able to listen to other states’ messages. By World War I, the British were 
intercepting German wireless radio signals, and also telephone and telegraph 
signals by tapping submarine (underwater) cables carrying communications to 
and from Germany. U.S. military intelligence learned from the British in World 
War I. After the war, the U.S. Army and State Department coordinated what 
became known as “The Black Chamber” to decrypt telegraphic diplomatic and 
military messages. World War II saw an expansion of COMINT operations, 
including the interception, decryption, and direction finding of medium- and high-
frequency wireless radio signals. For example, during the World War II Battle of 
the Atlantic, Allied forces were able to decrypt messages between units of the 
German Navy and—using direction finders—were able to locate German U-Boats 
and direct Allied antisubmarine forces to their locations. 
 Today, electronic communications are intercepted from landline 
telephones, wireless radio, and digital communications from cellular, satellite, 
and cable systems. Intercepted signals may include voice and data transmissions, 
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diplomatic and military messages, facsimiles, voice mail, videos, electronic mail, 
text messages, and any other mode of person-to-person communication 
transmitted electronically. By the 1990s, the widespread use of digital and 
satellite communications necessitated that NSA develop new COMINT collection 
capabilities to intercept mainly digital signals, instead of the analog telephone and 
wireless radio intercepts more common in the past. Today’s COMINT collection is 
focused on a number of areas, including political and military leadership, military 
units and their operations, research and development programs, military testing 
facilities, criminal enterprises, and economic activities.12 The COMINT process 
includes several steps.  

1. There must be access to the targeted communications system, which is 
accomplished by intercepting open-air signals or tapping into cable 
systems, including gaining access through telecommunications providers.  
2. The communication must be collected.  
3. The communications must be processed, meaning it may have to be both 
decrypted by cryptologists and/or translated by language interpreters.  
4. The communication must be analyzed. Three types of analysis may be 
conducted:  

• Content analysis is conducted wherein the text of the intercepted 
messages becomes apparent through decryption and translation.  

• Traffic analysis is when the text of the messages may not be 
readily available, but adversary intentions may be inferred 
through characteristics of the message transmitted, such as 
sender, time of transmission, frequency, and length of message.  

• Signature analysis is used to generate intelligence through the 
actual signature of the equipment used to transmit messages and 
data. The most basic of signature data includes telephone 
numbers and Internet URLs. Additionally, all communications 
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equipment—even of the same model—have specific electronic 
signatures. Similar to ELINT, COMINT signatures can determine 
which unit transmitted the message and, when combined with 
traffic analysis, can assist the analysis even when they do not have 
the messages’ actual contents.  

 5. The results of the COMINT analysis must be disseminated to customers. 
Decrypted, raw information intercepts may be submitted to some 
customers that have their own translators. Other customers may receive 
finished intelligence from all-source analyses where the COMINT is 
synthesized with information from other INTs. 

Law enforcement COMINT.  This collection conducted by government non-
military units presents its own challenges. Foreign law enforcement COMINT 
usually is conducted by NSA either remotely or in a foreign state through bilateral 
agreements, liaison arrangements, or by U.S. collectors with diplomatic immunity. 
U.S. privacy laws do not apply in foreign countries unless the U.S. collection 
activity is on a U.S. entity (citizen, corporation, etc.) or if the signal intercepted 
originates or ends in U.S. territory. Domestic law enforcement COMINT requires 
strict compliance with U.S. privacy laws. These laws often change based on 
perceived immediate threats to the United States. For example, soon after the 
September 11, 2001, terrorist attacks on the United States, the USA Patriot Act 
was enacted allowing an expansion of U.S. national security and law enforcement 
domestic HUMINT and COMINT collection activities against potential terrorist 
threats on U.S. territory. Over time, the public and Congress began to object to 
the USA Patriot Act’s expanded collection capabilities, and the activities were 
slowly retracted. In general, any domestic law enforcement COMINT activity 
(wiretaps, electronic “bugs,” acoustic listening, etc.) requires a warrant obtained 
through the U.S. justice system. Moreover, domestic COMINT collection results 
must comply with U.S. privacy laws in order to be used in a criminal court case. 
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The exception to this domestically is national security or counterterrorism 
collection conducted within the United States. In these cases, a warrant normally 
is required in accordance with the procedures in the Foreign Intelligence 
Surveillance Act (FISA). Beginning in 1978, special FISA Court U.S. federal judges 
review and grant warrants for law enforcement to conduct collection within the 
United States or target U.S. entities outside the U.S. territory. The FBI and 
Department of Justice coordinate FISA warrant applications submitted to the FISA 
Court. Security analysts should be aware of the latest U.S. privacy laws for the 
collection and inclusion of COMINT in their projects. 

COMINT strengths. The most significant strength of COMINT is the ability 
to collect volumes of raw data. COMINT collection often is characterized as a 
“vacuum-cleaner approach,” sucking up huge amounts of information. While 
COMINT cannot collect all world communications, it does a good job collecting 
information when its collectors are focused on specific intelligence requirements. 
This strength is also a weakness as discussed below.  
 A second strength of COMINT, like HUMINT, is its ability to obtain the 
intentions of the senders of targeted communications. Planning documents and 
contingency plans often are transmitted through channels COMINT can collect. 
Additionally, orders to implement contingency plans may also be intercepted and 
can provide detailed information on an adversary’s intentions. COMINT is a major 
contributor to established intelligence Indications & Warning (I&W) Problems 
covered in Chapter 10. 

COMINT weaknesses and potential biases. Weaknesses in COMINT include 
its costs, the volume of data collected (also a strength as discussed above), the 
challenge of decrypting and translating the intercepts, and its susceptibility to 
denial and deception. All of these weaknesses can insert biases in COMINT 
information, as they can affect the validity of raw information and finished 
intelligence reporting. Information collected by COMINT collectors focused on 
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U.S. standing collection requirements is very expensive. Land stations, ships, 
aircraft, and satellites are expensive to build, deploy, and maintain. Thousands of 
personnel are required to operate the U.S. COMINT system. The results of 
effective COMINT collection; however, are considered well worth the cost. 
  The voluminous amount of COMINT information is both a strength and one 
of its greatest weaknesses. There are not enough cryptanalysts, translators, and 
analysts to process all the information collected. This situation is somewhat 
mitigated by using keywords to search the data collected or by focusing 
processing on high-priority communication channels developed through COMINT 
collection requirements. For example, COMINT collection on Osama Bin Laden’s 
Inmarsat (International Maritime Satellite) telephone was key in developing 
intelligence on al Qaeda until a 1998 Washington Times article disclosed that the 
United States was monitoring the telephone. Whether a foreign military 
commander, terrorist leader, organized crime boss, or other adversaries, COMINT 
collection is facilitated by having exact telephone numbers, email addresses, or 
other specific details on the communications used by adversaries. Data storage is 
another challenge with the large volume of COMINT data collected.13 NSA 
employs some of the most powerful computers in the world, but still is challenged 
with the storage of the vast amounts of data collected. 
 Sophisticated encryption systems and lack of translators in lesser-spoken 
world languages are additional COMINT weaknesses. Technologically advanced 
adversaries will have more sophisticated encryption systems for their 
communications. NSA decryption starts with its banks of powerful computers. 
Some less-sophisticated encryption systems, especially open voice 
communications, may still require human decryption by experienced 
cryptologists. NSA employs thousands of computer scientists, mathematicians, 
and cryptologists in its efforts to decrypt collected COMINT. Additionally, 
translators for all world languages are not available to the U.S. COMINT system. 
There are some languages spoken in only isolated regions of the world. In 2020, 
The World Atlas estimated there were 7,099 world languages, with the number 
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changing annually as new languages emerge and some languages become extinct. 
It is impossible to maintain translators in several thousand world languages. 
Additionally, some languages have dialects that differ substantially from the base 
language. When an adversary can employ a less-known language or dialect, it 
makes their communications more secure. For example, in World War II, the U.S. 
Marine Corps in the Pacific Theatre made use of “Navajo Code Talkers,” as the 
Navajo language, spoken only in the southwestern U.S., was completely unknown 
to Japanese translators. Thus, the challenge of both sophisticated encryption 
systems and less-known world languages and dialects can be a huge challenge for 
COMINT. 
 As with ELINT, COMINT collection is susceptible to denial and deception. 
Encryption of communications is a form of denial because it hides the textual 
content of messages. Additionally, adversaries may use EMCON and not 
communicate using normal channels. When denial operations are in effect, it 
negates the effectiveness of COMINT. Adversaries also may generate false 
communications to deceive opponents as to the true operations planned or under 
way. For example, in World War II, Allied forces created a false set of 
communications signals to convince the listening Germans that a potential Allied 
invasion of France was targeted on the Calais region adjacent to the narrowest 
part of the English Channel. They even provided false commercial radio 
broadcasts by the fake Allied force commander, U.S. General George S. Patton, 
who made frequent radio speeches to various English community groups 
discussing the upcoming invasion—all faked to deceive the Germans. This led the 
Germans to concentrate their intelligence collection on southeastern England and 
deploy their strongest defenses around Calais. Instead, the Allies were preparing 
for the invasion in southwestern England and landed farther south in Normandy 
where German forces were weaker.14 Another example occurred in 1954 when 
the U.S. orchestrated a covert action to overthrow the military government of 
Guatemala. Part of the covert operation entailed the broadcast of false, tactical 
field communications indicating that an army of thousands was invading 
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Guatemala from Honduras and El Salvador. In fact, there were only a few hundred 
Guatemalan exiles advancing on the Guatemalan capital. From their COMINT 
intercepts, the Guatemalan military government believed an entire army was 
advancing on the capital of Guatemala City, causing them to flee the state and 
resulting in a successful covert action.15 

Cyber intelligence. Still not designated an official INT, cyber intelligence has 
taken on increasing importance in U.S. national security and law enforcement. 
Cyber intelligence entails collecting information from computer networks and 
information-processing systems. Publicly available cyber information accessible 
on the Internet (including social media) is considered part of OSINT (see below). 
Intercepting information transmitted over the Internet through emails and other 
digital communications (voice, facsimile, video, etc.) is considered COMINT. 
HUMINT covert collection usually is required when targeted computer networks 
are not connected to the Internet. Additionally, cyber warfare takes place when 
offensive information operations attack computer networks—meaning the cyber 
intruder may take control of or damage the network or associated industry. Cyber 
phases range from passive intelligence collection to offensive operations. 

As of this writing, there is no single agency or office in charge of U.S. cyber 
programs. There is no “cyber czar” to coordinate aspects of U.S. government 
cyber activities. All government agencies and private sector entities have 
individual responsibility for protecting their own computer networks and 
information-processing systems through implementation of cyber security 
measures. With the vast majority of U.S. critical infrastructure owned by the 
private sector, DHS is responsible for coordinating voluntary cyber security 
guidance with the private sector and to collect cyber intelligence on threats to 
critical U.S. infrastructure. DHS also provides assistance to state and local 
governments to protect their online voting systems and other critical cyber 
networks. Military cyber intelligence collection is conducted and coordinated by 
NSA. Law enforcement cyber intelligence collection is focused on preventing or 
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investigating crimes and is conducted by individual law enforcement agencies, 
with the FBI having a major role in cyber intelligence coordination among law 
enforcement agencies at the federal, state, and local levels. U.S. military cyber 
warfare operations are under the purview of U.S. Cyber Command, which is 
collocated with NSA. Cyber intelligence is usually classified in two broad areas, 
known as computer network exploitation (CNE) and computer network attacks 
(CNAs). 

Computer Network Exploitation (CNE). These activities are usually 
conducted against three different target types:16 

Computers and intranets with Internet connection. An intranet is a 
computer network that is accessible only by authorized members and not 
accessible to the general public, even though it may be connected to the 
larger Internet. For example, a bank or other financial concern may have an 
intranet that is protected from entry by anyone without a proper 
login/password entry or secure virtual privacy network (VPN) protection. 
CNE conducted in this area targets servers, desktop and laptop computers, 
tablets, smart phones, or other devices (cameras, WIFIs, etc.) connected to 
a network through the Internet.  

Intranets not connected to the Internet. The challenge here is to access the 
intranet from outside. Some networks will emanate electromagnetic 
signals, such as keyboard strokes or entire data streams from unshielded 
equipment, which can be collected if a covert HUMINT source can place 
sensitive technical collection equipment in range of the signals. 
Additionally, HUMINT sources may be able to develop a source who can 
access the intranet remotely or physically collect and provide information. 
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Stand-alone computers that do not connect to any network. Collection in 
this area also requires covert HUMINT sources to either obtain electro-
magnetic signals from the stand-alone computer or physically access the 
computer to collect and provide information.  

CNE includes a number of widely known techniques, including:17 

• Trojan horses, which are “innocent” programs that conceal their 
true purpose to send information from the targeted computer 
network back to the collector. This could include logins, 
passwords, and data. With login information, the Trojan horse 
collector can enter the targeted computer network and extract 
data with no constraints. 

• Worms are similar to Trojan horses, but are meant to remain 
concealed and undetected. Worms can be used to establish 
“backdoors” into the computer network for collecting data. 
Worms can even direct the transfer of money or data to 
unauthorized recipients.  

• Rootkits often are concealed in a Trojan horse and are designed to 
allow the collector to take control of a computer network without 
being detected. 

• Keystroke loggers are designed to capture and record computer 
keystrokes. Their main purpose is to capture logins, passwords, 
and encryption keys. Keystroke loggers may be implanted in the 
computer network’s operating system or physically attached to a 
keyboard by HUMINT sources. 

Computer Network Attacks (CNAs). These activities are supported by CNE 
and involve offensive information operations that are intended to degrade, 
disrupt, deny, or deceive a computer network or its owners. Examples include the 
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2005 Stuxnet worm attack on Iranian nuclear programs. The Stuxnet attack, 
perpetrators still unconfirmed, attacked Iranian supervisory control and data 
acquisition (SCADA) systems, degrading their nuclear weapons research and 
development activities. In 2015-2016, Russian military intelligence hackers 
conducted a cyber-attack on the U.S. Democratic National Committee (DNC) 
computer systems. The Russians stole embarrassing data from the DNC 
associated with the 2016 presidential election and released it to the public 
through WikiLeaks to disrupt U.S. presidential elections. In 2017, NSA-developed 
hacking software tools that were surreptitiously released to the public and have 
been used in a number of CNA attacks.18 Box 5.2 describes a CNA-directed attack 
at U.S.-based Sony Pictures by the North Korean government. 

Box 5.2 Computer Network Attack: 2014 Sony Pictures  

In 2014, Sony Pictures was about to release the movie, “The Interview,” a 
fictitious comedy about a plot to assassinate North Korean leader Kim Jung-un. 
The North Korean’s warned Sony not to release the movie. In the face of North 
Korean threats, Sony chose to cancel the film's formal premiere and wide-scale 
theatrical release, and decided to go directly to a downloadable digital release 
and later limited-theatrical release. In response, North Korean government 
“hackers” began a CNA against Sony Pictures. They first spent several weeks 
accessing the network to learn how to do the most damage to the film studio. 
The hackers used a malware worm, which included a listening implant, 
backdoor, proxy tool (rootkit), destructive hard-drive tool, and destructive 
target-cleaning tool. They stole Sony network data to include emails and several 
pending movie releases, plus plans and scripts for future movies. The emails 
revealed embarrassing information on Sony actors, officials, and their families. 
The finished movie thefts significantly disrupted Sony’s revenue stream for 
upcoming releases as North Korea made the movies available for free on the 
Internet. Additionally, the hack disabled and erased programs and data on 70% 
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of Sony’s computer network. The North Korean attack cost Sony tens of millions 
of dollars and damaged relationships between actors and studio officials. This 
one case changed U.S. public perception of the capabilities and threats from 
computer network attacks.19   

Cyber intelligence strengths and weaknesses. As with the official INTs, 
cyber intelligence has its strengths and weaknesses. Its primary strength is the 
large amounts of data CNE is capable of collecting; most importantly, the 
intentions of adversaries. Cyber intelligence weaknesses include its susceptibility 
to denial and deception. Denial includes the target’s use of good cyber security 
measures to employ passwords, firewalls, encryption, VPN, and even lesser-
known languages and dialects to protect their data. Disconnecting from the 
Internet is also a means of denial. As with COMINT, the target also may use 
misinformation; i.e., place false or altered data in its digital files to deceive the 
cyber intelligence collector. As the world becomes more reliant on computer 
networks, cyber intelligence will continue to grow in importance in national 
security and law enforcement analysis.  

Imagery intelligence (IMINT). This includes the collection of optical (visual), 
infrared, and radar images of a target. It originally was labeled PHOTOINT. More 
recently, IMINT is referred to as geospatial intelligence (GEOINT), which provides 
analyses combining imagery products with geographic information systems 
(digital mapping). U.S. employment of IMINT can be traced to the U.S. Civil War 
(1861-1865), when the Union Army employed hot-air balloons with 
daguerreotype photography to document Confederate Army troop dispositions. 
IMINT collection was expanded through use of aircraft in World Wars I and II, and 
collection by satellites began in the late-1950s and early-1960s. At first, satellite 
photographs were captured on film, and the film canisters parachuted to earth 
where they were recovered by specially equipped aircraft. By the 1970s, digital 
electro-optical devices were used to collect and transmit images directly to earth 
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stations. Today, imagery collection includes ground-based, fixed sensors, 
aerostats (unmanned tethered blimps), aircraft, unmanned aerial vehicles (UAVs, 
i.e., drones), and satellites. U.S. government IMINT is coordinated by the National 
Geospatial-Intelligence Agency (NGA), which is subordinate to the U.S. 
Department of Defense. NGA supports military operations, national security 
policy making, and earth resource management. NGA also oversees the Defense 
Mapping Agency, providing military and commercial paper and digital charts and 
maps worldwide. Commercial satellite imagery also is available to support an 
array of government and commercial activities. Google Earth is an example of 
commercial satellite imagery.  

Selection of IMINT sensors depends on a number of factors. Some IMINT 
collectors can only provide a one-time “snapshot” of the target. This is mainly 
true for satellites and high-flying aircraft such as the U-2. Other IMINT collectors 
can provide continuous coverage of a target. This is true of ground-based sensors 
and aerostats, such as those deployed along international borders, or by low-
flying aircraft, especially UAVs, that can remain on scene for long periods. Physics 
and weather are limiting factors in IMINT collection. Optical IMINT satellites are in 
sun-synchronous, low-earth orbits (200 to 1000 miles altitude); and the 
characteristics of their sensors limit the resolution of images. Sun-synchronous 
means the satellites are in polar orbits (pass near the north and south poles), 
making 24 orbits each day while passing overhead positions on earth within an 
hour or so of the sun’s highest point of the day in that area. To obtain 
photographs more often than every 24 hours requires the launch of more than 
one IMINT satellite with orbits offset from when the sun is nearly directly 
overhead a position on earth. Optical IMINT collectors cannot see through clouds, 
fog, haze, heavy snow, or smoke; therefore, these collectors are not used during 
darkness, unless the targets are lights in a particular area or location. Infrared 
collectors also are impeded by clouds and are normally utilized at night when not 
competing with the sun’s infrared interference. Radar imagery collectors are 
unimpeded by weather so they can be used around the clock. 
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IMINT strengths. IMINT provides flexible collection of information 
producing photographs or digital products that are very compelling to decision 
makers. By adjusting an optical camera’s aperture and focal length, an IMINT 
collection platform can provide either imagery of a larger area or of a smaller, 
specific location. This flexibility comes at a cost to resolution. A wide-area optical 
image usually is obtained at lesser resolution (fewer image details). An image of a 
specific location may optimize the collection system’s resolution and provide 
more details of a smaller area. One method to overcome the resolution problem 
with a wide-area image is to take a series of continuous, smaller-area images as 
the aircraft or satellite passes over a wider area.  

The primary advantage of IMINT surrounds its ease of understanding by 
decision makers. People are comfortable with seeing and evaluating visual 
information as part of their everyday activities. When geographic location or 
movement is an analytic consideration, GEOINT allows the analysis and display of 
a combination of all-source information to include geographic locations on maps 
or charts, imagery of facilities, adversary dispositions, pipeline data, electrical 
systems, etc., or any other information that can be presented in a geographic 
format.  

IMINT weaknesses and potential biases. In addition to being expensive, 
IMINT has a number of weaknesses that can lead to bias. First, remote imagery 
collectors cannot see activity or materials inside a building or underground 
facility. To look inside buildings and into underground facilities requires HUMINT 
collectors. Second, one-time, snapshot imagery does not show activities before or 
after the time of the image. Third, IMINT is susceptible to denial and deception, as 
when the target removes materials easily seen in an image such as placing aircraft 
in a closed hanger or under camouflage. The target also may present false 
information to deceive the target. For example, during preparations for the June 
1944 Normandy landings, the Allies worked to convince the Germans the invasion 
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of France would take place near Calais, France.  To deceive German collectors, the 
Allies deployed a limited number of reserve troops simulating pre-invasion 
activities (these troops would eventually be in second and third waves landed at 
Normandy). A deceptive COMINT plan mirroring landing force communications 
(see COMINT deception above) was deployed. They also created a deceptive 
force-presence scheme. The Allies built tent cities with no troop residents but 
with cooking fires blazing, inflatable mock-ups of artillery, tanks, and trucks—all 
placed in invasion-staging formations, and wood-framed and canvas-covered fake 
landing craft to help convince the Germans of preparations for the Calais invasion. 
German reconnaissance aircraft photographed the fake invasion force, resulting 
in the Germans diverting their attention from southwestern England where the 
real landing forces were actually being prepared.20  

Measurement and signature intelligence (MASINT). These activities can be 
defined as, “…technically derived intelligence, excluding traditional imagery and 
signals intelligence, that when collected, processed, and analyzed, results in 
intelligence that locates, tracks, identifies, or describes the signatures (distinctive 
characteristics) of fixed or dynamic target sources.”21 In other words, MASINT 
includes technical intelligence collection not considered ELINT, COMINT, IMINT, or 
Cyber intelligence. It is mainly collected by a variety of military sensors and is used 
in military operations, defense acquisition and force modernization, arms control 
and treaty monitoring, WMD counter proliferation, counterterrorism, 
counternarcotics, and to support environmental intelligence gathering.22 The U.S. 
Defense Intelligence Agency (DIA) has been the coordinator for MASINT since the 
discipline was instituted in 1986. Individual U.S. military services normally focus 
on the building and employment of the MASINT collection platforms related to 
their service missions. 

 The “M” in MASINT stands for “Measurement” and indicates the (usually 
indirect) measurement of collected information. The S, or “Signature,” indicates 
the collection of distinct features or characteristics about the origin, source, and 
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functions of the collected information. MASINT may be used for strategic, 
operational, or tactical intelligence collection and/or to support military or law 
enforcement operations. MASINT includes a number of technical areas: 

Electro-optical collection focuses on properties of emitted or reflected 
energy to include lasers and polarized or multi-spectral energy across the 
infrared, visible, and ultraviolet bands of the electromagnetic spectrum 
(i.e., outside of the normal visual and infrared collection of IMINT). For 
example, lasers are increasingly used for intelligence collection, weapons 
targeting, and as destructive weapon systems. 

Geophysical collection is designed to detect anomalies in the normal 
physical properties of earth. Such anomalies may be seismic, acoustic, 
gravitational, or magnetic disturbances. For example, seismometers are 
used to detect nuclear weapon tests conducted in areas otherwise denied 
to collectors. Military antisubmarine warfare platforms use combinations of 
active and passive acoustic sensors (Sonar) and Magnetic Anomaly 
Detection (MAD) to locate, track, and attack submerged submarine targets, 
if necessary. 

Materials collection supports analysis of the composition and identification 
of gases, liquids, and solids. MASINT or HUMINT collectors provide 
materials that undergo technical, chemical, biological, and radiological 
analysis. For example, because nuclear weapons production and testing can 
leave radioactive materials in the air or on the ground, HUMINT collectors 
can provide samples of the residue, which can then be analyzed by MASINT 
analysts in a military or national laboratory. Another example of material 
collection is law enforcement’s use of handheld scanners to detect airborne 
and physical residue left behind by illegal methamphetamine production. 
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Radar collection focuses on short-range, line-of-site, synthetic aperture, 
and over-the-horizon radar systems (i.e., outside the normal collection of 
ELINT and IMINT). Battlefield short-range, line-of-site radars can detect 
detailed troop movements and assist targeting. Short-range, line-of-site 
radars may be sensitive enough to detect the firing location of incoming 
artillery shells. Synthetic aperture radars collect not only the location of a 
target but also provide the size and silhouette of the target. Over-the-
horizon radar usually employs radio waves reflected off the ionosphere to 
obtain long-range detections. For example, over-the-horizon radars located 
in the United States have been used to detect drug-smuggling aircraft 
departing the north coast of South America and bound for the United 
States or nearby states. 

Radio frequency collection focuses on wideband electromagnetic pulses, 
telemetry signals, and other non-communications signals in the 
electromagnetic spectrum (i.e., outside of normal collection of COMINT). 
Electromagnetic pulses are a byproduct of a nuclear explosion or can be 
used offensively through release of strong electric signal bursts that can 
disable electronic sensors, communications systems, and weapons. Cobra is 
a codename for a number of land-based, seaborne, and airborne MASINT 
collectors that focus on foreign intercontinental ballistic missile tests, 
including the collection of flight paths and telemetry signals from the test 
missile to its land controllers. After an unannounced foreign nuclear 
weapon test, airborne sensors can detect residual radiation emitted from 
the test site. Nuclear radiation samples look for the presence of 
electromagnetic gamma rays and x-rays. 

MASINT strengths and weaknesses. The primary strength of MASINT is its 
ability to collect technical intelligence on targets outside normal ELINT, COMINT, 
and IMINT collection activities. MASINT information is critical to the U.S. military 
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in terms of both raw information collection and finished analysis on the 
production of weapons systems.  

 MASINT collection is expensive, not only in terms of the technical 
collection platforms required, but also in the employment of scientists to build 
the technical collection platforms and to analyze the raw information provided. 
Due to its highly technical nature, MASINT analyses may be unfamiliar to decision 
makers, who may not give results proper credence. Most MASINT collection is 
done remotely; but, when HUMINT support to MASINT is required, it can place 
the HUMINT collectors in dangerous situations. As discussed previously, HUMINT 
collectors must consider the “risk versus gain” in planning their collection 
activities. 

Open-Source Information 

Open-source information normally is available to all practitioners and academic 
analysts. Anything published for a public audience (books, magazines, movies, 
television, videos, newscasts, web sites, pod casts, etc.) is open-source 
information. This information is labeled open-source intelligence (OSINT) in 
security analysis circles. OSINT is organized and found in hundreds of individual, 
online commercial, and academic databases available to analysts. OSINT database 
subscriptions for the IC are coordinated through the ODNI. Small, local libraries to 
large university research libraries offer access to a significant number of OSINT 
databases. Some of these databases also may be available through the Internet. 
Analysts should keep in mind that not all of the world’s knowledge is online. 
There will be occasions when the analyst must search in physical libraries, 
archives, public records, etc., to locate relevant open-source information. Most 
libraries, archives, and record centers have reference specialists to assist in 
finding specific information. Open-source information is critical to practitioners; 
approximately 85%-90% of the material in strategic analysis reports is drawn from 
open sources.  
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Searching OSINT sources. Each OSINT online database has a search engine, 
sometimes unique to the database. Most libraries, archives, and record centers 
have search engines to allow digital searching of their holdings in order to locate 
digitized and non-digitized materials; including paper holdings, microfilm, videos, 
etc., for the analyst to review. Some less-frequently updated open-source sites 
may require the physical searching of card catalogs and reference manuals to 
locate material. Most of the digital search engines use searches that employ 
keywords connected by Boolean logical operators “and,” “or,” and “not.” For 
example, if searching a database for information on terrorism and Afghanistan, 
use of the limiting operator “and” (terrorism and Afghanistan) would return items 
including both terrorism and Afghanistan in the title or text. This is the most 
common type of search. Use of the inclusive operator “or” (terrorism or 
Afghanistan) would return a much larger list of items with either terrorism or 
Afghanistan in the title or text. Use of the excluding operator “not” (terrorism not 
Afghanistan) would return items with terrorism in the title or text but not those 
containing Afghanistan. Some databases have advanced search engines that allow 
the entry of several keywords and multiple Boolean operators to focus the search 
on specific items most appropriate for the analytic project’s research question(s). 
Some search engines will access several databases simultaneously—always a plus 
in saving time. Analysts should be familiar with the many databases and their 
search engines that they will be expected to regularly access. 
 When searching OSINT databases, analysts must review each item returned 
to determine if the information applies to their specific research question(s). This 
may require the review of hundreds of potential sources to find the 40-60 actually 
used in an analytic project. The database searches should continue, time allowing, 
until there are either no new items found or when there is no new information 
being uncovered. Some items found may only require speed-reading (another skill 
valuable to analysts) or, if seemingly important to the analytic project, the item 
may require a more in-depth reading. Analysts must document the information 
found to include taking notes, making margin notations of using highlighters (but 
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not on original items), recording reference citations, and/or keeping paper or 
digital copies of relevant items. Recording full reference citations for all items 
uncovered is important as both practitioner and academic reports require proper 
documentation. Based on their agency and the analyst’s own preferences, the 
analyst should establish a paper and/or digital filing system to organize and store 
information found in an open-source search. 
 Information searches differ based on the specific research question(s) being 
addressed. Some analytic projects may concentrate on individual agents or small 
groups, with a focus on the adversary’s decision makers (agency analysis). Other 
research projects may concentrate on structural analyses. Chapters 3 and 7 
provide additional discussion on agency versus structural analyses. In fact, most 
analytic projects will include a combination of both agency and structural 
analyses.23 Agency analyses, also called leadership analyses, seek to uncover the 
points-of-views and assumptions influencing adversaries’ decisions (Chapter 6). 
Information searches for agency analyses include uncovering what an agent has 
said, written, or done before on the specific or related research topic. It also is 
important to collect information on what others with access to the agent have 
said or written about the topic. Structural analyses look at the array of 
organizational, bureaucratic, legal, regulatory, and other structural factors 
influencing adversary decisions. When searching for structural information, it is 
recommended the analyst prepare a list of background and other structural 
information required by the analytic project to help focus the search effort. Figure 
5.2 provides a sample list of background and structural information for 
researching terrorist groups. 

Figure 5.2 Sample Background Information for a Terrorist Group Study 

The group’s origins, ideology, goals and objectives, public statements (verbal 
and written), organizational structure, leadership, funding or other sources of 
support, physical bases or operating/support location(s), recruiting methods, 
personnel strengths, training programs, communications methods, known 
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weapons/lethal agents and delivery methods, suspected weapons/lethal agents 
and delivery methods, past activities, standard operating procedures, 
propaganda programs, surveillance and intelligence capabilities and methods, 
and significant events/dates related to the movement. 

 When searching open source databases and reviewing items returned, 
there are three general categories of information to identify: 

Facts (data, evidence, information) that directly concern the analytic 
project. The analyst should try to confirm the facts uncovered by separate, 
independent sources. Facts may be found in raw reporting (such as in 
intelligence collection); in open sources, including statistical studies; and in 
information collected personally by the analyst. 

Facts, combined with logic and reasoning, which normally are found in 
statements of causality, arguments, and contentions (judgements, findings, 
conclusions, recommendations—Chapter 9), or theoretical propositions 
(axioms, theorems, postulates, laws—Chapter 3). Theoretical propositions 
are critical in creating models for conceptualizing the research project 
(Chapter 7). Statements, arguments, contentions, and propositions must be 
checked to ensure they do not include informal logic fallacies (Appendix I). 

Logic and reasoning lacking facts or statements or propositions that cannot 
be factually verified but employ logic and reasoning such that they may be 
classified as assumptions. 

Prioritizing OSINT searches. OSINT sources vary in the reliability and 
validity of the information they provide. It is therefore recommended that 
sources be searched in order of their reputations for reliability and validity. Below 
is the recommended sequence for OSINT searching. 
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Governmental reporting. U.S. government agencies and international 
governmental organizations (IGOs) produce a number of recurring and special 
reports on a variety of subjects. IGOs are organizations or agencies where states 
are the members (United Nations, North Atlantic Treaty Organization, etc.). IGOs, 
such as the United Nations Office on Drugs and Crime, issue generally valid 
reports useful for national security and law enforcement projects. Most of these 
agencies and organizations employ professional researchers who can normally be 
trusted to provide objective and valid reporting. For example, U.S. Congressional 
Research Service (CRS) and U.S. Government Accountability Office (GAO) reports 
normally can be considered bipartisan and objective. There are a number of other 
U.S. agencies and IGOs that report on security topics under their purview. 
Analysts still should be wary of governmental reporting as at times it may slant 
toward supporting a particular government or IGO’s program or ideology. 
Government reporting often is a good source of statistical data to support an 
analytic project.  

Scholarly and professional articles. After government reporting, scholarly 
and professional articles are usually excellent sources of information. Scholarly 
articles are produced by academic researchers and published in academic 
journals. Most of the articles are refereed by panels of other academics (known as 
peer review). If not refereed, then the editors of the particular journal provide 
quality control on articles. Scholarly articles should be searched before scholarly 
books, as the scholarly publishing process usually first publishes the latest 
research results as journal articles before later including the material in books. 
Professional articles normally are published in journals or magazines. These 
articles usually are written by professional researchers or leaders in their 
professional field. For example, National Geographic and Popular Mechanics are 
good sources of professional articles. Analysts must assess the validity of scholarly 
articles, even if passing a refereed review, and of professional articles as they may 
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still lack validity. Scholarly articles often violate tenets of the scientific method 
and may not comply with proper sampling techniques (Chapter 3). Scholarly 
researchers may generalize results from a small or non-random sample to a 
population beyond what the sample supports. Figure 5.3 provides guidance for 
assessing categories of published material.  

Figure 5.3 Classifying Scholarly/Professional Literature & Popular Media 
 Scholarly, Professional Literature Popular Media 
Audience Scholars, researchers, practitioners. General public. 
Authors Experts in the field (i.e., faculty 

members, researchers, 
professionals). Articles are signed, 
often including author's credentials 
and affiliation. 

Journalists or freelance writers. 
Articles may or may not be signed. 

References Includes a bibliography, references, 
footnotes, endnotes and/or works 
cited section. 

Rarely include references or 
sources. 

Editors Editorial board of outside scholars 
(known as peer review), or 
professional editorial staff with 
subject expertise. 

Editors and staff may not possess 
subject expertise. 

Publishers Often a scholarly or professional 
organization or academic press. 

Commercial, for-profit publisher. 

Writing Style Assumes a level of knowledge in the 
field. Usually contains specialized 
language (jargon). Articles are often 
lengthy. 

Easy to read – aimed at the 
layperson (written at 7th grade 
level). Articles are usually short and 
often entertain as they inform. 

General 
Characteristics 

Primarily print with few pictures. 
Tables, graphs, and diagrams are 
often included. Usually little if any 
advertising–if there is advertising, it 
is for books, journals, conferences, 
or services in the field. Often have 
"journal," "review," or "quarterly" 
as part of the title. Successive issues 
in a volume often have continuous 
pagination. Usually have a narrow 
subject focus. 

Contain advertising and 
photographs. Often printed on 
glossy paper. Often sold at 
newsstands or bookstores. Usually 
restarts pagination with each issue. 
Usually have broad subject focus. 
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Scholarly and professional books. There are a myriad of scholarly and 
professional books. Scholarly books may be historical or scientific (including social 
science). Historical books provide details on a topic and are good sources for 
background information. Scientific books focus on presenting one or more 
theories and the facts, logic, and reasoning supporting the theories. Some books 
will be combinations of historical and scientific studies. Some scholarly books 
provide edited compilations of scholarly journal articles or chapters in the same 
subject area. For example, Editor Keith Logan’s Homeland Security and 
Intelligence provides chapters written by several different authors covering 
aspects of homeland security intelligence activities.24 Other scholarly books are an 
expansion of ideas in a previously published scholarly journal article. For example, 
Harvard Political Scientist Samuel Huntington took a journal article published in 
1993 in Foreign Affairs magazine, “The Clash of Civilizations,” and later expanded 
it into an entire book of the same title—one of the most discussed articles/books 
of the last few decades on world conflict.25 Professional books usually provide 
detailed, descriptive material, lessons learned, and/or “how to” or other 
recommendations on a topic. Some books are hybrids that combine professional 
and scholarly material. For example, this book on using critical thinking in security 
analysis is considered a professional book as it covers the “how to” of security 
analysis; but, at the same time, is scholarly because it presents not only a theory 
of critical thinking but a number of supporting theories useful for security 
analysis.  

Legal databases. Almost all national security, homeland security, and law 
enforcement analysis projects are embedded in a legal structure. Even if not 
lawyers, security analysts should understand and consider the legal structure 
applying to their particular research project. This is especially important in 
analytic security policy projects where the policy recommended must either 
comply with existing laws and regulations, or detail changes to laws and 
regulations. Legal databases have been developed to allow analysts to search 
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legal material, public records, and news reporting. Legal material also is available 
for legislation, statutes, treaties, regulations, court case transcripts, and 
associated case documents (briefs, pleadings, motions, settlements, and verdicts). 
Lastly, the databases include law reviews and law journal articles. Legal research 
assistants specialize in searching these legal databases. Westlaw and Lexis/Nexis 
are two competitors that organize and manage legal databases and allow access 
for a fee. Most law firms, libraries, businesses, and agencies, have subscriptions to 
either or both. Nexis is the news database material offered by Lexis/Nexis and 
provides popular media reporting discussed in more detail below. 

Think tank and non-governmental organization (NGO) reporting. Dozens 
of academic and professional think tanks and thousands of NGOs produce 
research reports useful to analysts. Academic think tank reports normally do not 
undergo a refereed or peer review and, at most, are reviewed by local editors. 
Professional think tank and NGO reports also normally do not undergo a review 
beyond local editors. All think tank and NGO sources require extra scrutiny by 
analysts to ensure validity in the reporting as they are often rife with ideological 
slants that degrade validity. Think tanks often focus on a single issue or narrow 
set of issues. Some are supported by universities, others by contracts, grants, and 
donations from those interested in the think tank’s issue areas and support its 
political orientation. Figure 5.4 provides a summary of selected think tanks and 
their political and ideological orientations that may be useful to security analysts. 

Figure 5.4 Selected Think Tank Political Orientations26

Political Orientation Think Tanks 
Left/Liberal Brookings Institution, Center for American Progress, Inter-American 

Dialogue, Human Rights Watch, American Civil Liberties Union 
Centrist Atlantic Council, Aspen Institute, Carnegie Endowment for 

International Peace, Center for Strategic and International Studies, 
Center of Immigration Studies, Council on Foreign Relations, 
Freedom House, Rand Corporation, Woodrow Wilson International 
Center for Scholars 
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Right/Conservative American Enterprise Institute, CATO Institute, Claremont Institute, 
Heritage Foundation, Hoover Institution 

 NGOs include individuals or groups that organize around an issue area but 
do not represent federal, state, or local governments. There are hundreds of 
thousands of NGOs. A local book club or homeowner’s association are considered 
NGOs. Of most interest to security analysts are NGOs that provide a combination 
of advocacy, research, and service in a security-related issue area. NGO political 
orientations often are highlighted by their title or by a quick review of their 
reporting or activities. Some NGOs, such as the American Civil Liberties Union, 
may be classified as both a think tank and an NGO, because it provides in-depth 
research, advocacy, and service (e.g., filing lawsuits) in the area of civil liberties. 
Analysts should assess the political orientation and validity of information 
accessed, whether from a think tank or NGO. 

Popular media: newspapers, magazines, television, radio, blogs, and 
more. Popular media has a major advantage in collecting security information 
because reporters of larger media companies might be onsite and have observed 
world events firsthand. The major weaknesses of popular media are the sheer 
volume of information and that popular media often can suffer from severe 
validity problems. Figure 5.3 provides the general characteristics of popular 
media. The validity problem stems from material found in newspapers (including 
online news), magazines, television, radio, blogs, plus Internet-based social 
media. Validity issues begin with the popular media’s political orientation and 
includes their approach to using factual data and the accuracy and depth of their 
analyses. Figure 5.5 provides a summary of the quality and political orientation of 
selected popular media. In general, centrist media sources of high- and medium-
quality are the most useful to analysts. The low-quality media sources listed 
should be avoided or accessed with extreme caution. If accessed, high- and 
medium-quality sources with left/liberal or right/conservative political 
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orientations should undergo strict validity checks for bias. A particular problem 
with blogs and social media, of which there are thousands, is the presentation of 
misinformation and disinformation. Misinformation is false or inaccurate 
information, either mistakenly or deliberately disseminated. Disinformation is 
purposely communicated false information to mislead an audience (i.e., 
propaganda). As shown below, low-quality media sources, blogs, and social media 
sites frequently publish misinformation and disinformation to create inaccurate 
and unfair analyses. So, unless the blog or social media can be thoroughly 
evaluated for quality and political orientation, the information should not be used 
in security analysis. 

Figure 5.5 Selected Popular Media: Analysis Quality & Political 
Orientation27

Political 
Orientation Media Sources 

High Quality: Good Use of Facts, Advanced/Complex Analyses 
Left/Liberal The Atlantic, Slate, Vox, The Guardian, Axios  
Centrist The Wall Street Journal (news), AP, NPR (news), PBS, BBC, Politico, 

Bloomberg, Reuters, USA Today, Time, Foreign Policy  
Right/Conservative The Wall Street Journal (opinion), The Economist, The Hill 

Medium Quality: Good Use of Facts, Generally Fair Analyses 
Left/Liberal Local Newspapers (liberal cities/states), The New Yorker, The New York 

Times (opinion), MSNBC (opinion), CNN (opinion), Mother Jones, 
Huffington Post, Vanity Fair, BuzzFeed (news), Slate 

Centrist Local Television News, The New York Times (news), MSNBC (news), CNN 
(news), The Washington Post, NPR (opinion), Network News: ABC, CBS, 
NBC 

Right/Conservative Local Newspapers (conservative cities/states), Fox News/Business (non-
political news), The Washington Times, National Review, The Federalist 
Low Quality: Poor Use/Made-Up Facts, Inaccurate/Unfair Analyses 

Left/Liberal Occupy Democrats, U.S. Uncut, Forward Progressives, David Wolfe, 
Palmer Report, Splinter 

Centrist National Enquirer 
Right/Conservative Fox News/Business (political news and opinion), Brietbart, InfoWars, 

Red State, One America News Network (OAN), The New York Post, 
Newsmax, Daily Caller  
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Internet sites. Because of often-severe validity problems with information 
posted on Internet sites, they are usually the last place a security analyst should 
search for information. Often government reporting, scholarly and professional 
articles/books, legal databases, think tank and NGO reporting, or popular media 
may be accessed on the Internet and could include the biases previously 
discussed. This warning on using Internet sites is for material beyond these 
sources, because anyone can set up an Internet site and post any written, voice, 
or video material they choose. In the United States, civil liberties conventions 
allow such unregulated publishing. There are some Internet sites considered in a 
“gray area,” such as Wikipedia, because anyone can access it and change or 
update the site’s articles to support their personal ideological slant. Thus, there is 
no real method for validity control on Wikipedia. The best a researcher can use 
this site for is to determine if the Wikipedia article coincides with other 
information found on a topic and then use the reference list included with most 
Wikipedia articles as sources to expand the information search on a topic. The 
analyst may find they must access the Internet, including the so-called “Dark 
Web,” when researching terrorist or other threat groups to find their latest 
ideological or other statements—but be careful! The bottom line is to be suspect 
of all open sources until their validity is determined, which is especially true of 
Internet sites.  

Circular reporting. While reviewing information from open sources, the 
analyst must be aware of potential circular reporting. This occurs when there 
often is only one unverified source for a piece of information, which then gets 
repeated through a number of open source and other reporting channels without 
other confirming evidence. Circular reporting is most noticeable in popular media 
and Internet reporting; but, at times, has been known to creep its way into 
government reporting and security analyses. “Echo chamber” is a term often used 
for when misinformation is amplified by circular reporting among popular media 
sources with ideological orientations. Box 5.3 describes a case of unverified 
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circular reporting that almost affected U.S. counterterrorism policy in Latin 
America.  

Box 5.3 Circular Reporting: The Case of al Qaeda and MS-1328 

After the September 11, 2001 (9/11) terrorist attacks on the United States by al 
Qaeda, there was increased emphasis in U.S. security and law enforcement 
communities to identify terrorist threats to the U.S. homeland. In looking south 
toward Latin America, officials found there were a number of state-specific 
insurgency groups—many reclassified as terrorist groups after 9/11—plus 
suspected linkages between Middle East terrorist groups with black-market 
activities in the Colombian La Guajira Peninsula and the Tri-Border region of 
Brazil, Argentina, and Paraguay. There were; however, no direct U.S. homeland 
terrorist threats initially uncovered in Latin America. 

In early-2004, a report from Honduras indicated al Qaeda operative Adan G. El 
Shukrijumah was seen at an Internet-café in the Honduran capital of 
Tegucigalpa. Shukrijumah was a suspect in the 9/11 planning and a $5 million 
dollar reward was offered by the United States for his capture. It was 
speculated that Shukrijumah was meeting with the Mara Salvatrucha (MS-13) 
criminal gang in Honduras to enlist their support in smuggling al Qaeda 
operatives into the United States through the gang’s established smuggling 
routes. MS-13 remains a violent, criminal gang. It expanded from its original 
bases in Los Angeles and El Salvador into Honduras, Guatemala, Mexico, and 
the greater United States, while also reportedly having cells in several other 
world states. MS-13 is deeply involved in the smuggling of humans, drugs, arms, 
and other contraband, in addition to being known for violent assaults and 
contract killings. Over time, due to its size and scope of criminal activities, MS-
13 became a significant public security threat in Central America and Mexico. 

The report of an al Qaeda and MS-13 meeting immediately caught the attention 
of the media and governments in Central America and the United States. Even 
without any confirming evidence, there was widespread media coverage about 
the meeting. U.S. media reporting raised anxieties over another potential al 
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Qaeda attack on the United States. Honduran Security Minister Oscar Alvarez 
raised alarms over the meeting, although it was believed he was using the 
report to help distract the Honduran public from his own repressive crackdown 
on gangs and to attract additional U.S. counterterrorism aid. U.S. Attorney 
General John Ashcroft also highlighted the reported meeting, in conjunction 
with a report that Shukrijumah had attempted to acquire radioactive material 
for the production and smuggling of a “dirty bomb” into the United States. 
(Shukrijumah was reportedly killed by the Pakistani military in 2014.) 

The FBI and U.S. Department of Homeland Security investigated the report of al 
Qaeda meeting with MS-13 and determined there was no confirming evidence 
of such a meeting. The Guatemalan President and his Interior Secretary echoed 
the lack of evidence a meeting took place. Later, an academic researcher 
travelled to Tegucigalpa to inquire of government officials and journalists about 
the source of the original report. A Honduras-based journalist admitted he had 
made up the report.29 

The consequences of this obvious case of false “circular reporting” easily could 
have affected U.S. security policy. It could have diverted U.S. attention and 
resources to an increased focus on counterterrorism in Central America, while 
also raising the status of MS-13 to that of a terrorist group—based only on one 
false report. This would have degraded U.S. security policy by wasting effort and 
resources on a non-existent terrorist threat.30  

Analyst-Collected Information 

Security analysts may find occasions when they must collect their own 
information. Personal collection of information is a major activity of academic 
researchers; but, if practitioner security analysts find they still have information 
gaps, they may have to collect their own. A complete discussion of analyst-
collected information is beyond the scope of this book. It is recommended any 
analyst finding he/she must collect their own information consult with an 
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academic social science research methods textbook. Self-collected information 
activities are not easy and require significant planning and collection actions—all 
of which are covered in textbooks on research methods. Below is an explanation 
of several types of self-collection activities for consideration by analysts.  

Interviews. Includes collection of information through interviews that may 
be ad hoc, semi-structured, or structured interviews. HUMINT collectors and 
qualitative academic researchers are trained in interviewing skills. First, the 
analyst (interviewer) must select the type of interview to conduct. Ad hoc 
interviews take place when the analyst has a chance (or quasi-planned) meeting 
with an interviewee (respondent) and has an opportunity to ask a few questions. 
The questions may not be prepared beforehand. Ad hoc interviews usually occur 
in a short time period, likely 10-15 minutes or less. Semi-structured interviews are 
usually scheduled for 30-60 minutes and employ a list of pre-planned questions 
prepared by the interviewer. As the semi-structured interview proceeds, the 
respondent is allowed to address other related topics, which normally also fill 
project information gaps. There are occasions where the semi-structured, pre-
planned interview questions will not all be covered; for example, if the 
interviewer decides the related topics discussed have more value than some of 
the original questions. Structured interviews, usually of no more than 60 minutes, 
have a strict pre-planned list of questions. The interviewer attempts to keep the 
focus on the pre-planned questions and avoids straying to other topics. 
Respondents for all types of interviews are people the analyst thinks have the 
information needed. This could include senior government or military officials, 
academic specialists in the research topic, or even other analysts. Semi-structured 
and structured interviews are good for filling information gaps and confirming 
information found in other sources, but they take time to plan and execute. But, 
be careful, human respondents often provide the information they think the 
collector wants to hear or to use the collection process to bolster their own self-
worth or other self-interests. 
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Focus groups. This type of collection is the equivalent of a group interview 
and generally consists of 8-15 people who are familiar with the research topic. It 
allows the analyst to obtain interview data from a number of respondents in a 
short time. Focus groups also provide unique information because they generate 
cross-respondent interactions that may provide different perspectives and often 
provide more information applicable to the analytic project beyond that from 
individual interviews. Focus groups originated in the World War II era, when 
groups of U.S. citizens were asked questions about war-rationing programs in 
order to tailor rationing marketing materials; and they still are widely used today 
in marketing and politics. For example, candidates in political campaigns often use 
focus groups to gain a sense of voter preferences. In academic research, focus 
groups are used to gather information and to validate interview and survey 
questions (see below). Most focus groups employ a moderator to ask the 
questions and keep the conversations flowing. Employing one or more note 
takers can also be useful. For accuracy in recording and analyzing focus group 
conversations, audio and video recordings of the focus group are recommended. 
Good focus groups usually last 45-60 minutes. The focus group collection also can 
be augmented with brief pre- and post-focus group surveys. 

Participant-observation technique. When an analyst conducts participant-
observation research, they go into the field and observe behaviors related to the 
analytic project. For example, if an analyst was working on a U.S. southwest 
border immigration project, he/she may plan a trip to personally observe the 
ongoing border activities. This could provide context and additional information 
for the project, including presenting opportunities for interviews or focus groups. 
If the analyst does not interact extensively with U.S. agency personnel or 
migrants, it is considered an indirect observation approach (see etic approach in 
Chapter 3). If the analyst interacts closely with U.S. personnel and migrants by 
joining their activities, then it is considered a direct observation approach (see 
emic approach in Chapter 3). HUMINT collectors and qualitative academic 



163 
 

researchers are trained in participant-observation techniques, but analysts may 
find a need for their own information collection using this method. 

Unobtrusive measures. Similar to the work of forensic scientists in law 
enforcement cases, this type of information can be obtained from material 
people leave behind in their activities. For example, forensic scientists arrive after 
a criminal event to observe the scene and gather materials for analysis to assist 
case investigations. Security analysts may do the same; for example, after a 
terrorist attack or military battle, or during an inspection of seized, drug-
smuggling vessels or aircraft. Unobtrusive-measures collection is not common in 
most security analysis projects, with the main exception being MASINT materials 
collection and analysis.  

Content analysis. This type of analysis searches for specific information in 
written, audio, or video materials. This differs from COMINT content analysis and 
often is confused with larger literature searches. There are two types of content 
analyses defined here:  quantitative (word count) and thematic.31 Content 
analysis is especially helpful in agency leadership analyses to support points-of-
view and assumption analyses (Chapter 6). 

Quantitative content analysis. These data collection efforts usually 
investigate a specific type communication or a single popular media source. 
It could be a newspaper, magazine, set of published speeches, etc., but the 
collection does not look at a broader literature. The analyst develops a list 
of concepts to be searched for and keywords corresponding to each 
concept. The compiled results (word counts) from a quantitative content 
analysis usually are subjected to descriptive or inferential statistical 
analysis. For example, as part of a terrorism study, the analyst may want to 
determine the personal characteristics of the terrorist leader. The analyst 
selects one source of data, possibly the leader’s speeches over the past few 
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years, and develops concepts and words to indicate whether the leader’s 
self-perception is one of being wise and/or powerful. Each instance of 
keywords and phrases found related to the concepts of wise and powerful 
would be recorded and then submitted for statistical analysis. This analysis 
also could provide insights into the terrorist leader’s beliefs that could be 
useful in points-of-view and assumptions analyses (Chapter 6) in a larger 
analysis of the terrorist group’s threat to the United States. 

Thematic content analysis. In these data collection efforts, the analyst 
develops a short list of specific concepts or themes to search for in larger 
literature or a database. The analyst then reviews the literature and 
tabulates how many times the concepts appeared. For example, the analyst 
may want to research how a foreign terrorist leader evaluates the United 
States. This could be part of a research project to determine a foreign 
terrorist group’s threat of attacking U.S. interests. The analyst then would 
look for evidence over the past few years of how many times in the 
terrorist leader’s speeches, interviews, or COMINT intercepts, there was 
mention of the themes of U.S. policy toward the terrorist group or its 
supporters, U.S. capabilities to defend its interests, and U.S. successes 
against the terrorist group. Comments on U.S. policy might indicate if the 
group was friendly or hostile to the United States. Comments on U.S. 
capabilities could be measured on a continuum from weak to strong, and 
comments on U.S. successes could be assessed as either successful or 
unsuccessful. The compiled data from a thematic content analysis could 
then provide insights on points of view and assumptions as part of a larger 
analysis of the terrorist group’s intentions to attack U.S. interests.32  

Surveys. U.S. government agencies, IGOs, think tanks, NGOs, universities, 
and popular media inundate the U.S. populace with survey or polling data. These 
surveys possess varying degrees of validity. The key to evaluating survey validity is 
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to assess how the survey sample was taken (i.e., random or non-random), the size 
of the sample, and corresponding confidence level and confidence interval (see 
sampling theory in Chapter 3). Conducting surveys of large samples required to 
ensure validity of findings are costly in terms of time and money. Existing survey 
results should be reviewed by analysts if the survey focus supports their portfolio. 
For example, the NGO-conducted World Values Survey provides data on social, 
political, economic, religious, and cultural values of people in world states that is 
useful to analysts with regional or specific state portfolios.33 The validity of survey 
results often are a concern, because respondents often provide answers they 
think the researcher wants, respond with outright misleading or false information, 
or purposefully try to deceive the researcher. 

A survey-related procedure applicable to security analysis projects is the 
Delphi Technique. Created by the Rand Corporation in the 1950s, this technique 
calls for a survey of a limited number of respondents (10-15), usually not located 
in the same geographic area. Respondents, who are academic and/or practitioner 
specialists in the research topic, should not know the identities of other 
respondents. The technique calls for an initial survey to be sent to respondents 
with questions developed by the analyst. Based on data from all respondents on 
the same questions, the results of this survey are compiled and sent back to the 
respondents for re-evaluation of their original answers. In the second round of 
the survey, respondents will answer the same questions again, plus provide 
narrative comments of why they changed their previous responses or did not 
respond the second time with the majority of other respondents. The second 
survey results are then compiled, and both the responses and the narrative 
comments are returned to the respondents for a third round of answers and 
comments. The compilation of responses and narrative comments, and their 
return to respondents, are continued in additional rounds until the responses and 
narratives show little change. The goal of this technique is to allow the 
respondents to reach a consensus on the best views of the specialists, but still 
allow outlier responses that are explained by their respondents. The Delphi 
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Technique has been used with good success in security analysis. 

Assessing Information 

This chapter highlights the need for analysts to develop skills in information 
literacy and to become “critical consumers of information.” As can be seen from 
previous discussions, there is potential bias in almost every type of information, 
whether obtained from intelligence collection, open sources, or even collected by 
the analysts themselves. This section provides three recommended analytic 
techniques to assist in assessing information. The first technique provides a 
template for analyzing sources. The second provides a checklist for detecting 
deception. The third provides a template for assessing the quality of information 
found in the information search. 

Analyzing sources. Analysts should use a methodological approach for 
analyzing sources; Figure 5.6 provides a template for such analyses. This template 
follows the Security Analysis Critical-Thinking Framework. Using the template as a 
guide, analysts should take notes as they evaluate information found, including in 
lengthy intelligence finished reports; government, IGO, think tank, and NGO 
reports; and scholarly and professional articles/books. The template also can be 
modified to assess shorter works (raw intelligence reports, popular media, 
Internet material, etc.). Figure 5.6 includes notations to chapters and appendixes 
in this book with more detailed discussions of each checklist item. Results from 
analyzing sources should be used with the quality-of-information technique in 
Figure 5.8. 
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Figure 5.6 Template for Analyzing Sources 

Source Full Citation: 

1. The primary purpose of this material (chapter, article, book, video, etc.) 
is……………… (Accurately state the author’s purpose for this material. What 
was the author trying to accomplish? See Chapter 4.) 

2. The key question(s) addressed in this material is/are……… (What key 
question(s) or problem(s) is/are addressed? See Chapter 4.)  

3. The most important information in this material is………………… (Identify 
the key information the author used to support their arguments/analysis. 
Identify the facts, data, evidence, experiences, statements, propositions, 
etc., that the author uses to reach their findings. See Chapter 5.) 

4. The context of this material is………… (Identify the political, economic, 
social, historical, etc., background related to this material. This may 
include the existing knowledge on the subject as well as gaps in that 
knowledge. See Chapter 5.)  

5. The main point(s) of view presented in this material is/are………… (Identify 
the author’s views (perspectives, world views) of the topic.  Points of view 
include beliefs and cultural factors, and can be theoretical, ideological, 
religious, methodological, etc., and usually play a large part in determining 
the main assumptions. See Chapter 6.) 

6. The main assumption(s) underlying the reasoning in this material 
is/are………. (Identify the generalizations the author did not defend in the 
material. Assumptions are seldom specifically identified by authors. This is 
usually where the author’s reasoning begins. See Chapter 6.) 

7. The key concept(s) in this material is/are……………. (Identify the most 
important definitions, ideas, models, theories, etc., used to support the 
author’s reasoning. See Chapter 7.)  
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8. The alternative(s) considered in this material is/are…………  (Identify any 
alternative answers to the key question(s) or alternative solutions or 
scenarios to the problem at issue that the author included in the 
reasoning. See Chapter 8.)  

9. The main inferences and/or interpretations of this material are……….. 
(Identify the most important findings and conclusions the author presents 
in the material. What analytic methods were employed? Do the findings 
follow a logical argumentation approach?  Are there any informal logic 
fallacies present? Are there underlying cognitive biases evident? See 
Chapter 9, Appendix I, and Appendix II.).  

10. The main implications and consequences of this material are………….. 
a. If this line of reasoning is accepted, the implications and consequences

are……  (Identify the implications and consequences if the author’s 
findings and conclusions are accepted. Identify those both the author 
states and those not stated. See Chapter 10.) 

b. If this line of reasoning is not accepted, the implications and 
consequences are…….. (Identify the implications and consequences 
likely to follow if people ignore the author’s findings and conclusions. 
See Chapter 10.) 

Deception detection. Almost all information is susceptible to deception, 
which can be defined as “[i]nformation…intended to manipulate the behavior of 
others by inducing them to accept a false or distorted perception of reality….”34 
Deception is as old as human conflict. Chinese General Sun Tzu (544-496 BCE) 
highlighted deception operations throughout his treatise The Art of War.35 
Operation Fortitude was the World War II Allies’ highly successful plan to deceive 
the Germans on the exact location of their European invasion (discussed above 
under COMINT and IMINT).36 Even when an adversary has a well-known history of 
deception, analysts may overlook it in their analytic judgments. When the stakes 
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are high, the analyst must consider the possibility of an adversary’s use of 
deception. When the adversary has the capabilities to deny or manipulate the 
sources of key information, the deception detection review presented below 
should prove useful. 

The possibility of deception should not be discounted even when there is 
no obvious evidence of deception. If deception is well done, the analyst should 
not expect to see any indicators of deception. The timing of the information and 
the bona fides of the sources might be a first indicator of deception.  

Analysts should routinely check their information for deceptive efforts by 
an adversary. Figure 5.7 provides a checklist of questions to aid in detecting 
deception.  

1. Does the adversary have the Motive, Opportunity and Means (MOM) to 
conduct deception efforts?  
2. Would the potential deception be consistent with Past Opposition 
Practices (POP)?  
3. Is there concern regarding the Manipulability of Sources (MOSES)?  
4. What can be learned from the Evaluation of Evidence (EVE)? 

Figure 5.7 Checklist for Deception Detection37 

_____MOM (Motive, Opportunity and Means) 
 Motive (What are the deceiver’s goals?) 
 Channels (What means for deception are available?) 
 Risks (What are the risks of discovery of the deception?) 
 Costs (Can the deception be accomplished?) 
 Feedback (Can the deceiver monitor the deception’s effectiveness?) 

 _____POP (Past Opposition Practices) 
 Does the deceiver have a history of deception? 
 Does the deception fit past patterns? 
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Are there historical precedents? 
Are there changed circumstances that would explain the deception?   

_____MOSES (Manipulability of Sources) 
 Is the source reliable? 
 Does the source have access? 
 How good are the source’s bona fides? 
 Is the source vulnerable to control or manipulation by the adversary? 

_____EVE (Evaluation of Evidence) 
 How accurate is the source’s reporting? 
 Is the whole chain of evidence available? 
 Does critical evidence check out? 
 Does evidence from one source conflict with others? 
 Do other sources of information corroborate the evidence? 

Quality of information checks.38 Assessing the quality of information 
found is a key factor affecting the validity of any analysis. How much confidence 
an analyst places on their analytic judgments depends largely on the accuracy and 
quality of the information used in the study (Chapter 11). “Triangulation” of data 
sources, meaning using data from multiple sources to enhance the project’s 
credibility, should be a goal of every analytic project. At times; however, use of 
multiple sources for data collection to check and recheck information is not 
possible. In any case, having multiple sources of information on an issue is not a 
substitute for having good information that has been thoroughly assessed. 
Examining the quality of the information used throughout a project helps the 
analyst avoid anchoring their analytic judgments on weak information. 

Analysts must strive to understand the context and conditions under which 
critical information used in their research projects was collected and reported. 
Analysts should determine “what is known with some certainty” and “what is not 
known with some certainty,”  and continually assess motivations, ideologies, and 
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biases, plus check for inadvertent errors that may arise in the observation, 
interpretation, and reporting of the information.  

Analysts should assess and annotate the quality of all information used in a 
project. A good first step is to use the Figure 5.8 checklist for assessing 
information. Ideally, analysts would develop databases where notes and 
annotations regarding the information’s strengths and weaknesses can be 
entered for later searching and review by others. This may not always be possible, 
so analysts must assess the quality of all information (facts, data, evidence, etc.) 
that is used in their projects. To assess information, analysts should:  

1. Systematically review all sources for accuracy (see Figure 5.6). 
2. Identify information that appears the most critical or compelling. 
3. Check for sufficient and strong corroboration of critical reporting. Try to 

triangulate sources and look for multiple sources with the same or 
similar evidence. 

4. Consider whether ambiguous information has been interpreted and 
caveated properly. 

5. Indicate a level of confidence (high, medium, or low) that can be placed 
on sources used in the project.39 

Figure 5.8 is a template for recording information quality. Larger analytic 
efforts may uncover hundreds of items of information with facts, statements, 
propositions, and assumptions. It is not intended that all these items would be 
recorded in Figure 5.8. Instead, only record the most critical information to be 
further assessed and used to generate the analytic project findings. Figure 5.8 is 
intended to be used throughout the analytic project, adding new critical 
information as it is uncovered and assessed and deleting non-critical information 
as the analytic project progresses.  
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Figure 5.8 Template for Quality of Information Checks* 
 

Source 
 

Critical Information 
Corroboration 
of Information 

Confidence 
Level (H, M, L) 

Comments 

     
     
     
     
     

* Add additional rows as needed. 

Key Concepts 

All-Source Intelligence 
Analyst Collected Information 
Case Officers 
Circular Reporting (INTs) 
Clandestine HUMINT Collection 
Collection Disciplines 
Communication Intelligence 
(COMINT) 
Computer Network Attacks (CNA) 
Computer Network Exploitation 
(CNE) 
Content Analysis  
Context 
Covert Actions 
Cyber Intelligence 
Deception Detection 
Delphi Technique 
Disinformation 
Electronic Intelligence (ELINT) 
Electronic Support Measures (ESM) 

Emission Control (EMCON) 
Finished Intelligence 
Focus Groups 
Foreign Liaison 
Geospatial Intelligence (GEOINT) 
Human Intelligence (HUMINT) 
Imagery Intelligence (IMINT) 
Information 
Information Literacy 
Intelligence Collection 
Interrogations 
Interviews 
Measurement and Signature 
Intelligence (MASINT) 
Misinformation 
Open Source Intelligence (OSINT) 
Operational Analysis 
Overt HUMINT Collection 
Participant-Observation 
Portfolio 
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Raw Information 
Selection Bias 
Signals Intelligence (SIGINT) 
Signature Analysis 
Strategic Analysis 

Surveys 
Tactical Analysis 
Traffic Analysis 
Unobtrusive Measures 

Discussion Points 

1. Using the completed Figure 4.4 Getting Started Checklist for a professional or 
academic analysis project (from Chapter 4 Discussion Points), outline a collection 
plan for your specific research question(s). Are there more potential sources than 
expected? What is the time frame for this information-collection effort? 
2. Locate one source for your Question 1 professional or academic analysis 
project. Evaluate this one source using the Figure 5.6 Template for Analyzing 
Sources. What problems did you encounter in the evaluation? Would this be a 
good source for your analytic project?  
3. Would your Question 1 (above) professional or academic analysis project 
require use of the Figure 5.7 Checklist for Deception Detection? Why or why not? 
4. What advantages or disadvantages do you see with using the Figure 5.8 
Template for Quality of Information Checks? 
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Chapter 6 
Points of View and Assumptions 

Bottom Line Up Front 

Critical thinking requires an in-depth investigation of points of view and 
assumptions that influence decision making and behavior. Not taking time to 
address these two critical-thinking elements can severely degrade an analysis. 
Points of view (perceptions, world views) influence the assumptions and beliefs 
actors bring to a situation, which in turn influence the actors’ thought processes 
leading to decisions and behaviors. In identifying an actor’s points of view, the 
analyst draws heavily on the field of psychology. With points of view uncovered, a 
systematic process then is used to identify assumptions. Finally, actor beliefs—the 
underlying causal mechanisms supporting assumptions—must undergo a robust 
critical analysis.  
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Defining Points of View and Assumptions 

With the initial information searches and context development completed 
(Chapter 5), the analyst next must investigate the points of view and assumptions 
at work in their analytic project. When analyzing human decisions, human 
behaviors, or human conditions, the analyst must understand the adversaries’ 
(and their own) points of view and assumptions. These create focus or orientation 
that allow a person to develop a comprehensive perspective on an issue.1 
Assumptions emerge from an actor’s points of view and are something often 
taken for granted and are seldom revealed by those holding them. People use 
assumptions to interpret the world around them and condition their thinking and 
behavior.2 Thus, it is important for analysts to investigate points of view and 
assumptions in tandem before continuing in their analytic project.   
 Scholarly literature provides a number of definitions, characteristics, and 
effects of points of view and assumptions. This chapter explains some of their 
differences, presents the roles of points of view and assumptions in security 
analysis, and offers a systematic process for their evaluation. The process for 
assessing points of view starts with an understanding of the field of epistemology 
or the study of knowledge. As detailed in Chapter 3, a person’s knowledge base 
consists of information compiled since birth from sources of authority, faith, 
common sense, intuition, empiricism, rationalism, and science. This knowledge is 
imparted over time from family, friends, education, media, religion, culture, and 
the person’s own observations and experiences. Points of view result from 
combining this knowledge with logic and reasoning to develop perceptions, 
assumptions, and beliefs; that is, their understanding of how the world works. A 
points-of-view analysis allows the determination of how an adversary obtained 
and normally uses their knowledge on a particular topic. For example, an 
adversary using mainly intuition will have different points of view than those who 
rely primarily on science in their thinking. The development of points of view 
takes place in a person’s mental model, which is influenced by a number of 
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cognitive filters. These filters do not guarantee the validity of a person’s points of 
view because they often are subject to misinformation, heuristics (cognitive 
biases), informal logic fallacies, and other mental influences. Points of view may 
be evaluated as true or false, justified or unjustified, good or bad, or useful or 
useless. The first challenge is to identify the points of view and then assess how 
they may manifest in a person’s decision making or behavior. Once points of view 
are identified and assessed, they help reveal the assumptions and beliefs that 
influence the person’s decisions and/or behaviors in a particular situation. 
 Analyzing points of view and assumptions includes aspects of both agency 
and structure (Chapter 3). Agency analysis, often called leadership analysis in the 
security community, looks closely at the individual characteristics of agents or 
actors (leaders, decision makers) or small groups of agents or actors (such as a 
ruling oligarchy) to help explain and predict decisions and behaviors in a situation. 
For intelligence analysis, the agents may be the leaders of foreign states, terrorist 
groups, or organized crime syndicates, among others. For policy analysis, the 
agents analyzed may be leaders of foreign states or those within their own state, 
in addition to foreign or own-state organizations or bureaucracies who may or 
may not concur with policy analysis recommendations. Structural analysis 
uncovers the political, organizational, bureaucratic, resource, and other 
constraints placed on leaders in decision-making situations. In assessing structure, 
the analyst must consider the laws, regulations, and rules, bounding or restricting 
the adversary’s decision making. These structural components are found in 
constitutions and supporting laws and regulations, international treaties, 
conventions, agreements, organizational and bureaucratic regulations and rules, 
and societal rules, both formal and informal, that prescribe acceptable behavior.  

Scholars often find it challenging to combine aspects of agency and 
structure in the same analysis. U.S. foreign policy researcher Valerie Hudson 
offers that rule-based analyses have the potential to provide a flexible framework 
for integrating different theoretical approaches that employ both agency and 
structure.3 This includes building aggregate models for applying theories that 
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emphasize agency and structure at different levels of analysis—individuals, 
organizations, cities, states, and regions. This chapter combines a rule-based, 
structural theoretical approach with agency analysis techniques that apply across 
multiple levels of analysis. This approach starts with development of a structural 
model of political culture that is built within a rule-based framework (Appendix 
III). This is followed by a more robust points-of-view model that combines the 
structural model with an agency analysis framework. The chapter concludes with 
an assumption analysis process to identify and assess assumptions and beliefs.  

Points-of-View Analysis: Structure 

Appendix III provides a starting point for assessing the points of view of states, 
societal groups, and individuals, where decision making and behavior are 
structurally constrained by their political cultures. To do so, this appendix 
develops a theory of political culture as a key component of points-of-view 
structural analysis and it reveals both the rule-based structures and the empirical 
conditions that correlate with different political cultures found in world states. By 
delineating the structure within which decision makers operate, the theory helps 
explain and predict political and economic behaviors and societal conditions not 
only in states, but also in organizations and other societal groups. The general 
terms of society or societal groups encompass levels of analysis below the state to 
include towns, cities, counties, corporations, departments, organizations, 
bureaucracies, and others. The analysis of individual states or societal groups 
often is a main focus of security analysts whose portfolios include political-
military analysis or those assessing threat groups such as terrorists or organized 
crime syndicates.  

Appendix III develops three main types of political cultures: egalitarian, 
individualistic, and authoritarian. Egalitarian political cultures are the most 
modern, including states that are mature, strong democracies. States and societal 
groups with egalitarian political cultures strive for the “good of society.” 
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Individualistic political cultures are the next most modern, including states that 
are new, transitional, or weak democracies. States and societal groups with 
individualistic political cultures strive for the good of the “individual,” which is 
defined as specific individuals (government and corporate leaders) and special 
interest groups (large corporations, lobbying groups, etc.). Authoritarian political 
cultures are the least modern and include a variety of authoritarian states and 
societal groups (autocrats, dictators, oligarchs, etc.). States and societal groups 
with authoritarian political cultures strive for the good of the “leaders and elites.” 
Lastly, Appendix III details the characteristics of each of these political cultures.  

Keep in mind that political cultures both establish its members’ 
expectations and place constraints on its leaders. Whether analyzing one state or 
societal group or comparing two or more states or societal groups, it is important 
to assess their political cultures. The assessment aids in explaining the situation 
under analysis or assist in predicting future actions. It also is important for 
analysts to assess their own state or organization’s political culture, as this helps 
avoid the stereotyping bias where analysts assume that other states or societal 
groups will act in the same way as their own. States or societal groups with 
different political cultures likely will behave quite differently in similar situations. 
Additional information searching (Chapter 5) likely is required to fully understand 
the empirical conditions of the political culture in a particular state or societal 
group.  

Points-of-View Analysis: Agency 

Both agency and structure are important components in assessing points of view 
that influence decisions and behaviors. This section addresses agency factors 
specific to agents (actors) at the individual and group levels of analysis. This type 
of analysis is referred to as leadership analysis in the U.S. Intelligence Community 
(IC). Some IC agencies have offices dedicated to leadership analysis. These offices 
provide policy makers an understanding of the leaders and other officials, some of 
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which are adversaries, who they meet during the course of their world travels and 
meetings. This understanding allows policy makers to better assess the character 
of leaders and officials they meet and assess their points of view as an aid to 
diplomatic negotiations and security decisions. 
 To facilitate the following discussion on how agency and structural factors 
combine to both affect points of view, Figure 6.1 provides an abstract decision-
maker mental model. This model assists in determining how decision makers (or 
leaders) develop their lens on the world, which includes their points of view and 
assumptions. The mental model starts with the knowledge and information a 
leader possesses on the situation, including which epistemology the leader 
primarily uses to make decisions. The leader’s knowledge and new information 
then passes through a series of cognitive filters described in this chapter. The first 
filter in Figure 6.1 establishes the expectations and structural constraints placed 
on the leader by the political culture of states and societal groups (Appendix III). 
Other filters described include biographic, cognition and reasoning, physical and 
mental states, emotions and attitudes, situation and politics, leadership style and 
personality, and group influences. The filters at work in any decision process will 
vary by situation, but will largely include the filters described in this chapter. Each 
filter will not; however, have the same influence on the leader’s final lens on how 
the world works. Some filters may have a strong influence and others may have 
little to no influence, all depending on the situation at hand and the individual 
leader. 
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 Many of the filters discussed below come from the field of psychology, in 
particular the sub-field of cognitive psychology. Political psychologists, especially 
those specializing in foreign policy and security studies, make extensive use of 
cognitive psychology theories to help explain and predict security-related 
behaviors of foreign leaders.4 Law enforcement criminal psychologists (also 
known as profilers) use cognitive psychology to assess persons of interest and 
suspects during investigations. Assessing the mental model filters and their 
influences on decision making in a particular situation require in-depth 
information searches. Foreign leaders and persons of interest and criminal 
suspects in law enforcement investigations seldom will agree to in-person 
psychological interviews or batteries of psychological tests. The analyst; 
therefore, must develop the content of filters from statements, speeches, 
writings, and actions; or from observations from those with access to the person 
under study. Content analysis (Chapter 5) is a common method to assess peoples’ 
psychological traits. One problem with this method concerns counterfeit and 
hidden traditions; that is, when people say or write one thing for public 
consumption (their counterfeit tradition), and then act in a completely different 
manner (their hidden tradition) because of their hidden motives.5 It also is 
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common for senior leaders to have speechwriters and ghostwriters draft what 
they eventually say or write for public consumption, which can lead a content 
analysis to uncover the filters of the speechwriters or ghostwriters and not 
necessarily of the leader under study. In the end, it usually is better to focus on 
what leaders do and to be suspicious of what they say or write. 
 Psychobiography is the term used to signify investigations of the 
experiential, cognitive, and emotional factors that influence a leader’s points of 
view and affect their decision making and behaviors. Psychologists often generate 
psychobiographies of past (usually deceased) leaders or interesting people where 
there is significant literature or personal observations of the subjects. Security 
analysts, who are not usually psychologists, are challenged with generating 
psychobiographies on current leaders where the literature and personal 
observations of the subjects are limited. Strategic psychobiographies delve deep 
into the life histories of subjects and could take considerable time to complete. 
Operational and tactical psychobiographies address the decision making and 
behaviors of the subject in a current situation where there are likely time 
constraints. It is recommended that strategic psychobiographies be completed for 
key leaders in an analyst’s portfolio in advance of operational or tactical 
situations. The following discussion identifies the many factors (or filters) a 
security analyst may employ to populate the Figure 6.1 abstract mental model 
and create psychobiographies in support of points-of-view analyses.  

Biographic filters. U.S. intelligence agencies collect and compile biographic 
material on foreign political and military leaders. The most basic material 
compiled may include information on the leader’s childhood, family relationships, 
education, career experiences, successes, and failures. In foreign policy activities, 
the diplomatic training or regional and world experiences a leader possesses also 
are investigated.6 More in-depth information also may be compiled on other 
aspects of a leader’s background to include mentors, hobbies, recreational 
activities, favorite food and drinks, sexual proclivities, extramarital affairs, abuse 
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of power, and criminal activities. Law enforcement analysts use biographic 
analysis to assess suspects, including the leaders and their most influential 
lieutenants in criminal organizations. Much of the basic information on foreign 
leaders is available publically, while additional information can be provided by 
human intelligence (HUMINT) collectors trained in gathering biographical 
information through observations of and meetings with foreign political and 
military leaders and those with access to the leaders.  

In the 1970s, U.S. political psychologist Jerrold Post was one of the 
founders of the Central Intelligence Agency (CIA) Office of Leadership Analysis.7 
He offers a number of important factors to uncover when conducting biographic 
research. First, to uncover potential influences on the leader’s behaviors, he 
created a timeline of national and world events that occur during a leader’s life. 
Post then looked closely at the leader’s family saga, including birth order and 
relationships among siblings. He also sought to answer a number of other 
questions:  Did the family immigrate from another state or region? Is the family 
wealthy and how has the wealth varied over generations? Were family members 
war heroes? Did traumatic deaths occur in the family? Who were the leader’s 
early heroes? What were the leader’s early dreams and goals? What were the 
leader’s early successes and failures? These and other biographic data are 
instrumental in assessing leaders’ points of view. 

Cognition and reasoning filters. These filters go to the heart of how the 
leader processes information and reaches conclusions. The analyst must 
investigate whether the leader’s cognition displays the tendencies in Figure 2.1 
listing characteristics of good critical thinkers, or the Figure 2.2 tendencies of poor 
thinking. This includes determining the leader’s tendencies toward System 1 or 
System 2 thinking (Chapter 2 and Appendix II). Nobel Prize laureate and U.S. 
cognitive psychologist Daniel Kahneman argues System 1 thinking is influenced by 
one or more heuristics (or cognitive biases); see Appendix II for Kahneman’s list of 
the most prevalent heuristics.8  System 1 thinking is very intuitive (sometimes 
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called relying on “gut feelings”) and governs most everyday human behavior. 
System 1 thinking usually is adequate for most day-to-day decision making; but, 
when more complex situations arise, System 2 thinking is required. In the Cuban 
Missile Crisis (see Box 2.1), President Kennedy and his advisors shifted from a 
System 1 thinking approach on the first day of their crisis deliberations, to using a 
System 2 thinking approach in following days. This was while Russian Premier 
Khrushchev was primarily using System 1 thinking. Most of the situations security 
analysts investigate will call on leaders to use System 2 thinking; so, it is important 
to understand a leader’s abilities and tendencies to engage in this more robust 
type of thinking. 

Figure 2.3 lists the common heuristics found in security analysis. The most 
common societal-wide heuristic is confirmation (or affirmation) bias, where the 
person accepts only information that supports a preformed point of view and 
rejects contrary views or evidence. Cognitive dissonance is one explanation for 
why a person employs confirmation bias; it defines situations where conflicting 
information about a person’s existing points of view, past knowledge, or conflicts 
between their beliefs and actions, are present in a person’s mental model. Rather 
than work or think through the mental conflict, confirmation bias can lead people 
to reject new information to relieve mental and emotional distress.9 Analysts 
must evaluate if their subjects display the tendencies of confirmation bias, other 
common biases in Figure 2.3, or other heuristics from Kahneman’s more extensive 
list in Appendix II. 

Reasoning is defined as the capacity for humans to know, rationalize, and 
understand their world.10 Good reasoning entails the combining of information 
(data, evidence, etc.) and logic to reach a rational or otherwise valid conclusion. 
There are a number of conditions that can derail good reasoning and result in the 
poor-thinking tendencies, as shown in Figure 2.2. Scholarly experiments 
demonstrate that humans are bad at evaluating information.11 Humans also are 
bad at employing joint (conditional) probabilities in their reasoning (Chapter 7), 
often leading to a misunderstanding of risk in a situation.12 In some cases, a 
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leader may rely on misinformation or outright lies, including when the leader is 
the source of the misinformation or lies, because a person’s reasoning can create 
a view of reality that is untrue or invalid. For more details on leaders whose points 
of view are influenced by false realities, see the discussion of Critical Belief 
Analysis later in this chapter. 

Ideally, a leader’s thought processes and communications would use logical 
argumentation, which is discussed in Chapter 9. This requires that leaders reach 
their contentions (findings, key judgments, conclusions, and/or 
recommendations) by accurately combining valid information and logic, while also 
addressing any alternatives and objections to their contentions. Analysts must not 
only assess how the leader employs information and misinformation within their 
statements and arguments, but also should watch closely for the insertion of 
informal logic fallacies in their reasoning. Appendix I provides a summary of the 
most common informal logic fallacies. One widely used informal logic fallacy is the 
part-to-whole fallacy, which asserts that what is true of part of something also 
must be true of the whole thing. This is seen when the leader uses only a few 
pieces of situational information or misinformation to generalize to a much larger 
population. When leaders make statements such as “many people think,” “I have 
heard,” or “so and so told me,” it is usually an indicator that a part-to-whole 
fallacy is about to follow. The type of fallacy is behind the political discourse that 
claims “all Muslims are terrorists,” which is not true because only a few Muslims 
have been shown to be actual terrorists. The part-to-whole fallacy tends to ignore 
situational context and violates the rules of sampling theory (Chapter 3). 

Physical and mental state filters. Cognition operates within the context of 
a leader’s physical and mental states, which can severely affect mental acuity. 
Stress, use of both licit and illicit drugs, physical pain, fatigue, and age, all can 
affect a leader’s ability to think and reason clearly. Studies have shown leaders 
are often at their best when under moderate stress, but their mental acuity 
decreases during periods of low or high stress.13 High levels of stress, and any 
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associated lack of sleep, can lead to fatigue and confusion. There is limited 
information, but significant rumors, about some leaders using illicit drugs. It is 
more common; however, for them to abuse licit drugs such as alcohol, caffeine, 
nicotine, as well as over-the-counter and prescription medications. President 
Richard M. Nixon was known to abuse alcohol while also self-medicating with a 
prescription medication for seizures, in addition to taking other prescription 
medications to fight depression and mood swings. The result of this cocktail of 
alcohol and prescription medications could cause memory loss, irritability, and 
confusion; which would support a mental state of paranoia that Nixon displayed 
during the Watergate Crisis.14 Physical pain and treatment for the pain also can 
affect a leader’s mental acuity. President John F. Kennedy used steroids and high-
dose pain medication to help manage his back pain from a World War II combat 
injury.15 Even though Kennedy’s legacy is one of good decision making, the pain 
and treatments for his back pain no doubt affected his mental acuity. Finally, with 
age comes experience and knowledge, but leaders of advanced age also can 
suffer physical and mental afflictions common to the elderly.  

Both temporary and permanent mental illness also can affect a leader’s 
decision making. A 2008 U.S. Department of Defense study concluded that 
Russian leader Vladimir Putin suffered a form of high-functioning autism known 
as Asperger’s syndrome, which affected his decision making; of course, the 
Russians denied this diagnosis.16 Mental illnesses in leaders can be expected to 
match the types and frequencies found in the general population. Scholars have 
found certain mental illnesses, including narcissism and paranoia, are 
overrepresented in the population of world leaders.17 An unhealthy obsession 
with power and control is estimated to affect around 13 percent of world 
leaders.18 The stress of leadership may cause a leader’s tendencies toward mental 
illness to advance to a pathological state. Box 6.1 provides an example of mental 
illness that created a pathological state in Iraqi leader Saddam Hussein. 
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Box 6.1 Saddam Hussein: Narcissistic Pathology19 

From the 1980s to early-2000s, as Iraqi leader Saddam Hussein gained more 
and more power, his mental illness appeared to become pathological and 
seemed to affect his powers of judgment. His inability to admit ignorance 
restricted his ability to learn by absorbing new information. He could not accept 
dissent to his views or behaviors, leading to his receiving no dissonant 
information from his advisors. Saddam’s power fantasies, lack of impulse 
control, willingness to use force, absence of empathy, and lack of a conscience 
warped his decision making. What was good for Saddam became the defining 
national interest for Iraq. With his mental acuity diminished by his narcissistic 
mental state, Saddam misperceived the diplomatic signals sent by the United 
States prior to the U.S. 2003 invasion of Iraq, leading to the downfall of his 
regime. 

As seen in Box 6.1, narcissism in particular may foster an acute mental state 
in some leaders, because it can result in a leader who is willing to take any risk or 
pay any price to obtain and maintain a leadership role. When narcissism advances 
to a condition of malignant narcissism, it likely will have significant effects on a 
leader’s mental acuity. Psychologists view malignant narcissism as a combination 
of an antisocial personality disorder, narcissistic personality disorder, and 
tendencies toward sadism, aggression, and paranoia. Figure 6.2 provides a 
summary of traits found in those with malignant narcissism, a condition often 
found in leaders in authoritarian political cultures in addition to some democratic 
leaders. Many leaders, even in democratic societies, may exhibit one or more of 
the Figure 6.2 traits; but, when a number of these traits are present, a diagnosis 
of malignant narcissism likely is appropriate and can help explain a leader’s points 
of view and better allow prediction of future decisions and behaviors.  
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Figure 6.2 Malignant Narcissistic Traits20 

Sees the world in black and white or us versus them. 
Preoccupied with fantasies about success and power. 
Unable to accept or deal with criticism. 
Tends to lash out if feeling slighted. 
Takes advantage of others to get what they want. 
Overly concerned with their physical and reputational appearance. 
Expects special treatment. 
Lacks empathy for feelings or suffering of others. 
Possesses an inflated sense of self. 
Lacks impulse control. 

   Lacks interest in apologizing unless it benefits them. 
Feels they deserve the best of everything. 
Monopolizes conversations and lacks patience to listen to others. 
Mistreats those whom they perceive as inferior. 
Hides insecurities and possesses a weak sense of self. 
Fails to take responsibility and blames others for his/her own 
misbehavior. 

Emotion and attitude filters. System 1 thinking takes place subconsciously 
and often involves emotions and attitudes. Combining emotions with use of 
heuristics (or cognitive biases) and poor reasoning (such as informal logic 
fallacies) likely will result in degraded thinking. Emotions may be either positive or 
negative motivators of a leader’s actions; but, once emotions take hold of 
decision making—even when faced with conflicting information—the person may 
still act on those emotions. Box 6.2 describes a positive emotion-based action that 
took place in World War II.  
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Box 6.2 Emotion-Based Decisions: General Douglas MacArthur 

The December 1941 Japanese invasion of the Philippines caused U.S. General 
Douglas MacArthur to evacuate his family and staff to Australia where he made 
his now famous statement, “…I will return.” As commander of the allied 
Southwest Pacific Area, MacArthur worked closely with the U.S. Navy and 
Marine Corps forces commanded by U.S. Navy Admiral William “Bull” Halsey.”  
With Halsey’s forces, plus MacArthur’s Allied and U.S. Army forces, MacArthur 
directed the grueling 1941-1943 Solomon’s Island Campaign and combat 
operations across New Guinea to dislodge the Japanese occupiers. MacArthur 
then faced an emotion-based decision. 

After the Solomon’s Island Campaign, Commander of the Central Pacific Area 
Admiral Chester Nimitz wanted to continue the allied “island-hopping” 
campaign to conquer Japan first and leave dealing with the Philippines and its 
500,000 occupying Japanese troops for later. MacArthur insisted the Allied 
forces first take the Philippines as he had turned his often-repeated statement 
“…I will return” into a personal mantra. He frequently repeated that mantra to 
his staff, combat forces, and in public speeches and media interviews. He 
considered invasion of the Philippines a case of personal honor to follow-up on 
his promise to the Philippine people. Washington D.C. war leaders backed 
MacArthur, so Nimitz dutifully diverted his naval and marine forces to assist 
with the Allied invasion of the Philippines.  

This incident shows how emotions can drive important war decisions. In 
MacArthur’s point of view, the invasion of the Philippines was of the highest 
priority at this point in the war. In the end, the invasion was successful, and 
MacArthur’s emotions could be seen as a positive motivator (from the Allied 
view) toward victory. Emotions also can negatively affect a person’s tolerance 
for risk, as in this situation when MacArthur was willing to take the risk of facing 
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a large opposing Japanese force where many Allied soldiers and sailors likely 
would die. An unintended consequence of the Philippine’s invasion saw the U.S. 
Navy effectively destroy the Imperial Japanese Navy (IJN) in several sea battles 
around the Philippines. This facilitated successes in the later resumed “island-
hopping” campaign toward Japan where there was now a limited threat to U.S. 
invasion forces from the IJN. 

Emotions also can have significant effects on points of view by affecting 
attitudes. When a leader brings personal feelings of negativity to their official 
positions, it can lead to a dysfunctional orientation for the entire organization.21 A 
leader’s negativity often originates in childhood (see biographic filter above) and 
fosters unhelpful compulsions, addictions, and neuroses throughout their 
relationships with others. When negativity flows from the leader, it can 
contaminate the organization and create an atmosphere of cynicism and general 
malaise. Those with negative attitudes usually are motivated to help themselves 
or maintain the status-quo. Often, “negaholics” are not easily identified because 
they may appear as the perfect person with an extremely strong work ethic; but 
inside, they are driven and tormented.22 Negative emotions can foster grievances, 
hate, anger, and rage, among others, and can result in negative actions. Negative 
leaders likely will ignore risk factors as they may take actions based in revenge, 
vindictiveness, or spitefulness. Fear also is a strong, usually negative, motivator 
that can lead to a failure to act or to act impulsively. Both positive and negative 
emotions often influence a leader’s attitudes and may create more confidence 
than warranted in resultant actions. Attitudes lead to points of view generated by 
the memories, emotions, values, and beliefs a person brings to a situation. 
Different attitudes may govern different situations, and attitudes often add 
energy to the effects of other filters in the Figure 6.1 mental model.  

U.S. political scientist James David Barber studied U.S. presidents and 
developed a model of leader personalities, which works equally well for 
evaluating attitudes for any leader.23 His model contains two axes—active-passive 
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and positive-negative—resulting in four categories of leaders. The active-passive 
axis evaluates the leader’s motivation and energy levels and their sense of how 
personal effort can make a difference. The positive-negative axis evaluates the 
leader’s motivations for seeking office and overall outlook on life. Positive leaders 
tend to be optimistic, trusting, confident, and driven by a joy for their work. 
Negative leaders tend to be pessimistic, suspicious, needy, and feel obligated to 
conduct the work. The four categories of leaders that Barber developed are listed 
below in order of best to worst leaders: 

Active-positive leaders are not driven by twisted or dark motives and are 
willing to work hard to make improvements because they are flexible and 
will reverse course when things go wrong as they are not constrained by a 
rigid ideology. Their motivation surrounds a sense that they should seek 
policies that produce the results they desire. Barber considered these the 
best leaders, which included U.S. Presidents F.D. Roosevelt, Truman, and 
Kennedy. 

Passive-negative leaders take office out of a sense of obligation or duty, not 
for power and control. They may have a difficult time creating significant 
change due to their lower energy and activity levels. Barber considered 
these the second-best type of leaders, which included U.S. Presidents 
Coolidge and Eisenhower.  

Passive-positive leaders focus on issues of affiliation and acceptance. They 
are dependent on others for reassurance, support, and even direction. Due 
to the leader’s emotional neediness, others often are willing to take 
advantage of them because the leader will turn a blind eye to their own 
and others’ excesses. Barber considered these the second-worst type of 
leaders, which included U.S. Presidents Taft, Harding, and Reagan.  
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Active-negative leaders are compelled to office and power by deep-seated 
feelings of inadequacy as well as a fear of humiliation and ostracism. They 
often are rigid in thinking and actions, especially when threatened. They 
cannot relate to others because they lack empathy and personal warmth. 
These leaders often are feared but not loved, and they know it. They are 
willing to circumvent rules, laws, and conventions to increase their power. 
Barber considered these the worst leaders, which included U.S. Presidents 
Wilson, Hoover, Johnson, and Nixon. 

Situation and politics filters. Both the specifics of the situation at hand and 
politics may affect a leader’s points of view and related decision making. For day-
to-day, minor issues and situations, the leader may have little interest in the 
issue/situation and delegate the decision making to subordinates. In major 
strategic situations where time is not a factor, for example deciding major 
policies, the leader may take a greater interest. In the United States, the Figure 
4.1 U.S. National Security Council process is designed to bring the highest leaders 
into the decision making. In operational or tactical crisis situations that affect a 
state or society’s most vital interests, senior leaders and their closest advisors 
may be called on to make decisions under severe time constraints and with 
incomplete information, thus making the situation more ambiguous. Time-
constrained operational and crisis situations also may not allow time for the 
analytic and advisory support needed for good decision making. Leaders also may 
have little time for their own deliberations. In crisis situations, for example, it is 
likely the leader will rely more on their intuition and emotions in making 
decisions. In the Box 2.1 summary of the Cuban Missile Crisis, it is shown how the 
crisis unfolded over a 13-day timeframe in which President Kennedy first had to 
deal with incomplete information, but later gathered more information and 
brought additional advisors into the deliberations. 
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Politics drive modern societies and play a significant role in any leader’s 
decision making; this includes both domestic and international politics. The old 
adage that the “primary motivation of politicians is to gain and retain office 
(power)” is quite true and has major influence on a political leader’s decisions. 
U.S. political scientist Howard J. Wiarda developed a political process model to 
explain how leaders are influenced by domestic political actors as they make 
decisions.24 His model, similar to the Figure 6.1 decision-maker mental model, 
starts with the structure of a state or society’s political culture (Appendix III). In 
descending order of saliency, Wiarda then offers how a leader can be influenced 
by public opinion (more so just before elections), media, interest groups, political 
parties (both the leader’s and the opposition), think tanks, social relations (family 
and friends), legislators, government departments, and close advisors. These 
domestic actors often seek influence on both domestic and international issues. 
When working in the international arena, international political actors with 
significant influences come from non-governmental organizations (NGOs such as 
Amnesty International, etc.), international governmental organizations (IGOs such 
as the United Nations, European Union, NATO, etc.), and foreign state leaders. 
Often a U.S. leader will establish close personal relationships with some foreign 
state leaders, which also may affect their decision making. Security analysts must 
investigate the influences of each domestic and international actor to explain past 
behaviors, current points of view, and predict a leader’s decision making. In the 
Box 2.1 summary of the Cuban Missile Crisis, President Kennedy was being 
advised by several domestic actors and also took counsel or coordinated U.S. 
plans with key foreign leaders, including the United Nations, NATO, and the 
Organization of American States, before making his final decisions. 

Leadership style and personality filters. These filters also influence points 
of view and decision making. There are a number of definitions and theories of 
leadership. The definition used herein is “[l]eadership is a process whereby an 
individual influences a group of individuals to achieve a common goal—something 



196 
  

they [the group] would probably not do on their own.”25 A common 
measurement of leadership effectiveness offers that a successful leader is one 
who:  (1) leads a group to achieve (or nearly achieve) the common goal, and (2) 
the group is willing to work with the leader toward the same or similar goals in 
the future. A leader can employ a number of personal power bases to influence a 
group. Figure 6.3 depicts power bases, which a leader can use in varying degrees 
depending on the situation and group to be influenced.26 Reward power is the 
ability of the leader to reward group members for good efforts. Punishment or 
coercion power allows the leader to deal with group members who are not 
contributing to goal attainment. Authority or position power is the ability of 
leaders to rely on their superior rank in a situation to influence the group’s 
efforts. Expertise power is the amount of training, education, and experience the 
leader brings to a situation and that is recognized by the group. Referent power is 
the influence a leader derives from the group’s evaluation of the leader’s 
likeability and the leader being recognized as a good role model. Especially 
important in policy analysis, it is essential for analysts to assess a leader’s style to 
help explain and predict their points of view, decision making, and behaviors.  

 

 Good leaders do not have one leadership style. Situational leadership 
theory offers the leader must be flexible and match their leadership style to the 
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readiness of the group (subordinates or peers) being lead.27 This theory offers 
that the leader’s style; i.e., use of power bases, will vary depending on the 
situation and characteristics of the group being lead. For example, if the group is 
not competent (not trained or experienced) but motivated, the leader may use a 
style relying on a combination of his/her authority, expertise, and reward powers 
to increase competency and bolster the group’s motivations to achieve the 
common goal. If, on the other hand, the subordinates are competent but not 
motivated, the leader may rely on a style combining authority and punishment 
powers, while building referent power to better motivate the group toward the 
common goal. As both competency and motivation increase among group 
members, the leader should adjust the leadership style to apply greater levels of 
their expertise, reward, and referent powers, while reducing the use of authority 
and punishment powers (this level of power used is depicted in Figure 6.3). If a 
situation arises where the group being lead has the same or similar levels of 
authority power (i.e., a peer group of military officers), then the leader is 
challenged to employ both expertise and referent power to assist the group in 
achieving a common goal. Unfortunately, a majority of leaders are not flexible in 
their use of the power bases and will demonstrate tendencies of a single 
leadership style ranging from passive leaders (reward, referent power dominant) 
to authoritarian leaders (authority, punishment power dominant). It is important 
for analysts to identify both flexible (situational) and single-style leaders because 
leadership styles will provide insights to leaders’ points of view, decision making, 
and behaviors. 
 Tied closely to leadership style is a leader’s personality traits. The Figure 6.1 
mental model output of the leader’s lens on the world (points of view, 
perceptions, assumptions, beliefs) is influenced significantly by the leader’s 
personality filter. There are a number of definitions of personality, most of which 
agree that a leader possesses a number of traits. These traits include a leader’s 
distrust of others (internally and externally), their ability to conceptualize the 
complexity of the world and the current situation, the loyalty a leader shows to 
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social groups (state, organizations, political party, close advisors, family), 
emotional stability, ability to control impulses, and application of focus and 
energy for task completion.  

There are a number of models for assessing personality. One of the most 
widely used is the Myers and Briggs Type Indicators, which normally measure 
personality through a test of people under study.28 An estimate of a person’s 
Myers and Briggs personality type also may be made from direct observations and 
interactions with the person. For example, HUMINT collectors have been trained 
in how to recognize different personality types to facilitate their source 
recruitment and elicitation efforts. 
 The Myers and Briggs types offers that different personality types influence 
how a person perceives the world and how they make decisions. Assessing a 
person’s personality type helps determine their interests, reactions, values, and 
motives. The Myers and Briggs personality types are determined across 4 axes as 
explained below:29 

Favorite world: Does the person prefer to focus on the external world or 
their own internal world? This is typed as either Extraversion (E) or 
Introversion (I). 

Information: Does the person focus on basic information as presented or 
seeks additional information, which they prefer to interpret and add 
meaning? This is typed as either Sensing (S) or Intuition (N). 

Decisions: When making decisions, does the person prefer to first look at 
logic and consistency or instead first consider people and special 
circumstances? This is typed as either Thinking (T) or Feeling (F). 
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Structure: In dealing with the outside world, does the person prefer to 
make a quick decision or to stay open to new information and other 
alternatives? This is typed as either Judging (J) or Perceiving (P). 

 Myers and Briggs’s personality types are designated by using four letter 
codes, resulting in 16 different types. For example, an ENTJ type would have the 
personality traits of Extroversion, Intuition, Thinking, and Judging. Myers and 
Briggs offer ENJT types indicate people who are: 

“Frank, decisive, assume leadership readily. Quickly see illogical and 
inefficient procedures and policies, develop and implement comprehensive 
systems to solve organizational problems. Enjoy long-term planning and 
goal setting. Usually well informed, well read, enjoy expanding their 
knowledge and passing it on to others. Forceful in presenting their ideas.”30   

For more information on the Myers and Briggs Type Indicators, including on 
how to assist and evaluate personality types, analysts should see the web site at 
https://www.myersbriggs.org/.  

U.S. political psychologist Margaret Hermann provides another model for 
assessing leader personalities. Using a combination of word-count and thematic-
content analysis methodologies (Chapter 5), she assessed the personalities of 
over 200 world political leaders and heads of state using seven personality 
traits.31 She looked specifically for leaders’ traits related to: (1) beliefs in their 
ability to control events, (2) need for power and influence, (3) conceptual 
complexity, (4) self-confidence, (5) task orientation (problem focus or relationship 
focus), (6) distrust of others, and (7) nationalism (in-group bias). The content 
analysis resulted in development of three general characteristics of leader 
orientations toward: (1) constraints (challenge or respect), (2) information (open 

https://www.myersbriggs.org/
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or closed to new information), and (3) problem focus. These three characteristics 
led Hermann to define eight personality orientations:32 

Expansionistic: challenges constraints, closed to information, focuses on 
expanding their power and influence. 

Evangelistic: challenges constraints, closed to information, focuses on 
persuading others to accept their message and join their cause. 

Incremental: challenges constraints, open to information, focuses on 
maintaining their maneuverability and flexibility while avoiding obstacles 
that could limit both. 

Charismatic: challenges constraints, open to information, focuses on 
achieving their agenda by engaging others in the process and persuading 
them to act. 

Directive: respects constraints, closed to information, focuses on personally 
guiding policy along paths consistent with their own views while working 
within the norms and rules of their current position. 

Consultative: respects constraints, closed to information, focuses on 
monitoring a problem situation to see what influential constituents will 
support or at least not actively oppose. 

Reactive: respects constraints, open to information, focuses on assessing 
what is possible in the current situation given the nature of the problem 
and what important constituencies will allow. 
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Accommodative: respects constraints, open to information, focuses on 
reconciling differences and building consensus, empowering others, and 
sharing accountability in the process.  

 Whether employing Barber’s active-passive and positive-negative 
categories, Myers and Briggs’ Type Indicators, or Hermann’s personality 
orientations, or other models for assessing personalities, it is important to include 
personality in psychobiographies. These assessments play an important role in 
assessing a leader’s lens on the world and their points of view and assumptions. 

Group influence filters. Agency analysis includes assessing the influence 
groups impart on an individual, social group, or state’s points of view and decision 
making. This includes groups that advise a central decision maker or groups who 
vote to make decisions. Even the best leaders cannot make all decisions 
themselves, but require advisors who collect and analyze information, prepare 
alternatives, and recommend actions. States and societies with authoritarian 
political cultures—and some individualistic political cultures—often employ close 
advisors who support a single, central leader (or decision maker). These close 
advisors do not usually have agendas of their own; but instead, focus on assisting 
the leader in making decisions. Individuals that make up groups of close advisors 
usually are selected because of their close relationship with the leader or have 
similar points of view to the leader. This form of group decision making would 
occur if a U.S. president consulted only with members of their White House staff 
and did not consult representatives from other government departments or 
agencies. Analysts should learn about the group decision-making process that 
adversaries employ. Normally, a psychobiography would be required for each 
group member; however, this presents a challenge in collecting information, both 
in the large amount of information required to complete multiple 
psychobiographies and in gaining details about the group processes at play. This 
challenge is even greater when some of the most influential group members 
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maintain a low public profile—some to the point that their identities will be 
unknown. 

The inter-relational dynamics of small groups of close advisors or groups 
who vote on decisions can be both positive and negative. When the group follows 
a critical-thinking framework—meaning they embrace actions toward good 
information searches, generate lists of alternatives, and conduct good analysis 
resulting in useable recommendations—it imparts positive effects on decision 
making. Unfortunately, many small group deliberations are dysfunctional and lead 
to degraded results. This is mainly due to the conflicting personalities of group 
members, which can cause members to take on roles such as being advocates for 
a particular action, cue-takers supporting what other important members offer, or 
brokers who try to foster cooperation and consensus among group members.33 
Those who are silent in the deliberations effectively signal their approval of the 
final results. At times social cohesiveness of the group becomes the primary 
purpose of the group deliberations rather than effectively solving the problem at 
hand. Some group members (cue-takers) often will support the view of the group 
leader or most aggressive member(s), while others with different perspectives, 
alternatives, or recommendations simply remain silent to facilitate group 
cohesion. U.S. research psychologist Irving Janis designated these dysfunctional 
group dynamics as “groupthink.” When groupthink is present, the standards for 
analysis and final decisions are usually of lower quality; i.e., the optimum decision 
likely is missed. For example, on the first day of the Cuban Missile Crisis 
deliberations, President Kennedy gathered his ExCom made up of both close 
personal advisors and the heads of several cabinet departments and military 
services. Even with this mix of advisors, groupthink was evident in the first day of 
the committee’s deliberations because the “hawks” took control of the 
discussions and pushed to attack Cuba and destroy the Soviet missile sites, while 
other advisors in the room remained silent (see Box 2.1).  
 When heads of government departments, agencies, or other organizations 
are part of the group decision process, it creates an expanded set of group 
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dynamics. The U.S. National Security process (see Figure 4.1) is designed to 
coordinate the points of view of differing departments and agencies. Scholars use 
the government (bureaucratic) politics model to evaluate this structure of 
decision making. Different departments, agencies, and organizations come to the 
table with different missions, roles, practices, and perspectives. Leaders 
representing their home organizations engage in an interagency “political game” 
of bargaining and compromise, with each leader attempting to promote their 
organization’s interests. Each organization maneuvers to make their perspective 
the one accepted in the negotiations. Organizations also will compete in the 
interagency deliberations for additional resources and expanded missions. They 
will fight for primacy with larger organizations having the strongest jurisdictions in 
the issue area and attempt to take control of the deliberations. For example, on 
U.S. diplomatic issues, the U.S. State Department will expect to take the lead, but 
should be ready for other departments, especially the Department of Defense, to 
attempt to take control of deliberations. Overlapping jurisdictions often 
complicate the deliberations as several may see their organization as being the 
“lead agency” on the issue. In the United States, dozens of departments and 
agencies have jurisdiction in different aspects of the “War on Drugs,” making 
interagency agreement on related issues challenging. 
 Another set of group dynamics exists within individual organizations, which 
make many low-level decisions and execute both low- and high-level decisions. 
Scholars use the organizational behavior model to evaluate this structure of 
decision making by individual organizations. As mentioned above, individual 
organizations have their own missions, roles, practices, and perspectives. They 
are constantly seeking to expand their missions and roles and gain leverage for 
additional resources. Their perspectives usually differ from other organizations as 
they produce their own organizational cultures. Anyone who has worked in the 
U.S. joint military arena knows each military service has their own organizational 
culture. U.S. security analyst Carl Builder in The Masks of War analyzed the 
different cultures (styles) of the U.S. Navy, U.S. Air Force, and U.S. Army. He 
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defined the essence of each service as displayed in their strategies and behaviors. 
Builder found that the U.S. Navy’s culture is steeped in maritime tradition as they 
seek to emulate the overwhelming world naval power previously displayed by the 
British Navy in the 18th and 19th centuries. The U.S. Air Force’s culture worships at 
the altar of technology. The U.S. Army’s culture sees their service as the protector 
of the homeland. Builder offered that these organizational cultures still drive the 
decision making and behaviors of the three U.S. military services.34  

The organizational behavior model highlights how organizations are made 
up of resources (people, equipment, facilities, and funding), which they organize 
and manage through a set of standard operating procedures (SOPs). To evaluate 
an organization’s behavior (or perspectives), the SOPs must be identified, which 
sometimes are refined to make the organization more efficient. Making 
significant changes to SOPs, or creating new ones, usually is difficult. Situations of 
budgetary feast, prolonged budgetary famine, dramatic performance failures, and 
threats of organizational elimination, all tend to lead to major changes to SOPs 
and other organizational behavior changes. While SOPs define an organization’s 
range of actions, they also can be somewhat restrictive when new or unfamiliar 
actions are levied on an organization. For example, during the Cuban Missile 
Crisis, the U.S. Navy was tasked to lead an Allied maritime quarantine of Cuba. 
The Navy did not have an SOP for quarantine, but instead interpreted the orders 
as a blockade, for which they did have an SOP. The blockade SOP called for 
stationing ships closer to Cuba and fostering aggressive rules-of-engagement to 
make Soviet submarines surface and to fire on Soviet merchant ships that did not 
stop for inspection. This was not; however, what President Kennedy wanted. So, 
the U.S. Navy was directed to establish a new quarantine SOP, which they did 
reluctantly. This new quarantine SOP called for U.S. and Allied ships to intercept 
Soviet merchant ships at least 500 miles from Cuba, and measures were 
implemented to avoid violent confrontations with Soviet merchant ships or 
military vessels. This new SOP met Kennedy’s goal of avoiding conflict and 
providing plenty of decision time as Soviet merchant ships approached Cuba.   
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 When faced with a group decision process and its influence on leaders, the 
analyst first must determine the appropriate level of analysis. Is it primarily a 
small group of close advisors supporting a single leader? Is it a group voting on 
decisions? Is it a group of leaders of departments, agencies, or other 
organizations involved in a bureaucratic politics game? Or is the analytic focus on 
an individual organization driven by SOPs? Analysts investigating group decision 
dynamics should read deeply into the scholarly literature on the subject. In 
Foreign Policy Analysis, Hudson offers a more extensive discussion of group 
decision making.35 Janis’s Groupthink, and a large amount of follow-on literature, 
addresses the psychology of small group dynamics.36 In Essence of Decision, U.S. 
political scientists Graham Allison and Philip Zelikow provide details on the 
government (bureaucratic) politics and organizational behavior models.37  

Insights from agency analysis. To identify the points of view, perspectives, 
assumptions, and beliefs that affect a security analysis requires a thorough 
investigation of both the structural and agency factors at play. The information 
requirements to conduct such a robust investigation can make this sort of analysis 
overwhelming; however, thoroughly considering the structural and agency factors 
will make the final results of the analysis more accurate and useful. Figure 6.4 is a 
checklist to assist with developing a complete psychobiography of leaders under 
study. Analyst(s) should use this checklist, within the existing time constraints and 
data available, to organize and record the information found and to help assess 
the points of view in a situation. 

Scholarly research often focuses on only one or two of the Figure 6.4 
psychobiography factors. It has been shown; however, that considering more 
than one of these categories can generate expanded insights to help explain and 
predict leader decisions and behavior as manifested in their points of view and 
assumptions. CIA leadership analyst Jerrold Post created a psychobiography 
methodology he named anamnesis that combines biographic material, leadership 
style assessments, personality assessments, and substantive belief identification 
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(see next sections on assumptions and belief analysis).38 As one of the founders of 
the CIA’s Office of Leadership Analysis, Post and his staff provided U.S. national 
security leaders psychobiographies of world leaders for over two decades. This 
chapter advocates for a similar multi-factor approach. 

Figure 6.4 Points-of-View Analysis: A Psychobiography Checklist 

Sources of leader(s)’ knowledge______________________________________ 

Main epistemology(ies) leader(s) use(es) in decision making________________ 

Timeline of national and world events influencing leader(s)’ lives____________ 

Analysis of leader(s)’ decision-making abilities/tendencies: 

_____ Political Culture (Appendix III)     _____ Attitude Assessment 

_____ Biographic Material      _____ Situational Factors 

_____ Cognitive Assessment      _____ Political Factors 

_____ Reasoning Assessment      _____ Leadership Style Assessment 

_____ Physical State               _____ Personality Assessment 

_____ Mental State        _____ Group Influence Factors 

_____ Emotional Assessment 
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Assumption Analysis 

As described above, points-of-view analyses helps uncover assumptions and 
beliefs. Assumption analysis entails techniques to identify and analyze the key 
assumptions at work in an analytic issue. The traditional approach to assumption 
analysis was first introduced in Chapter 3 and considers assumptions as 
theoretical propositions (or statements) taken to be true even though there is no 
information to prove or disprove them. Introduced in Chapter 7, modeling and 
theory building usually employ a number of assumptions about how the world 
works. In analytic interpretation and inference described in Chapter 9, 
assumptions are used to fill information gaps. Ambiguous or deceptive 
information often also causes the analyst to use assumptions to reach their 
findings. Analysis and decision making in security analysis are often confronted 
with uncertainties in information and logic, which must be filled with 
assumptions. Analysts must be aware that misunderstanding assumptions can 
invalidate analytic findings. The challenge for analysts becomes one of uncovering 
inconsistencies in the existing information and logic that comprise the 
assumptions, while searching for biases in both the agents under study and the 
analysts’ own thinking. They look for indications their agents’ or their own 
assumptions are valid (good, true, or justified). This is the traditional security 
analysis approach to assumption analysis. Analysts should know that invalid 
assumptions may result in customers who experience situational surprise leading 
to their inadvertently or unnecessarily moving people or operational resources. 
 An emerging approach to assumptions analysis calls for a robust analysis of 
the origins and content of assumptions and corresponding beliefs. This approach, 
which builds from the traditional approach, offers points of view generate 
assumptions that are supported by underlying beliefs. The previously discussed 
points-of-view analysis also is the starting point for this approach. After the 
assumptions of both the actors and analyst(s) in the situation are identified, the 
assumptions are categorized according to the role they play in the person’s 
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thought process about a situation. The associated supporting beliefs for the 
assumptions then are identified and critically evaluated. Belief analysis considers 
the causal mechanisms underlying assumptions. It assesses whether specific 
beliefs provide the guidance the actor or analyst relies on the belief to provide, 
which then highlights differences between expectations and reality. In other 
words, beliefs lead to action, which then lead to outcomes (positive or negative). 
Belief analysis is not widely used in either academic or practitioner security 
analysis circles.  

Identifying assumptions. This section offers a three-part approach for 
overcoming the challenge of identifying assumptions in the traditional approach. 
Assumptions exist in all human thinking, but are not readily identified. They 
usually consist of a cluster (web) of complex, interlocking key assumptions and 
supporting assumptions. The procedure for identifying assumptions starts with 
either individual analysts or groups of analysts employing a Four Ways of Seeing + 
Analyst technique to identify the key assumptions related to an adversary’s 
points of view. Second, supporting assumptions are developed utilizing an 
informed-brainstorming technique (Chapter 8). Third, both key and supporting 
assumptions identified are categorized to gain additional insights. This 
categorization may generate additional assumptions.  Failing to identify key and 
supporting assumptions can lead to analytic failures. One significant failure 
occurred in the 2003 Iraq War. 

When the United States and United Kingdom invaded Iraq in 2003, they 
promised ordinary Iraqis that life would get better after Saddam 
Hussein. But as one U.S. commander… found: “The concept of ‘better’ 
proved to be a terrible cultural misperception [assumption] on our part 
because we, the liberators, equated better with not being ruled by a brutal 
dictator. In contrast, a better life for Iraqis implied consistent, reliable 
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electricity, food, medical care, jobs, and safety from criminals and political 
thugs.”39 

Four Ways of Seeing + Analyst. This analytic technique for identifying 
different views of an issue has been used in the security and critical-thinking 
communities for many years.40 It allows the analyst or groups of analysts to 
delineate differing points of view and key assumptions for one or more actors 
using a simple matrix analysis technique shown in Figure 6.5. The blocks for two 
actors list their views of both the issue at hand and the views of other actors. 
There is also a final block for the analyst(s) to list their views, or the views of their 
home state or organization, about the actors and issues at hand. It is important 
that the analyst(s) assess their own views to uncover their own biases that may 
impact their analysis. 

Figure 6.5 Four Ways of Seeing + Analyst 
Actor A: 
 

How does Actor A see the issue at hand? 

Actor B: 
 

How does Actor B see the issue at hand? 

How does Actor A see Actor B vis-à-vis the 
issue at hand? 

How does Actor B see Actor A vis-à-vis the 
issue at hand? 

How does/do the Analyst(s) see Actors A and B vis-à-vis the issue at hand? 

There seldom are just two actors involved in most issues. Figure 6.5 defines 
a dyadic (two-actor) scenario that is flexible and may be modified to include all 
actors involved in the issue. In a situation with only one outside actor (A), the 
second actor (B) could capture the views of the analyst(s) or their home state or 
organization. If there are more than two outside actors, then the figure would be 
expanded to Nine Ways of Seeing (3 outside actors), Sixteen Ways of Seeing (4 
outside actors), or more. When there are more than two outside actors, a better 
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analytic process would be to conduct a pairwise comparison (Chapter 9), where 
the Figure 6.5 dyadic model would be used to analyze each actor individually 
against each other actor. It can get complicated with more than two actors. 
Remember that the goal of the Four Ways of Seeing + Analyst analytic technique 
is to identify the “big picture” key assumptions (points of view and perspectives) 
of the actors and analysts involved in the research. From this, the analyst may 
proceed to identify additional key and supporting assumptions. 

Identifying additional assumptions. While a single analyst may complete 
Figure 6.5, it is better to have groups of analysts work together because it is 
useful to bring more than one perspective to the table. Other analysts outside the 
core group also should be included in order to insert differing perspectives into 
the analytic process. These analysts ideally should differ in educational 
backgrounds, cultures, technical knowledge, or mindsets from the core group; 
but, it is wise to ensure the other analysts have applicable knowledge of the 
subject. The analyst(s) normally engage in a process best described as informed 
brainstorming.41, 42 Chapter 8 provides details of additional techniques for 
informed brainstorming that may be used in identifying assumptions.  

To proceed with their work, the analyst(s) should use the information 
collected on the situation (Chapter 5), results of the points of view analysis (this 
chapter), and any additional information provided by the core analytic team. As 
they complete the Four Ways of Seeing + Analyst and informed brainstorming, the 
team should consider:   

• Why am I/are we confident the assumption is correctly identified?
• In what circumstances might key assumptions be overlooked?
• Could the assumption have applied in the past but is no longer

applicable today?
• If the assumption turns out not to be applicable today, how much

impact would including it have on the analysis?43
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Categorizing assumptions. As the analysis of assumptions continues, the 
next step is to categorize the main sources of each, which is important because it 
provides insights the analyst can use in the belief analysis discussed below. U.S. 
critical theorist Stephen Brookfield offers three categories of assumptions—
paradigmatic, prescriptive, and causal.44 These categories also may be used to 
classify key and supporting assumptions.  

Brookfield highlights how assumptions operate as instinctive guides to 
behavior, which is something people seldom consider because assumptions reside 
deep within a person’s mental model. Assumptions influence how people think 
about the situation at hand. Brookfield offers they are difficult to evaluate as right 
or wrong, or valid or invalid, but should be considered as to whether they are 
more or less contextually appropriate for the situations they govern. Brookfield 
also boasts that identifying and categorizing assumptions is all that is needed in a 
critical-thinking analysis, although this book does not make that same leap of 
faith. He developed the following categories of assumptions: 

Paradigmatic assumptions concern the deeply held assumptions that 
frame how a person views how the world works; in other words, the person’s 
“dominant personal ideology.”  Paradigmatic assumptions go to the heart of a 
person’s points of view or personal belief system and include political, economic, 
religious, cultural, and social aspects of how the person views the way the world 
works. These assumptions usually spring from dominant ideologies (Appendix III). 
For example, the dominant ideologies of democracy and free-market capitalism 
are so pervasive in Western societies, their core assumptions often are never 
questioned in analyses. These core assumptions normally are accepted as the 
common-sense way of organizing and operating in the world. Paradigmatic 
assumptions often are hard to uncover, especially by analysts whose thinking is 
influenced by the same paradigmatic assumptions. 
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Prescriptive assumptions concern those that define the desirable ways a 
person thinks or acts. They are mainly normative because they define what 
“ought” or “should” be the desirable ways of thinking or acting and how the 
world “ought to” or “should” work. Prescriptive assumptions tend to flow from a 
person’s paradigmatic assumptions of how the world works. For example, 
prescriptive assumptions might define how a democracy should function or how 
resources ought to be allocated in a capitalist society. In addition to flowing from 
a person’s paradigmatic assumptions, prescriptive assumptions result from the 
structure of laws, regulations, policies, and rules telling people how they should 
act. There are many social rules (both formal and informal) that influence thinking 
and behavior and can be categorized as prescriptive assumptions.  

Causal assumptions concern theoretical and evidence-based assumptions 
and beliefs about how different parts of the world work. Causal assumptions are 
generally statements or hypotheses about how one or more variables cause 
changes in another variable (Chapter 3). In social science, the basic form of causal 
assumptions entails propositions or hypotheses stating how human thinking, 
decisions, behaviors, or conditions in factor X, results in or cause a change in the 
human thinking, decisions, behaviors, or conditions in factor Y (i.e., the issue 
under study). In the physical sciences, causal conditions are much easier to assess 
as they have been established through repeated observation and analysis. In the 
social sciences, causal conditions are much more elusive because of the 
complexity of human behavior and the lack of research in many aspects of that 
behavior. Causal assumptions related to social science often are deemed suspect 
because of the small sample size of cases governing the proposed causal linkages. 
Just because one person or a small group of people think or behave in a certain 
way, does not mean their thinking or behavior can be generalized to the thinking 
or behavior of a larger group of people (part-to-whole logic fallacy). Further, just 
because someone behaves in a certain way in one situation, does not mean they 
will behave the same way in future situations (weak analogy logic fallacy). Causal 
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assumptions also may offer statements of information (data, facts, evidence). 
Unfortunately, it is common to find causal assumptions offered in statements or 
arguments with no corresponding basis in correct information or logic. This 
highlights the importance of consistently checking the accuracy and validity of 
information and logic presented as causal assumptions.  

Note: Some references categorize assumptions as either value assumptions or 
descriptive assumptions. Value assumptions are a combination of paradigmatic 
and prescriptive assumptions. Descriptive assumptions are causal in nature. 

Most situations are governed by a mix of the three assumption 
categories—paradigmatic, prescriptive, and causal. Normally, approximately 80% 
of assumptions in a situation are causal in nature.45 Analysts may need to look 
deeper to uncover paradigmatic and prescriptive assumptions. This effort may 
cause additional revisions to the list of assumptions generated in the Four Ways 
of Seeing + Analyst and informed-brainstorming analyses.  

Belief Analysis: An Introduction 

Belief analysis provides a deeper investigation of assumptions and can reveal 
causal mechanisms that influence an agent’s decisions and behaviors. Webster’s 
New Collegiate Dictionary defines belief as “… a state or habit of the mind in 
which trust or confidence is placed in some person or thing … a tenet or body of 
tenets held by a group.”46 Beliefs are shaped by an agent’s knowledge base and 
information, points of view, and assumptions (see Figure 6.1). Investigating 
agents’ beliefs can help security analysts understand adversaries’ goals and 
motives, anticipate their strategies, and predict their responses to challenges 
and threats.  

Techniques for assessing the role of beliefs in threat-based and overall 
decision-making situations are poorly developed. Social science has studied 
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“belief systems” and “belief networks;” i.e., interrelated beliefs and their 
ideological foundations.47 Foreign policy and related psychology literature 
conceptualize beliefs as “attributions” that influence the factors agents view as 
causal.48 This literature fails to provide techniques to help analysts comprehend 
the structure of beliefs, grasp how beliefs affect agents’ understanding of 
threats, and predict agents’ responses to threats.  
 U.S. clinical psychologist Barnet Feingold has designed techniques that 
focus on these hitherto overlooked issues in belief analysis. Feingold’s 
conception, which he calls Critical Belief Analysis, claims to help analysts refine 
and deepen their understanding of how beliefs affect decisions and behaviors.49 
This section provides a brief introduction to Critical Belief Analysis. An in-depth 
coverage of Critical Belief Analysis is beyond the scope of this book. Readers 
desiring additional information on Critical Belief Analysis should consult Feingold’s 
website at http://barneysplace.net/site/.  

Security analysts can use Critical Belief Analysis to deepen their 
understanding of an agent’s beliefs, helping them more accurately accomplish the 
following: 

• Explain and predict the agent’s decisions, behaviors, and policies. 
• Estimate the probability that those decisions, behaviors, and policies will 

have the intended outcomes.  
• Anticipate the agent’s reactions to failures of belief-inspired decisions, 

behaviors, and policies. 

 Security analysts also can use Critical Belief Analysis for self-examination. 
Critical Belief Analysis can sensitize security analysts to factors—such as their 
points of view, attitudes, and assumptions—that might bias their analyses. Doing 
so, helps analysts have confidence in their findings. 

http://barneysplace.net/site/
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Critical belief analysis core concepts. Critical Belief Analysis focuses on the 
degree to which beliefs provide the guidance agents expect. As such, it 
encourages attention to: (1) the guidance agents assume that their beliefs 
provide, (2) the guidance those beliefs actually provide, and (3) the differences 
between agents’ expectations and reality. Agents will likely have no 
understanding of Critical Belief Analysis; therefore, when the analyst is addressing 
what the agent might assume, they must put themselves in the shoes of the agent 
and think similar to the agent. Information searches (Chapter 5) and points-of-
view and assumption analyses (this chapter) are critical to the analyst’s ability to 
understand the agent’s thought processes.  

Critical Belief Analysis encourages systematic attention to three commonly 
overlooked structural characteristics of beliefs that powerfully affect their utility: 
(1) the fundamental needs they allegedly satisfy, (2) the precision of their 
predictions, and (3) their viewpoints; that is, the nature of the issues they address 
and their relationships to other beliefs. In the absence of attention to these 
structural characteristics, agents are likely to view bias-distorted, inaccurate 
beliefs as factual. They are likely to overestimate the value of the guidance their 
beliefs provide and to deny the roles of their beliefs in fiascoes.  
 Figure 6.6, The Periodic Table of the Beliefs, summarizes the structural 
characteristics in Critical Belief Analysis. This table assists the reader in 
understanding the following discussion of the basics of Critical Belief Analysis. This 
table was designed to help analysts visualize the nature and limitations of the 
guidance beliefs provide, the relationships between beliefs, and the implications 
of disparities between agents’ and objective observers’ views of those beliefs. 
Analysts are encouraged to refer often to The Periodic Table of the Beliefs while 
conducting a Critical Belief Analysis.  
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BELIEFS THAT PROMISE TO SATISFY THE AGENT’S NEED TO KNOW,
MASTER, AND LOVE (INFORMATIVE BELIEFS) 

WHEN EVALUATING THESE BELIEFS, ASK: DO THESE BELIEFS HELP THE AGENT KNOW, MASTER, AND LOVE? IF 
NOT, DO THESE BELIEFS TRANSFORM THE AGENT INTO SOMEONE WHO’S BETTER ABLE TO DO SO?  

BELIEFS THAT PROMISE TO SATISFY  THE AGENT’S NEED TO BELIEVE THEY ARE 
WISE, POWERFUL, AND LOVING (REASSURING BELIEFS) 

WHEN EVALUATING THESE BELIEFS, ASK: DO THESE BELIEFS REASSURE THE AGENT? DOES THE AGENT USE 
THESE BELIEFS WISELY, WITH AWARENESS OF THEIR POTENTIAL TO MISLEAD AND ADDICT? 

VIEWPOINT: THE VALIDITY AND PRECISION OF HIGHER 

VIEWPOINT BELIEFS ARE LIMITED BY THE VALIDITY AND 
PRECISION OF RELEVANT LOWER VIEWPOINT BELIEFS. RULES 
OF LOGIC AND EVIDENCE RENDER HIGHER VIEWPOINT BELIEFS 
LESS LIKELY TO SATISFY THE AGENT’S NEED TO KNOW, 
MASTER, AND LOVE. UNDER THE NAME OF EACH VIEWPOINT 

ARE QUESTIONS BELIEFS IN THAT VIEWPOINT ANSWER. 

DEGREE OF AMBIGUITY
CAPACITY TO SATISFY THE NEED TO GRAPPLE 
WITH REALITY DECREASES WITH INCREASING 

AMBIGUITY  
PERMISSIBLE BIAS DECREASES WITH PRECISION 

DEGREE OF AMBIGUITY
CAPACITY TO SATISFY THE NEED FOR 

REASSURANCE INCREASES WITH INCREASING 
AMBIGUITY 

PERMISSIBLE BIAS INCREASES WITH PRECISION

VIEWPOINT: AGENTS MODIFY LOWER AND/OR 

HIGHER VIEWPOINT BELIEFS TO SUPPORT BELIEFS THEY 
FIND REASSURING. UNDER THE NAME OF EACH VIEWPOINT 
ARE QUESTIONS THAT BELIEFS IN THAT VIEWPOINT APPEAR 
TO ANSWER. NOTE, HOWEVER, THAT ALL REASSURING 
BELIEFS, REGARDLESS OF APPARENT VIEWPOINT, 
FUNCTION AS EXISTENTIAL VIEWPOINT BELIEFS.  PRECISE 

BELIEFS  
IMPRECISE 

BELIEFS  
RULES OF 
THUMB 

CATALYTIC 
NARRATIVES 

CATALYTIC 
NARRATIVES 

RULES OF 
THUMB 

IMPRECISE 
BELIEFS  

PRECISE 
BELIEFS  

QUEST-AND-COMMITMENT 
WHAT IS THE AGENT CALLED UPON TO DO TO ACHIEVE THE 
ENVISIONED IMPROVEMENT OR PERFECTION? 

In, QC, 
P  

In, QC, I  In, QC, 
RoT  

In, QC, CN  Reas, QC, 
CN 

Reas, 
QC, 
RoT  

Reas, QC, 
I 

Reas, 
QC, P  

QUEST-AND-COMMITMENT 
WHAT GOALS WOULD MAKE THE AGENT FEEL GOOD 

ABOUT THEMSELVES?  WHAT GOALS WOULD JUSTIFY 
ANYTHING THE AGENT MIGHT WISH TO DO OR BE? 

VISIONARY
WHAT WOULD IMPROVEMENT OR PERFECTION LOOK LIKE?  

In, Vi ,P  In, Vi, I  In, Vi, 
RoT  

In, Vi, CN  Reas, Vi, CN Reas, 
Vi, RoT 

Reas, Vi, I Reas, 
Vi, P 

VISIONARY
WHAT VISION OF PERFECTION WOULD MAKE THE AGENT 

FEEL GOOD ABOUT THEMSELVES?  WHAT VISION OF 
PERFECTION WOULD JUSTIFY COMPLETE COMMITMENT 

AND COMPLETE FREEDOM TO ACT? 

ETHICAL
IS “WHAT IS” GOOD? 

In, Eth, 
P 

In, Eth, I In, Eth, 
RoT 

In, Eth, CN  Reas, Eth, 
CN 

Reas, 
Eth, 
RoT 

Reas, 
Eth, I 

Reas, 
Eth, P 

ETHICAL
WHAT MORAL JUDGMENTS WOULD MAKE THE AGENT 

FEEL GOOD ABOUT THEMSELVES? WHAT MORAL 
JUDGMENTS WOULD MOST POWERFULLY ENDORSE THE 
AGENT’S DESIRE TO SEE, DO, AND BE WHATEVER THEY 

WISH? WHAT MORAL JUDGMENTS SUPPORT REASSURING 
VISIONS OF PERFECTION? 

REALIST
WHAT IS? 

In, 
Real, P  

In, Real, I In, 
Real, 
RoT 

In, Real, CN  Reas, Real, 
CN 

Reas, 
Real, 
RoT  

Reas, 
Real, I 

Reas, 
Real, P 

REALIST
WHAT BELIEFS REGARDING “FACTS” WOULD MAKE THE 

AGENT FEEL GOOD ABOUT THEMSELVES? WHAT BELIEFS 
REGARDING “FACTS” WOULD SUPPORT MORAL 

JUDGMENTS AND OTHER BELIEFS BEING REASSURING? 

EXISTENTIAL 
WHAT KIND OF PERSON DOES THE AGENT STRIVE TO BE? 
ANSWER: SOMEONE WHO FUNCTIONS EFFECTIVELY IN THE 
VIEWPOINTS ABOVE (I.E., SOMEONE WHO’S AUTHENTIC, 
CREATES AND SUSTAINS NOETIC RELATIONSHIPS,  AND 
FACILITATES OPEN COMMUNICATION) 

In, Ex Reas, Ex EXISTENTIAL
WHAT KIND OF PERSON DOES THE AGENT STRIVE TO BE? 

ANSWER: SOMEONE WHO CAN EFFECTIVELY REASSURE 
THEMSELVES (I.E., SOMEONE WHO CAN DISTORT DATA, 
EVIDENCE, AND REASON;  AND WHOSE RELATIONSHIPS 

AND COMMUNICATIONS SERVE THE NEEDS OF 
REASSURING SELF-DECEPTION AND SELF-JUSTIFICATION)  

FIGURE 6.6 THE PERIODIC TABLE OF THE BELIEFS CC-BY-NC-SA 4.0 2022 BY BARNET D. FEINGOLD, PH.D. 
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Fundamental needs. Critical Belief Analysis maintains that agents look to 
beliefs to meet one or both of two fundamental needs. The first is the need for 
information to help them survive and prosper; information about how things are, 
what is likely to happen, and how to get things done. Beliefs that agents treat in 
ways that support satisfaction of these needs are called informative beliefs. The 
second is the need to feel comfortable and confident. Such feelings are the result 
of seeing oneself as wise, powerful, loving, connected, and valued, and seeing the 
world as safe and one’s position in it as secure. Such beliefs help agents cope with 
realities that might otherwise be overwhelming. Critical Belief Analysis refers to 
these as reassuring beliefs.  
 Agents reveal the fundamental need they assume their beliefs satisfy 
through their actions (statements, writings, behavior, etc.). If agents rely on their 
beliefs for guidance concerning consequential matters, they probably assume 
their beliefs to be informative. On the other hand, they may admit that they 
believe as they do even though the guidance of their beliefs is misleading or 
useless. In that case, they assume their beliefs to be reassuring. Of course, such 
self-awareness and integrity are rare. Agents are biased toward viewing their 
beliefs as informative; even those that—to objective observers—are 
transparently worthless or false. Reassuring beliefs can foster self-deception. 
Those beliefs that agents treat as reassuring offer vague, inaccurate, and 
generally questionable guidance. In addition, reassuring beliefs encourage agents 
to protect their beliefs with all available defenses, however invalid.  
 Determining whether a belief is informative or reassuring requires inquiry 
into the agent’s relationship with that belief. The belief is likely informative if that 
relationship embodies objectivity, open-mindedness, detachment, and the 
struggle against bias. The belief is likely reassuring if that relationship is 
characterized by attachment, bias, defensiveness, closed-mindedness, or rampant 
subjectivity. On occasion, it may be evident that agents relate to beliefs in ways 
that render them informative at some times and reassuring at others. Such 
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ostensibly unitary beliefs should be analyzed as two distinct beliefs: one 
informative and one reassuring.     

The precision/ambiguity of beliefs. The second characteristic of beliefs to 
which Critical Belief Analysis encourages attention is their precision/ambiguity. 
Critical Belief Analysis uses precision and ambiguity, like loudness and softness, to 
refer to different ways of describing the same phenomenon. A belief’s precision is 
the narrowness of its range of belief-consistent observations. The more precise a 
belief, the narrower the range of observations that support it and the broader the 
range of observations that challenge it. A belief’s ambiguity, on the other hand, is 
the breadth of that range. The more ambiguous a belief, the broader the range of 
observations that support it and the narrower the range of observations that 
challenge it.  
 The precision/ambiguity of a belief determines the utility of its guidance. 
The more precise a belief, the more valuable its counsel. The more ambiguous a 
belief, the less valuable its counsel. Critical Belief Analysis divides beliefs into four 
classes, listed in decreasing order of precision/ambiguity: precise beliefs, 
imprecise beliefs, rules of thumb, and catalytic narratives.  
 Precise beliefs provide rigorous predictions. When those predictions depict 
reality accurately, their guidance can be indispensable. Precise beliefs are 
common in the physical sciences, where variables can be measured and 
controlled with exactitude, and explanations for predictive failures are subject to 
test. Few of the actual phenomena that security analysts deal with can be 
described with such accuracy or precision. 

Unlike precise beliefs that make specific predictions, imprecise beliefs 
make only directional predictions. That is, imprecise beliefs predict that more or 
less of a particular attribute will be associated with more or less of another 
attribute. Imprecise beliefs are the currency of the social sciences. Many of the 
beliefs that security analysts encounter fall into this category.  
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Critical Belief Analysis classifies common sense, broad-ranging, rough-and-
ready platitudes as rules of thumb. Some typical rules of thumb are, “Two heads 
are better than one” and “Look before you leap.” Rules of thumb can be found 
throughout security analysis. Some of security analysis’ most-used rules of thumb 
were penned by 16th-century Italian political advisor Niccolò Machiavelli. Among 
Machiavelli’s better-known rules of thumb are: “The first method for estimating 
the intelligence of a ruler is to look at the men he has around him,” and “It is 
better to act and repent than not to act and regret.”50 

Critical Belief Analysis refers to beliefs that offer the most imprecise 
guidance as catalytic narratives, which are communications that inspire views of 
one or more phenomena. They may take the form of stories, images, words, 
phrases, or allegedly accurate depictions of reality (e.g., those offered by 
documentaries and biographies). Catalytic narratives are open to widely varying 
interpretations. No catalytic narrative makes falsifiable predictions about the 
phenomena it describes or relationships between them. In short, catalytic 
narratives do not convey meaningful information about how things are or how to 
get things done. Instead, they shape an agent’s vision and judgment in ways that 
lead agents to experience their claims as unquestionable truths. Whatever their 
outward form, catalytic narratives have one thing in common: agents under the 
influence of such beliefs have no answer to the question: “How would you know if 
you were wrong?” Ironically, while catalytic narratives add nothing to an agent’s 
understanding of reality, they encourage agents to view themselves as right and 
righteous. Some catalytic narratives are informative (i.e., motivated by the desire 
to experience, know, master, and love). All reassuring beliefs; however, function 
as catalytic narratives.    

Viewpoints of beliefs. The third characteristic of a belief to which Critical 
Belief Analysis directs analysts’ attention is its viewpoint. A belief’s viewpoint is 
determined by the issue the belief addresses.51 Critical Belief Analysis identifies 
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five hierarchically related viewpoints, from lowest to highest:  Existential, Realist, 
Ethical, Visionary, and Quest and Commitment.  

Existential Viewpoint beliefs express the agent’s most fundamental 
assumptions, values, and commitments. Beliefs proper to the Existential 
Viewpoint determine how agents choose, interpret, discuss, evaluate, and utilize 
beliefs and belief-relevant information. As such, Existential Viewpoint beliefs 
shape the agent’s functioning in all four higher viewpoints. 

All Existential Viewpoint beliefs answer the question, “What sort of person 
should I strive to be?” That question’s answer; however, differs with the 
fundamental need for accurate information or reassurance that people seek to 
satisfy. When people seek accurate information, their Existential Viewpoint 
beliefs should encourage them to be genuine, create and sustain noetic (mindful) 
relationships, and encourage open communication. When people seek 
reassurance they often distort data, evidence, and reason; while their 
relationships and communications serve their needs of reassuring themselves 
through self-deception and self-justification. All Existential Viewpoint beliefs 
function as catalytic narratives. 

The Realist Viewpoint is home to beliefs about objective reality; that is, 
phenomena that (unlike ethical or aesthetic judgments) are observable directly or 
otherwise factual. The Realist Viewpoint is the home of data, not interpretations 
of those data or responses to them.  

All Realist Viewpoint beliefs articulate agents’ answers to fundamental 
questions about the nature of reality. Informative and reassuring Realist 
Viewpoint beliefs; however, approach answering such apparently straightforward 
questions differently. Motivated by the need for authentic understanding and 
actionable intelligence, informative Realist Viewpoint beliefs express the results 
of sincere, disciplined attempts to find straightforward answers to the question, 
“What is?” Reassuring Realist Viewpoint beliefs differ from informative Realist 
Viewpoint beliefs in two ways. First, they are likely to have been shaped by 
reassuring Existential Viewpoint assumptions, values, and commitments. Second, 
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they are the products of attempts to find convincing and subjectively satisfying 
answers to such questions as, “What ‘facts’ would make me feel good about 
myself?” and “What ‘facts’ would support beliefs I find reassuring?”  

The Ethical Viewpoint is home to beliefs about the goodness of the realities 
that Realist Viewpoint beliefs describe. All Ethical Viewpoint beliefs express 
agents’ thoughts and feelings about the value, rightness, or morality of “what is.” 
Once again; however, informative and reassuring Ethical Viewpoint beliefs 
approach this viewpoint differently. Motivated by the desire to evaluate reality in 
ways that are sensitive, thoughtful, just, compassionate, self-aware, and firmly 
reality-based, informative Ethical Viewpoint beliefs encapsulate answers to the 
question, “Is ‘what is’ good?” By contrast, reassuring Ethical Viewpoint beliefs are 
likely to encapsulate responses to spurious reassuring Realist Viewpoint 
perceptions and judgments. And, rather than answering the straightforward 
question, “Is ‘what is’ good?” they inevitably answer questions like, “What moral 
judgments would make me feel good about myself?” “What moral judgments 
support my reassuring visions of improvement and perfection?” or “What moral 
judgments would most powerfully endorse my desire to see, do, and be whatever 
I wish?”   

The Visionary Viewpoint is home to beliefs about how the world might be 
better. Informative Visionary Viewpoint beliefs provide straightforward answers 
to the question, “Given my beliefs about the goodness of reality, which are 
shaped by my sincere attempt to be objective, what might improvement or 
perfection look like?” Reassuring Visionary Viewpoint beliefs differ from 
informative Visionary Viewpoint beliefs in two ways. First, reassuring Visionary 
Viewpoint beliefs are likely to embody responses to fanciful reassuring Ethical 
Viewpoint beliefs. Second, rather than answering the straightforward informative 
question, “What might improvement or perfection look like?” reassuring 
Visionary Viewpoint beliefs embody answers to questions like, “What visions of 
improvement or perfection would make me feel good about myself?” and “What 
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vision of improvement or perfection would justify complete commitment and 
complete freedom to act as I wish?” 

The Quest and Commitment Viewpoint is home to beliefs about an 
individual’s or group’s obligation to bring about the improvement or perfection 
that their Visionary Viewpoint beliefs enshrine. As such, Quest and Commitment 
Viewpoint beliefs are likely to influence agents’ actions. Informative Quest and 
Commitment Viewpoint beliefs answer the question, “What are agents called 
upon to do, to achieve the improvement or perfection their informative Visionary 
Viewpoint beliefs describe?” Reassuring Quest and Commitment Viewpoint 
beliefs answer subtly different questions. First, those questions differ in that they 
are almost certainly responses to reassuring Visionary Viewpoint beliefs shaped 
by agents’ needs for subjective comfort. Second, they answer questions like, 
“What goals might help us feel good about ourselves?” and “What goals might 
justify anything we might wish to do or be?”  

The Periodic Table of the Beliefs.  Figure 6.6 provides a way to visualize the 
three characteristics of beliefs to which Critical Belief Analysis directs analysts’ 
attention. Each cell of The Periodic Table is home to beliefs with a specific 
combination of fundamental need, precision, and viewpoint. Informative beliefs 
occupy the left half of the table, while reassuring beliefs occupy the right. More 
precise beliefs can be found toward the left and right edges of the table, while 
more ambiguous beliefs can be found closer to the center. Lower-viewpoint 
beliefs are toward the bottom of the table; higher-viewpoint beliefs are toward 
the top.  
 The cells of The Periodic Table of the Beliefs are color-coded. Black cells are 
home to beliefs with combinations of characteristics that can be imagined but 
never realized. Gray cells are home to a wide range of beliefs that function as 
catalytic narratives. White cells are home to those rare beliefs whose guidance is 
likely to help agents achieve their goals.  
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One tenet of Critical Belief Analysis is that no belief can be more precise 
than the lower-viewpoint beliefs that inspire it. There is; however, an exception to 
this rule. The precision of Existential Viewpoint beliefs (all of which are catalytic 
narratives) places no limits on the precision of the higher-viewpoint beliefs they 
help to shape. 

Performing a critical belief analysis. Since critical belief analyses can be 
time-consuming, it is advisable to conduct such investigations only after ensuring 
that: 

• Doing so will help satisfy the customer’s purpose and answer relevant, 
thoughtfully formulated research question(s) (Chapter 4). 

• The requisite information has been gathered and its quality assessed 
(Chapter 5). 

• The points of view and assumptions affecting the agent’s understanding 
and implementation of the target belief have been identified (this chapter). 

A Critical Belief Analysis requires at least two, and often more, 
assessments. The first assessment seeks to answer the question, “What is the 
nature of the guidance the agent assumes the target belief provides?” Answering 
this question requires gathering and interpreting information about the belief-
relevant thought processes that influence the agent’s decisions and actions. 
When this assessment is complete, the analyst places an A (assumed) in the 
corresponding cell on Figure 6.6. The second assessment attempts to answer the 
question, “What is the nature of the guidance the target belief actually provides?” 
It may seem that answering this question requires evaluating the belief in its 
“pure” form. However, the guidance a belief provides differs with whether 
agents’ approaches to their beliefs render those beliefs informative or reassuring 
and their interpretations of those precepts. Thus, in some ways, such apparently 
objective assessments require more insight into agents’ frames of mind than 
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assessments of agents’ assumptions do. When this assessment is complete, the 
analyst places an O (observed, actual) in the corresponding cell on Figure 6.6. It 
should be noted that the first and second assessments need not be conducted by 
the same analyst.  

Once these assessments are completed, analysts should systematically 
compare the guidance the agent assumes (A) the target belief provides with 
guidance it actually (O) provides. The differences between the assumed and 
actual guidance allow the analyst to gain insights into the agent’s decisions and 
actions. Such comparisons should also provoke questions like:  

• Is the agent aware of the fundamental need their target belief satisfies? 
•  Does the agent have a realistic sense of the precision of the guidance the 

target belief offers? 
• Does the agent recognize the target belief’s viewpoint and appreciate its 

implications?  

 The above depiction of Critical Belief Analysis is intended to provide a basic 
orientation to this approach, not a detailed description of the technique. Those 
interested in conducting a Critical Belief Analysis should consult the website 
“Barney’s Place, A new look at beliefs,” http://barneysplace.net/site/. This 
website contains an in-depth explanation of Critical Belief Analysis, including 
several checklists to use in conducting such analyses. Box 6.3 presents an analysis 
of Iraqi leader Saddam Hussein’s circa 1980 belief that the Iraqi military could 
defeat the Iranian military—a belief that contributed to his decision to start the 
1980-1988 Iran-Iraq War. 

http://barneysplace.net/site/
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Box 6.3 Critical Belief Analysis Example: Saddam Hussein (c. 1980) 

Analysis Time Frame: Summer 1980. 

General Situation: Saddam Hussein became the Iraqi president in July 1979, 
after serving as the de-facto leader of the Iraqi government for a decade as 
vice-president. There is concern (in summer 1980) that Saddam will take 
advantage of the turmoil created by the 1979 Iranian Revolution by ordering an 
invasion of Iran. Analysts are tasked with assessing whether Iraq will go to war 
with Iran and the possible success of such action. 

Psychobiography Summary: A detailed psychobiography of Saddam Hussein is 
too extensive to include herein. Iraq retained an authoritarian political culture 
(Appendix III) since its emergence from its pre-World War II experience under 
British colonialism. During the post-World War II period, Iraq was ruled by a 
series of authoritarian military dictators. Saddam, born in 1937 to a poor family, 
was raised and mentored by a maternal uncle, a devout Sunni Muslim, teacher, 
and member of the revolutionary, pan-Arab nationalist Ba’ath Party. Saddam 
attended a nationalistic high school in Baghdad and then spent three years in 
law school before dropping out in 1957 and joining the Ba’ath Party. He rapidly 
rose through the ranks of the Ba’ath Party, becoming vice-president of Iraq by 
the late 1960s. Saddam possesses a malignant narcissistic personality as 
described in Box 6.1. 

Summary of Points-of-View and Assumption Analysis: Saddam’s overarching 
goal is to maintain and increase his power in Iraq. Saddam’s assumptions 
related to his overarching goal and this belief analysis include: 
    (1) Saddam assumes Iraq must prevent the Shia-led Iranian Revolution from 
spilling over into Sunni-governed Iraq, as it could result in the fall of his regime. 
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Iran is already supporting protests and riots aimed at disrupting Saddam’s Iraqi 
Sunni government.  
    (2) Saddam assumes diplomacy would be an ineffective means of enhancing 
Iraq’s economic power. He thus assumes the use of military force may be 
required to seize the oil-rich lands in Iran’s western Khuzestan Province and 
establish Iraqi sovereignty over both sides of the Shatt al-Arab Waterway, Iraq’s 
primary access to Persian Gulf shipping lanes. Iraq has long had claims on 
territory in Iran’s Khuzestan Province and the entire Shatt al-Arab Waterway. 
    (3) Saddam assumes that increasing Iraqi oil production and shipping access 
to the Persian Gulf will stabilize Iraq politically and increase Iraqi economic 
power. He also assumes that those changes will enable Iraq to achieve 
hegemony over the Persian Gulf and become a regional superpower. And that 
this elevation of Iraq’s status will lead to him being recognized as the new 
leader of the pan-Arab nationalist movement.  
    (4) After a decade of strengthening the Iraqi military, by 1980 Saddam and his 
closest advisors assume Iraq fields the most powerful regional military. This 
assumption was supported by Iran’s post-revolutionary loss of Western spare 
parts support for its air force and other military equipment; and the purge of 
Iran’s pre-revolutionary military leadership. 

Belief To Be Analyzed: Saddam’s belief the Iraqi military can defeat the Iranians. 

The Nature of the Guidance Saddam Assumes his Belief Provides:  

First, Saddam would assume an invasion of Iran a profoundly consequential act, 
and thus he viewed the belief that Iraq’s military would triumph as informative. 
Saddam’s statements and actions also indicate that he regarded military success 
as inevitable.  
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Second, it appears Saddam assumed the belief to be precise. He relied on that 
belief to tell him what would happen (i.e., that Iraq would triumph in a war with 
Iran). If he had assumed his belief to be imprecise, he would not have viewed its 
guidance as worthy of such confidence.   

Finally, Saddam assumed his belief that Iraq’s military would defeat Iran to be 
proper to the Realist Viewpoint. That is, he assumed that it described reality.  

In sum, Saddam assumed that the belief was informative, precise, and proper to 
the Realist Viewpoint; i.e., proper to the Figure 6.6 Periodic Table of the Beliefs 
cell In, Real, P. That is, he assumed it was the sort of belief whose promise of 
success could be trusted and acted on. Figure 6.6 cell In, Real, P is where the 
analyst places the A (assumed) guidance the belief provided Saddam. 

The Nature of the Guidance Saddam’s Belief Actually Provided: 

Objective evaluation of this belief reveals it to be a reassuring catalytic narrative 
and, as such, proper to the Existential Viewpoint. Its status as reassuring can be 
determined by using information about Saddam’s history, points of view, 
assumptions, etc. to respond (as one might imagine Saddam would were he 
honest and self-aware) to the items that comprise “A Tool to Help You Identify 
the Desire(s) that Motivate(s) Your Beliefs.” That questionnaire can be found at 
http://barneysplace.net/site/article-7/.  

Saddam’s expected responses reveal that the belief (as we would have 
expected  him to interpret and utilize it) would lead him to see himself as wise, 
powerful, loving, valued, safe, and secure while providing him with little 
information about the realities he faced. Saddam’s words and deeds are 
consistent with that view. In the interest of self-deception and self-justification, 

http://barneysplace.net/site/article-7/
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Saddam distorted data, compromised logic, and suppressed disagreement with 
his views. (See Box 6.1.) 

Saddam defended his belief by elevating confirmatory data and arguments 
while suppressing challenging data and arguments. He focused on Iraq’s military 
forces’ numerical advantages while failing to consider the dubious quality of 
Iraq’s military leaders, the resulting ambivalence of Iraqi soldiers, the positive 
qualities of Iran’s emerging military leadership, the courage and persistence of 
the Iranian military, or the passion with which Iran’s citizens would defend their 
homeland. He also failed to consider the possibility that Iran would be able to 
maintain a robust air force by cannibalizing spare parts from inoperative 
helicopters and fighters, or that large numbers of religiously-inspired Iranian 
civilians would be willing to sacrifice themselves in Basij (human wave) attacks – 
frontal assaults on Iraqi lines that increased Iraqi vulnerability to the Iranian 
Revolutionary Guard and regular army attacks that followed close behind.    

The story that Saddam and his closest advisers told themselves about Iraq’s 
superior military strength remained unfalsifiable until undeniable realities 
would force them to face reality. Up to that point, that story (like all beliefs that 
engender intoxicating bias) was a catalytic narrative. And like all catalytic 
narratives, it was effectively proper to the Existential Viewpoint and to cell 
Reas, Ex on Figure 6.6 The Periodic Table of the Beliefs, which is where the 
analyst places the O (observed, actual) guidance the belief provides Saddam. 

Assumed-Observed Differences and their Consequences  

The above Critical Belief Analysis reveals three key insights. First, Saddam’s 
assumed (A) informative belief the Iraqi military can defeat the Iranians would 
increase the likelihood of his ordering an invasion of Iran. Second, Saddam’s 
actual (O) reassuring belief could likely lead to a failure of such an invasion.  
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Third, if Iran successfully countered an Iraqi invasion, his confidence in the 
belief about the strength of the Iraqi military would likely cause Saddam to 
continue with attacks. 

Admittedly, the above analysis has the benefit of hindsight since we know Iraq 
invaded Iran in September 1980. Nonetheless, it is safe to suggest that 
Saddam’s misunderstanding of the guidance his belief provided—and the 
distorted view of reality it engendered—made failure likely. 

Saddam assumed his belief to be an informative, precise description of reality. 
However, that belief was a seductively distorted, reassuring fiction. That 
mistake—perhaps humanity’s most common and consequential—lulled him 
into relying on a vision that was more powerfully shaped by wishes than 
realities. 

Had Saddam been sufficiently disciplined and self-aware to identify his vision as 
reassuring, he might have realized that the rules that constrained deliberations 
about his belief crippled its ability to provide him with accurate information. 
That realization might have led him to reflect on whether his belief buttressed 
or undermined the characteristics that support objectivity and effectiveness: 
openness, insight, creativity, flexibility, judiciousness, support for relationships 
that help participants grapple with challenging issues, and styles of 
communication that encourage freedom of thought and expression. Had he 
done so, he would, perhaps, have realized that his belief encased him in an 
impenetrable bubble of illusion. And that the conclusions he drew when 
surrounded by that bubble were unsatisfactory bases on which to start a war.  

What Happened? In the first three months after Iraq’s invasion the Iraqi military 
made modest advances and the war thereafter settled into a grueling 
stalemate. The stalemate, seeing frequent skirmishes initiated by both sides, 
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lasted until 1988 when the United Nations brokered a ceasefire. An estimated 
500,000 soldiers were killed in the war. There were also nearly a million civilian 
casualties.  

The war achieved one of Saddam’s original goals: it prevented the spillover of 
the Iranian Revolution into Iraq’s Shia community. However, the war failed to 
achieve Saddam’s other goals. Iraq failed to gain oil-rich territory from Iran, full 
control of the Shatt al-Arab Waterway, or hegemony over the Persian Gulf. And 
Saddam never became the leader of a pan-Arab nationalist movement. 

See Box 7.1 for an alternative structural analysis of the likely start of the 1980 
Iran-Iraq war. 

Employing Results of Assumption and Belief Analysis 

The process of assessing assumptions and beliefs related to a situation is 
challenging. The quantity of information required to conduct a good assumption 
and belief analysis may seem overwhelming. By performing an in-depth combined 
analysis of assumptions and beliefs the analyst may:52  

• Achieve a deeper understanding of the most important dynamics at play. 
• Gain a broader perspective and stimulate new ideas regarding the issue. 
• Discover hidden relationships and links between factors. 
• Identify manipulative or false reasoning in a situation (i.e., propaganda or 

deception). 
• Identify what developments would call an assumption or belief into 

question. 
• Avoid surprise should new information or events render previous 

assumptions invalid. 
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• Mitigate analyst heuristic-induced cognitive biases (Appendix II). 
• Provide a solid basis for addressing the critical-thinking elements of 

conceptualization (Chapter 7), alternative development (Chapter 8), and 
interpretation and inference (Chapter 9). 

• Highlight what information, events, or conditions may change the agent 
(actor) or analyst’s assumptions and/or beliefs.  

 One outcome of an assumption and belief analysis is to determine what 
information, actions, or other influences might cause the agent under study to 
change their assumptions or beliefs. In particular, the analyst should look for 
cases where the assumption or belief could change, requiring a revision to the 
assumption and belief analysis and calling into question their interpretations and 
inferences (Chapter 9). This could result from new or previously unknown 
information, an adverse event, changing conditions, changes in state leadership, 
or any other phenomenon where decision makers may change their assumptions 
or beliefs and either pursue a different goal or take a different approach to 
reaching their goal.  

In policy analysis, an effort to determine how to change an actor’s 
assumptions or beliefs in a particular situation may be included as part of the 
recommended courses of actions generated later in Chapter 9. Even with 
considerable contrary evidence or experiences, it is hard to change an agent’s 
paradigmatic assumptions and their supporting beliefs because they are 
ideologically ingrained in a decision-maker’s mental model. Prescriptive 
assumptions and supporting beliefs based on these same ideologies also are hard 
to change. Causal assumptions and supporting beliefs may be easier to change 
due to their basis in information, logic, and reasoning. Due to the strong influence 
of confirmation bias; however, providing correct information (truth, reality) to 
those holding strong reassuring beliefs based in misinformation likely will not 
change the agent’s beliefs. Still, it is prudent to investigate possible changes to 
assumptions and supporting beliefs to facilitate the analytic project.  
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      A good points-of-view, assumptions, and beliefs analysis will result in pages 
of notes and worksheets, which other analysts and supervisors may want to 
review. To help manage this mass of analytic materials, Figure 6.7 provides a 
cover worksheet to help organize and summarize the results of the analyses. In 
the left column, the identified assumptions and beliefs are listed for each actor 
(agent) and the analysts. Assumptions then are categorized as paradigmatic, 
prescriptive, or causal. Next, beliefs are evaluated as informative, reassuring, or 
both. Finally, notes (caveats) are entered as to possible changes in the assumption 
or belief. This worksheet should assist in uncovering the insights listed above.  

Figure 6.7 Assumption and Belief Analysis Worksheet 

Assumptions/Beliefs* 
Assumption 
Category** 

Informative 
Belief*** 

Reassuring 
Belief*** 

Change 
Caveat 

Actor A:     
1.     
Actor B:      
1.     
Analyst(s):     
1.      

* Add rows or actors as needed.  
** Paradigmatic, Prescriptive, or Causal.  
***Assumed, Actual, or Both. 

Key Concepts 

Agency 
Assumptions 
Authoritarian Political Cultures 
Catalytic Narrative 
Causal Assumptions 
Cognitive Dissonance 
Confirmation Bias 
Counterfeit Traditions 
Critical Belief Analysis 

Descriptive Assumptions 
Egalitarian Political Cultures 
Ethical Viewpoint 
Existential Viewpoint 
Four Ways of Seeing + Analyst 
Government/Bureaucratic Politics 
Model 
Groupthink 
Hidden Traditions 
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Imprecise Belief 
Individualistic Political Cultures 
Informative Belief 
Informed Brainstorming 
Leader Power Bases 
Myers and Briggs Type Indicators 
Organizational Behavior Model 
Paradigmatic Assumptions 
Part-to-Whole Logic Fallacy 
The Periodic Table of the Beliefs 
Points of View 
Political Process Model 
Precise Belief 

Prescriptive Assumptions 
Psychobiography 
Quest & Commitment Viewpoint 
Realist Viewpoint 
Reassuring Belief 
Rules of Thumb 
Situational Leadership Theory 
Structure 
Theory of Political Culture (App. III) 
Value Assumptions 
Viewpoint 
Visionary Viewpoint 
Weak Analogy Logic Fallacy 

Discussion Points 

1. Select a dyadic (two-state) conflict (do not use the 1980-1988 Iran-Iraq War). 
Write a research question addressing a historical case about why the two states 
went to war or predicts if the two states will go to war in the near future. Then: 

 a. Using Appendix III, assess the political culture of each state. 

 b. Complete a psychobiography of the key leader(s) of each state. 

 c. Conduct an assumptions and basic belief analysis of the situation. 

2. Identify analytic situations in your professional or educational work where you 
would or would not use the points-of-view, assumptions, and belief analysis 
techniques presented in this chapter. Why would you use or not use these 
techniques? 
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Chapter 7 
Conceptualizing the Problem 

 
Bottom Line Up Front 
 

Critical thinking requires the conceptualization of the problem by identifying and 
defining concepts, employing theories and models, and generating hypotheses. It 
starts with conceptualizing terms that allow people to think more clearly and 
share their thoughts with others. Conceptual theories may already exist or may be 
created by modeling, which combines facts, assumptions, logic, and reasoning to 
help people understand a situation. Hypotheses are simply statements of 
relationships between various components of a theory or model. The hypotheses 
are tested with empirical data to determine if they support the theory. This 
chapter describes categories of models used regularly in security analysis. Most 
analytic projects require a number of different models to fully understand the 
research topic. 



238 
 

Concepts Allow Thinking 
 

People inherently use concepts in their daily lives. Concepts are intellectual 
constructs that enable people to identify, organize, interpret, and compare ideas 
resulting from their experiences and thought processes.1  Concepts lead to words 
and symbols, which—when combined with grammar—create languages. 
Grammar provides the rules for using words and symbols. Clearly people think 
and share their thoughts using language, but the constructs of language vary by 
the people who use them and the environment where they live. For example, the 
English language has only a few words for “snow,” but Native Americans living in 
the Artic have over 50 words in their languages for different types of snow. These 
many words for snow developed to provide specific descriptors of their harsh 
living environment.2  
 Defining words and symbols is an important part of language. Definitions 
allow the conceptualizing of ideas or thoughts, especially in creating a generalized 
idea of a thing or class of things. Agreed-upon definitions lead to clarity among 
people using the same language. Defining concepts usually includes designating 
the concept, identifying dimensions of the concept, and agreeing to indicators or 
attributes of the concept. In social science, the indicators and attributes lead to 
development of operational definitions of a concept, such that the concept may 
be measured and used to test hypotheses or otherwise employed in analysis 
(Chapter 3). Figure 7.1 provides a diagram defining the economic dimension of 
the concept of Marxist Socialism.  
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 Figure 7.1 highlights the complexities of defining concepts. To 
operationalize (or measure) the Marxist Socialism concept, the analyst could 
determine the percentage of state ownership of production, percentage of 
production facilities managed by workers, and/or the distribution of benefits from 
the production activities. There may be different or competing definitions for 
general concepts. For example, the more general term “socialism” has several 
conflicting definitions used by those seeking to support their arguments. Marxist 
Socialism is the normative idea of 19th-century German philosopher Karl Marx 
(see Appendix III for a more detailed discussion of Marxism). There is no evidence 
that Marxist Socialism has existed anywhere in the world at the state level. 
Authoritarian Socialism, as deployed in the Soviet Union and other authoritarian 
states, does entail state ownership of production; but, authoritarian elites—not 
the workers—manage and primarily benefit from that production. Democratic 
Socialism, as enacted in many modern democratic states, entails private 
ownership and management of production; however, it stresses that workers 
equally benefit from production, including providing an economic structure of 
socially-just capitalism and robust social welfare programs. (A better designation 
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for this concept is Social Democracy.) In political discourse, these three versions 
of “socialism” have been used interchangeably depending on the speaker’s or 
writer’s agenda. This can lead to an equivocation logic fallacy (Appendix I), where 
definitions of concepts change based on the situation. This usually leads to 
speakers or writers “talking past each other” as they employ different conceptual 
definitions that can result in decreased clarity in the exchange of ideas. 
 Each state and organization has its own concepts. Some will be general 
concepts used in the larger society, while other concepts will be specific to the 
state or organization. (Try understanding a Pentagon conversation where every 
other word seems to be an acronym!) Achieving clarity in the use of concepts 
often is challenging. Most concepts exist unconsciously in vocabularies and belief 
systems. Concepts often only surface in a person’s speech, writing, or behavior. 
Similar to assumptions and beliefs (Chapter 6), concepts reside in supporting 
clusters. For example, before a person can understand the concept of “ethics,” 
he/she also must understand concepts such as justice, fairness, kindness, cruelty, 
rights, and obligations.3 Security analysts employ models to assist in 
understanding the complexity of concepts.  

 
Modeling 
 

Security analysts employ modeling to expand individual concepts by combining 
known facts, assumptions, logic, and reasoning to assist them in conceptualizing a 
situation. Once a model is created, populating it with historical or current facts 
helps the analyst generate findings from their analysis (Chapter 9). Modeling also 
may assist in uncovering assumptions (Chapter 6) and developing alternatives 
(Chapter 8), in addition to identifying problems with logic and reasoning, which 
might otherwise go unnoticed. Modeling can create theories, and both models 
and theories generate hypotheses to be tested or to generate other insights that 
can lead to a better understanding of a particular situation. Overall, modeling can 
improve the rigor and precision of security analysis. When models are presented 
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to security customers, one objective is to ensure customers are not confused as 
to whether they are seeing facts, assumptions, or hypotheses.4 This chapter 
provides a summary of the most frequently used models in security analysis. For 
more robust coverage of security analysis modeling, see Robert M. Clark’s 
Intelligence Analysis, A Target Centric Approach5 and Richard L. Kugler’s Policy 
Analysis in National Security Affairs: New Methods for a New Era.6 
 Models provide a representation of an object, idea, or system. That is, 
when analysts cannot interact directly with the object, idea, or system; models 
can provide insights to improve understanding.7 Figure 7.2 provides Clark’s 
hierarchy of models that inform the remainder of this chapter.8 

 

 Physical models represent tangible items; that is, something a person can 
touch.9 They are descriptive and used to answer questions of who, what, when, 
where, and how. Physical models include maps, globes, pictures, clocks, 
calendars, organizational charts, equipment plans, building plans, and many more 
physical items. Scale models of ships, aircraft, spacecraft, etc., also are included in 
this category.  
 Conceptual models are constructs of the mind and are generated by a 
person’s ideas and thoughts. These models often are displayed on paper or in 
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other mediums and may lead to the construction of physical models. Conceptual 
models often are abstract models; that is, they do not necessarily reflect reality, 
but they still are useful because they provide insights to improve understanding. 
Abstract models often simplify reality, allowing people to better understand 
highly complex situations. For example, the abstract model of “left-brain or right-
brain thinkers” is decades old. This model offers that the left-brain is where facts 
reside and are organized, then combine with logic and reasoning to facilitate 
thinking. Left-brain thinkers are considered analytic. The right-brain is where 
imagination, artistic abilities, etc., reside. Right-brain thinkers are considered 
creative. Today, with the improved technology of brain scans, it has been found 
there is no left or right brain at work as the abstract model offers. Instead, there 
are different parts of the brain active when a person is being analytic and other 
parts when the person is being creative. Thus, while this abstract model does not 
reflect reality, it does provide a model for understanding how different cognition 
tasks energize different areas of the thinker’s brain. It is still used today to 
indicate analytic (left-brain) and creative (right-brain) thinkers. 
 Conceptual models also may be characterized as either normative or 
descriptive. Normative conceptual models describe what “should” or “ought” to 
be. They do not present reality; but, instead, provide insights on how to 
understand or improve on reality. Normative models can be used to develop a 
best or preferable alternative in a situation.10 Agency models, especially decision-
support models addressed later in this chapter, are usually normative conceptual 
models. Security analysts—both academic and practitioner—spend considerable 
time developing descriptive conceptual models to answer who, what, when, 
where, and how. These models also address why a situation happened (an 
explanatory study) or what will happen in the future (a predictive study). 
 Descriptive conceptual models range from the less to the more complex as 
displayed in Figure 7.2. These models have one or more of the following traits:11 

 



243 
 

Deterministic versus Stochastic. Deterministic models display exact 
relationships among factors or variables. As a result, there is little 
uncertainty surrounding the outcomes of deterministic models. For 
example, centuries of solar observations, combined with the ability to 
mathematically calculate the time of sunrise and sunset, allow people to 
know exactly when the sun will rise and set each day. This is a deterministic 
model. There are few, if any, fully deterministic situations (i.e., near 100%) 
in social science. Stochastic models are based on probabilities. While the 
relationships of factors in stochastic models are often not known 
specifically, trends may be determined and probabilities estimated for the 
relationships. Because of human “free will,” most models of human 
behavior, decisions, and conditions are stochastic. Because analytic findings 
seldom receive 100% confidence levels, social science inference views the 
world as probabilistic, as it will always have a chance of being wrong. 
 
Linear versus Nonlinear. Linear models indicate a sequential, consecutive, 
step-by-step process or other display of factor relationships. The Security 
Analysis Critical-Thinking Framework model displayed at the start of this 
chapter could be considered a linear process if the analyst only addressed 
one step or element after another in the order shown. In fact, the process 
is not linear and is more complex, as the analyst will revisit each element 
several times during an analysis. Simple linear models are often based on 
the mathematical formula for a line, where on an X-Y graph:  
 
 
 
 
 
 

Y = mX + b 
Y = dependent variable 
X = independent variable 
m = slope of the line 
b = where the line crosses 
(intercepts) the Y axis. 



244 
 

Correlation analysis graphs (see Figure 7.3) and some statistical regression 
models assume linearity in relationships and are based on the 
mathematical formula for a line. Nonlinear models depict highly complex 
relationships that cannot be modeled as linear. Some models of economic 
relationships are highly complex and may not be based on linear 
relationships. To simplify complexity, economic analysts may employ 
statistical econometric models, assuming relationships are linear.    
 
Static versus Dynamic. Static models are snapshots in time that capture 
relationships within a limited time period and assume the model’s 
prescribed components remain unchanged for that time period. Static 
models are often linear. An example is a spreadsheet that records data on 
relationships for only a limited time period. Structural and functional 
models are usually static, but also could be dynamic. What static models 
often ignore is how the model’s relationships often do not reveal the 
synergistic effects of how the combination of the components may be 
enhanced as they work together over time. Dynamic models include 
relationships over several time periods. A dynamic model is iterative, as it 
constantly updates the effects of relationships over the selected longer 
time period. Process models (covered in more detail later in this chapter) 
usually are dynamic because they depict the flows of people, materials, and 
behaviors over time, in addition to often showing feedback as the process 
proceeds.  
 
Solvable versus Simulated. Solvable models are those where an answer can 
be determined. This usually means that a causal model demonstrates 
changes to a dependent variable, or a process model that results in an 
output. For example, mathematical and statistical models usually are 
solvable. Simulated models are used for situations that are so complex that 
related mathematical or statistical models cannot be designed or solved to 
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capture the complexity. Simulated models often can be solved through 
either computer simulations or physical “table-top games,” where using a 
“what-if” approach a model’s component activities can be simulated and 
the resulting consequences assessed. This includes simulations taking place 
over a longer period of time, such as the movement of forces in a naval war 
game over a period of weeks or months.  

 

Basic Models 
  
Models can take on different forms depending on the situation under study and 
the research questions being investigated. These include basic models, including 
list models, graphical models, matrix models, organizational models, linkage 
models, and flowchart models. Following sections describe geospatial models, 
temporal models, process models, structural causal models, and agency models in 
more detail. Most analytic projects employ a number of differently formatted 
models to capture the relationships and provide insights on the situation under 
study. Analysts often will use comparative models to generate competing 
alternatives and then compare results. For example, one U.S. and one foreign 
hypersonic missile system may be modeled and compared to determine which is 
superior; and, if the U.S. system is not superior, to assist in its improvement. 
 List models are the simplest models and frequently are used on a wide 
range of topics such as lists, checklists, and outlines. Figure 4.3 is a checklist 
model analysts may use for starting a research project. Figure 6.3 is a list model of 
items to investigate in developing a psychobiography of a world leader. This 
book’s Table of Contents is an outline model of the book’s contents. A popular list 
model is the pros-cons-fixes model, which is discussed in Chapter 9. This model 
allows the analyst to assess and compare the pros and cons of several 
alternatives, while also investigating fixes to the cons. Many of the analytic 
techniques presented in this book are list models. 
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 Graphical models summarize and display large amounts of information and 
demonstrate relationships in easily understandable formats. Column, line, pie, 
bar, and area charts frequently are used as graphical models in security analysis. 
Scatter plots are also a widely used option. Customers of security analysis 
products are familiar with these graphical models as they see them often in the 
news media, literature, and briefings. Computer word-processing, spreadsheet, 
and presentation software programs allow the easy creation of graphical models. 

Figure 7.3 is an example of a scatter plot of economic freedom and 
corruption in selected world states. The economic freedom data is from the 
Heritage Foundation’s 2020 “Index of Economic Freedom” and is measured on a 
scale of 0-100, where higher values indicate more economic freedom.12 The 
corruption data is from the Transparency International’s 2020 “Corruption 
Perceptions Index,” also measured on a scale of 0-100, where higher values mean 
less corruption.13 The Pearson’s r (correlation coefficient) for Figure 7.3 reveals a 
+.78 value, or a strong positive relationship between the selected state’s index 
ratings on economic freedom and corruption. A visual evaluation of the data point 
distribution, confirmed by the dotted trend line on the scatter plot, also indicates 
a positive correlation between increasing economic freedom and decreasing 
corruption. In evaluating this scatter plot, keep in mind that “correlation does not 
mean causation,” so the analyst must develop or find a theory supporting a causal 
relationship between the two variables. In the case of this scatter plot, Appendix 
III offers a Theory of Political Culture that establishes a relationship of how more 
economic freedom correlates with lower corruption levels in world states. See 
Appendix III for more details on this relationship. 
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 Matrix models organize information in tables of columns and rows that 
may include assessment factors, alternatives, data, and/or evaluations, which 
allow the analyst to view relationships and make inferences. These models are 
flexible and frequently are used in security analysis. Appendix III, Figure III.1 is a 
complex matrix model of a Theory of Political Culture. Chapters 9 and 10 provide 
additional discussion on creating and employing matrix models. 
 Organizational models are descriptive models that reveal the key 
personnel and components of a government or other organization. Before 
beginning a psychobiography (Chapter 6), the analyst should first develop an 
organizational model to capture the key personnel to be investigated. Figure 7.4 
outlines the key personnel and groups in the 1980s’ Pablo Escobar cocaine 
smuggling organization. As discussed in later sections, Figure 7.4 can be a starting 
point for analyzing and targeting that cocaine smuggling organization. 
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 Linkage models are relationship models that show the relationships 
between key personnel in a particular situation. Figure 7.5 demonstrates the key 
relationships and some biographic information of the leaders of the Medellin 
cocaine cartel during the 1980s. While the Pablo Escobar organization (Figure 7.4) 
was at the center of the cartel structure, Escobar allied under the Medellin Cartel 
umbrella with other traffickers specializing in the transportation and distribution 
of cocaine. Some of the cartel members surrendered to the Colombian 
government in the early-1990s after the government offered reduced prison 
sentences to those who voluntarily turned themselves in to government officials. 
Law enforcement makes wide use of linkage models during its investigations; for 
example, when they link suspects and persons of interest to telephone numbers, 
addresses, bank accounts, identifying documents such as driver’s licenses, 
passports, vehicle registrations, and any additional information pertaining to the 
investigation. 
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 Flowchart models are used extensively in management, intelligence 
analysis, and policy analysis. Management specialists use flowcharts to depict 
business and government processes that can lead to improved outputs. In 
intelligence analysis, flowcharts help analysts define and better understand the 
targets. In security policy analysis, flowcharts help analysts design and improve 
programs. Figure 7.6 demonstrates the process for developing and deploying 
counter-narcotics military or law enforcement units. Many of the models in the 
following process-modeling section, especially in system and network analysis, 
make use of flowcharting techniques. 
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Geospatial and Temporal Models 
 

Security analysts make wide use of geospatial and temporal models. Geospatial 
models take place in space—meaning with building plans, terrestrial maps, 
celestial maps, globes, and other descriptive models. Temporal models capture 
the concept of time (minutes, days, weeks, months, or years) as it relates to the 
situation under analysis. When used together, geospatial and temporal models 
often are powerful for providing customers with visual representations of a 
situation. 
 

Geospatial Models. Relying heavily on maps and imagery, geospatial 
models are readily understood by customers of security analysis who view maps 
and imagery in the news media, other literature, and on their personal 
Geographic Positioning Systems (GPS). Geospatial modeling has been around 
since the first maps were prepared centuries ago. By combining maps and/or 
imagery with other data, the displays may be used to visualize complex spatial 
relationships.14  

Figure 7.7 is a map of Colombia showing the locations of coca growing 
areas and the locations of Revolutionary Armed Forces of Colombia, an 
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insurgency group known as FARC that in the 1990s became involved in the 
growing of coca and production of cocaine.15 The map also shows Colombia’s 
maritime boundaries, international boundaries with other states, and the internal 
boundaries and names of Colombian departments. Depending on the research 
topic, other items could be included with the map of Colombia. This is an example 
of a common use of maps and other related data in intelligence analysis, policy 
analysis, or military planning and operations. 

 

 

Military analysts often create geospatial models for planning and 
conducting operations. These are commonly known as human terrain maps. Using 
maps of their operating area, a Colombian military or police analyst planning an 
operation against insurgent groups or drug cartels in a localized area may create a 
human terrain map that describes the following potential targets of interest: 

 
• The boundaries of each insurgent group and/or the drug cartel’s area of 

control, with specific attention to where areas adjoin or overlap. 
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• Identities and locations of insurgent group and drug cartel leaders, with 
photos and contact information (for monitoring), if available. 

• Location and contact information for village, town, city, and federal 
officials.  

• Locations of large farms/estates, churches, schools, and markets. 

• Locations of public, private, and clandestine ports and airstrips.  
• Patterns of activity such as movement into and out of the area, 

especially related to coca growing, cocaine production, and cocaine 
shipments. 

• Nearest locations of Colombian military and police forces, including any 
private security groups. 

• Economic driving forces in the area, including occupations and livelihood 
of inhabitants and employment and unemployment levels. 

• Access to essential services such as fuel, water, medical care, and 
emergency services (fire, paramedics, etc.). 

• Concerns and issues of the local population.16 
 
Digital software programs are used widely in creating geospatial models. 

The software allows the merging of digital geographic maps, digital imagery, and 
database information to create visual displays security analysis customers easily 
understand. It is critical for security analysts to have access to and become 
proficient with these software programs. 

 
Temporal Models. Time shapes events, so logically, timelines are critical to 

most events in security analysis. There are different techniques for temporal 
models, but here the focus is on simple timelines and basic time-series analytic 
models.  

Simple timelines display events against time. The time periods (hours, days, 
weeks, months, or years) may be annotated on a map, poster board, bulletin 
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board, or other suitable display. The corresponding events then are displayed 
near the time they occurred. Items to look for in simple timeline analyses include: 

 
• Sequence—some events can only occur after others. 
• Contingency—some events must be followed by others. 

• Interval of time—some events must follow others at prescribed times. 
• Time period—some events differ substantially from similar events in 

previous time periods. 
 
Simple timelines often are combined with linkage models to show 

relationships between time, events, and people. Detective movies and television 
programs demonstrate simple timeline and linkage models. For example, when 
detectives begin investigation of a criminal case, they establish an evidence board 
(e.g., crime board, murder board, or crazy wall). Using a vertical display board 
where the detectives create a left-to-right timeline across the bottom or top of 
the evidence board. Adjacent to the timeline, they post pictures or descriptions of 
victims, suspects, persons of interest, or other persons on the periphery of the 
crime. Adjacent to each picture or description, the person’s profile is posted by 
marker, cards, or sheets of paper. The profiles include the person’s background 
information and alibi. Geospatial maps annotated with event locations, 
corresponding time lines, and other information may be included. The detectives 
also may post sticky notes or cards with additional information such as questions 
to be answered or alerts about gaps in the information. They then create a 
linkage model using strings or lines to show relationships among persons and/or 
pieces of information. They check information against the timeline to uncover 
inconsistencies. Their eventual goal is to find connections between the 
information and the timeline to identify the criminals. This same evidence board 
technique may be applied to a variety of security analyses.  

Another frequently used timeline model are Gantt charts, which were 
invented by U.S. engineer Henry Gantt in the early 20th Century as a project 
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management tool. A Gantt chart is a useful way of showing activities or events 
displayed against time. On the left of the chart is a list of the activities and along 
the top or bottom is a corresponding time scale. Each activity is represented by a 
bar, where the position and length of the bar reflects the start time/date, 
duration, and end time/date of the activity. This allows the analyst or project 
manager to see at a glance:17 

 
• What the various activities are. 
• When each activity begins and ends. 

• How long each activity lasted or is scheduled to last. 
• Where activities overlap with other activities and by how much. 
• The start and end dates of the entire project. 
 
Figure 7.8 provides a Gantt chart for the construction of a new Russian 

aircraft carrier. In this example, the security customer questions how long it will 
take the Russians to build a new aircraft carrier and ready it for operations. The 
analyst constructs a Gantt chart from previous timeline data on Russian military 
shipbuilding. This example assumes all design work on the aircraft carrier is 
complete and the project has been approved and funded. The customer’s answer 
from Figure 7.8 is that it will take five years to build a new aircraft carrier and 
make it ready for operations. 
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Another common temporal-modeling technique is time-series analysis, 
which models events sequentially over time. This type of analysis has application 
to most social science fields. Basic time-series models are descriptive and provide 
insights from the data, where advanced time-series models may be used to 
establish causality among several variables measured over time or individual 
events organized by time. Time-series models often are used to make predictions. 
By plotting descriptive measures sequentially over time, an analyst can look for 
trends, seasonality, and cycles in the data. Trends in data include those that are 
positive (upward) trends, negative (downward) trends, or no detectable trends. 
Seasonality is when the data reveals predictable patterns recurring or repeating 
over regular intervals. Cycles occur when a series of data points follow an up-and-
down pattern that is not seasonal. Cyclical variations in the data may include highs 
(peaks), lows (recessions), troughs (depressions), or expansion (increases).  

The most basic time-series models are line diagrams that plot one or more 
variables over time. Table 7.9 provides a basic time-series model of four variable 
measurements: (1) 1990 to 2008 South American cocaine production, (2) cocaine 
interdiction in the America’s source and transit zones, (3) North American cocaine 
demand (1998-2008 data only—includes U.S., Mexico, Canada), and (4) U.S. 
cocaine consumption. The data for this model came from the United Nations 
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Office on Drug and Crime World Drug Report 2010.18 This time-series chart reveals 
there is no seasonality or significant cycles in the data, but the trends in the data 
result in the following insights: 

• Cocaine production minus source and transit-zone interdictions 
exceeded North American cocaine demand (fairly constant around 400 
metric tons/year) for each year in the period 1990 to 2008. While the 
largest cocaine demand is from North America, this data does not 
include the demand in Europe or Asia, which must be supplied by the 
same cocaine production processes. Also not shown are arrival-zone 
cocaine interdictions in North America, which affects the availability of 
cocaine for sale.  

• U.S. cocaine consumption trends gradually decreased from 1990 to 2008 
from 447 metric tons in 1990 to 155 metric tons in 2008. Whether this 
decrease is related to increased U.S. supplies of other drugs (heroin, 
methamphetamines, fentanyl, prescription drugs, etc.) is an area for 
further research. 

• Cocaine interdiction trends gradually increased from 1990 to 2003 and 
then increased more rapidly from 2002 to 2008. Why the interdiction 
trends increased from 2002 to 2008 is also an area for further research.  

• The U.S. kingpin strategy to dismantle the leadership of the Medellin 
Cartel was completed by 1993, as depicted in Figure 7.5. Their rival Cali 
Cartel was dismantled by 1995. Disruption of the two largest Colombian 
cartels appears to have had little impact on cocaine production during 
the 1990s. This is another area for further research. 
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Advanced time-series analysis allows testing of causal relationships over 
time by employing advanced statistical techniques. Some statistical techniques 
can lead to causality findings or provide other insights with as few as 8-10 data 
points. To use the more powerful statistical techniques for time-series analysis 
usually requires evenly spaced data from approximately 50 time period data 
points. These advanced time-series statistical techniques require specialized 
instruction and statistical software and are beyond the scope of this chapter.  

 
Process Models 
 

Processes are presented as models and include steps and relationships that lead 
to an output. Process models may be conceptual-descriptive, as they attempt to 
capture what actually happens during a process. These models take the 
perspective of an external observer who looks at the way a process has been 
performed, allowing determination of the improvements that should be made to 
make it perform more effectively or efficiently. Process models also may be 
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conceptual-normative; that is, defining the desired processes and how they 
should or ought to be performed. Normative process models also can establish 
rules, guidelines, and behavioral patterns, which, if followed, should lead to the 
desired output. Management specialists use process models to develop and 
improve business or government outputs. Intelligence analysts use process 
models to better understand the threat. Policy analysts use process models to 
design and improve programs to address threats or solve problems. Figure 7.6 
could be used as a policy process model by analysts designing counter-narcotics 
troop deployment programs. Security analysts make most use of the system and 
network process models described below.  
 

Systems Analysis. This type of analysis usually employs a number of models 
to demonstrate the linkages, interactions, and elements of a specific system. This 
may include models of political, economic, and/or social systems. Security 
analysis also may find a need to model infrastructure, information, 
communications, or weapons systems, among others. When creating a system 
model, Clark highlights the models should consider: 

 
A system has structure. It is comprised of parts that are directly or indirectly 
related. It has a defined boundary, physically, temporally, and spatially, 
though it can overlap with or be part of a larger system or network.  
 
A system has a function. It receives inputs from, and sends outputs into, an 
outside environment. It is autonomous in fulfilling its function. A ship is not 
a system. A ship with crew, fuel, ammunition, and a communications 
subsystem is a system. 
 
A system has a process that performs a function by transforming inputs to 
outputs.19 
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Most intelligence system target models have subordinate subsystems. The 
majority of intelligence target systems are complex systems because they are 
dynamic and evolving. They are usually nonlinear and often are not adequately 
described in simplified models. However, attempting to create simplified models 
of complex systems is a starting point for security analysis.20  

Figure 7.10 displays a system model for cocaine production. The function of 
this system is to produce cocaine hydrochloride, which can be sold on the illegal 
drug market. Each step in the cocaine production system is a subsystem, which 
could be displayed in its own more detailed diagram.  

 
Figure 7.11 is an Ishikawa (fishbone) model that breaks down Figure 7.10 

and its subsystems into key components as defined under the characteristics of 
Machines, Methods, Materials, Manpower, and Mother Nature.21 Ishikawa 
models are very flexible in displaying underlying factors that lead to process 
outputs. They also may be used for structural causal modeling (discussed below). 
Security analysts can use Figure 7.11 to develop intelligence collection and 
operational plans to target and disrupt the cocaine production system. While 
security analysis typically targets systems, it also allows development of 
operational plans to target key components of a system, such as the coca fields, 
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cocaine labs, transport vehicles, precursor chemicals, etc., as shown in Figures 
7.10 and 7.11. 

 

Network Analysis. Most complex systems reside in networks, where a 
number of interrelated system models make up a network. Networks consist of 
nodes with links between them. The nodes can be any type of entity such as 
people, places, processes, things, or concepts.22 Social network analysis models 
are expanded link models. They entail identifying nodes (e.g., people) and their 
relationships (e.g., links) with other nodes (other people), including the number 
and types of interactions between nodes that indicate the strengths of the links. 
Figure 7.5 is the start of a social network model for the Medellin Cartel.  

Security analysts usually create models of target networks. Intelligence 
analysts begin the target network development with a focus on the target threat. 
Policy analysts then use the target networks to devise plans to counter the threat. 
In the words of U.S. Army General Stanley McChrystal, former U.S. forces 
commander in Afghanistan, “It takes a network to defeat a network.”23   

Social network analysis helps identify the who in a situation. Target 
network analysis helps identify the what, when, where, how, and why of the 
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situation. Network analysis helps determine the importance of individuals or 
organizations within networks and the resources or assets available to these 
individuals or organizations.24 

Figure 7.12 provides a network model of a cocaine cartel target.25 It depicts 
the systems identified in Figure 7.10, Step 1 (coca supply) and Steps 2-4 
(processing infrastructure). It adds systems for transportation and distribution 
infrastructure and leadership, which would include the Figure 7.5 leaders if the 
target was the 1980s Medellin cartel. Links for process flow and control are 
included in Figure 7.12. From this figure, the target network model would be 
developed by intelligence analysts as they sought to understand the structure of a 
cocaine cartel network threat. 

 

 Figure 7.13 overlays the Figure 7.12 target network with a disruption 
network of host-country and U.S. law enforcement and military forces.26 The 
function of the disruption network is to prevent the cocaine target network from 
delivering cocaine hydrochloride to customers. Host-country law enforcement is 
designated for disrupting the target leadership and also the coca supply and 
processing infrastructure, as depicted in Figures 7.10 and 7.11. U.S. law 
enforcement and military forces are designated to disrupt the transportation and 
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distribution infrastructure both in the transit zone (from host country to the 
United States) and arrival zone (inside the United States). 
 

 

 Figure 7.14 provides more detail to the U.S. disruption network as it existed 
in the 1990s. It displays the network designed by U.S. policy analysts and lists the 
major organizations and resources involved. Host-country law enforcement and 
military forces in the source (or production) zone normally require U.S. 
equipment, training, and intelligence support coordinated across several U.S. 
agencies by the U.S. State Department (DOS). Figure 7.6 depicts the process 
where the DOS would coordinate U.S. assistance in the host country to develop 
counter-narcotics units. In 1982, President Reagan declared illegal drugs a U.S. 
national security threat, leading to the evolution of the transit zone structure and 
increasing resourcing of the arrival zone structure shown in Figure 7.14. This 
included the support of the U.S. DOD and IC. DOD formed joint interagency task 
forces to direct and coordinate both DOD, U.S. Coast Guard, and allied air and sea 
forces in the maritime transit zone, along with U.S. law enforcement agency input 
and coordination. In the arrival zone, both along the U.S. coast and in the U.S. 
interior, the Office of the Director of National Drug Policy Control created 
interagency High-Intensity Drug Trafficking Area (HIDTA) offices to coordinate 
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intelligence sharing and interdiction operations in designated U.S. geographic 
areas. The IC supported the disruption network strategy in the source, transit, and 
arrival zones. Each of the boxes in Figure 7.14 has its own networks, systems, and 
subsystems as part of the larger strategic network. 
 

 

 Figure 7.15 provides an example of the further decomposition of the 
international cooperation system in Figure 7.14. In the 1990s, U.S. international 
cooperation in the disruption of illegal cocaine smuggling came under the dual 
responsibility of DOS and DOD. Figure 7.15 depicts the assignment of 
responsibilities to each department. DOS coordinated host-country assistance 
programs, negotiated international counter-narcotics agreements, and engaged 
foreign country governments in both the source and transit zones. Through joint 
interagency task forces, DOD coordinated participation by allied (NATO, OAS, etc.) 
air and sea forces; hosted allied and host-country (source and transit zone) liaison 
officers at their headquarters; and engaged senior, foreign law enforcement and 
military officials in both the source and transit zones. As can be seen in Figures 
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7.14 and 7.15, U.S. participation in disrupting illegal drug smuggling is a highly 
complex, networked structure.  
 

 

 

Structural Causal Models 
 

Structural causal models are abstract and normally include a number of structural 
factors or independent variables that influence or cause a change in one or more 
dependent variables. The Chapter 3 section on “Creating Science” provides a 
detailed discussion of the basics of structural causal models. These models are 
usually a simplified view of the causes of the situation under study, normally 
limited to one dependent variable and a handful of the most important 
independent variables. This simplification of the reality surrounding the situation 
is known as being parsimonious. These parsimonious models are normally linear 
models and, once populated with data, may be solved with qualitative techniques 
(see Box 7.1 below and Chapter 9). However, when significant data is available, 
they usually are solved using quantitative statistical techniques such as means 
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tables, regression analysis, factor analysis, maximum likelihood regression, and so 
forth. Structural causal models also may be quite complex, either linear or 
nonlinear, when they depict more than one dependent variable, in addition to 
including a number of antecedent, independent, and intervening variables 
(Chapter 3). Although it is possible to solve these complex models with qualitative 
techniques, they usually are solved with advanced statistical techniques 
(structural equation modeling, etc.). Structural causal models are used to 
describe, explain, and predict situations. 
 Academic researchers make wide use of structural causal models. Although 
security analysis practitioners may find less use for these models, they are a 
possibility when the situation under study requires explanations or predictions. 
Analysts first must conduct an information search (Chapter 5) of the situation 
under study to uncover what structural causal models already exist and have 
been used previously to answer the same or similar research questions. The 
analyst may find he/she needs to add more variables to existing models or even 
merge two or more existing models to allow the explanation or prediction called 
for in their research questions. After studying the situation in depth, analysts can 
draw on their own logic and reasoning in deciding to add additional variables to 
an existing model or create a new alternative model.  

When an analyst develops a structural causal model, he/she initially uses 
the material from their information search and identifies independent variable(s) 
used in other studies that have shown promise for explaining the variance 
(changes) in the dependent variable. Analysts also can include other independent 
variables in their structural causal models, when information and logic lead them 
to think the variables will help explain or predict the variance in the dependent 
variable. For any subsequent review of their research by other analysts or 
supervisors, analysts should explain the logic and reasoning for including variables 
in the model. Likewise, the analyst also should justify why any variables were 
removed from existing models.  
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Finding the causal mechanisms in a structural causal model is extremely 
important. Causal mechanisms normally reside below the level of the variables 
themselves and, when identified, provide the explanation for how the 
independent variable causes the change or condition in the dependent variable. 
The causal mechanism may not be operationalized (or measurable), but its 
conceptual existence explains the effects the independent variable has on the 
dependent variable. For example, one postulate (a theoretical proposition 
repeatedly supported by empirical data) of Democratic-Peace Theory offers that 
two democratic states will not go to war with each other. The causal mechanism 
for this postulate explains how when both states are democracies, they tend to 
avoid war as both states view the other side as sharing similar democratic values, 
including the values of cooperation and compromise in resolving interstate 
disputes. The independent variable for this postulate’s theoretical proposition 
would be “political system,” and one nominal measure of this variable would 
indicate if both states in an interstate conflict are democracies.  

 
Structural Causal Model Example. A meta-analysis compiles the results 

from past research on a subject and determines which components (factors, 
variables) are strongest at explaining or predicting the situation under study. In 
Nations at War, U.S. political scientists Daniel S. Geller and J. David Singer provide 
a meta-analysis on the causes of interstate war.27 Geller and Singer’s study 
compiled two centuries of data and analyses on the causes of war. Their study 
developed a number of models for war-prone states at different levels of analysis 
(individual states, dyads, regions, and alliances) that—based on the independent 
variables in past studies that contained the most empirical support—explain how 
past wars started. The war-prone models can be used for explaining past and 
predicting future wars. 

The Geller and Singer model for predicting war-prone dyads (2 states) is 
summarized below.28 Their work reveals that within the many theorized causes of 
war over the last two centuries, the independent variables listed below have the 
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strongest empirical support and thus are the most compelling to explain and 
predict war outbreaks. This model is stochastic and linear. 

 
Dependent Variable (Y): 
 
Y1 = Likelihood of Two States Going to War 
 
Independent Variables (X): 
 
X1 = Static Capability Balance 
Theoretical Proposition:  Two states near parity in static capability balance 
(territory + population + military capabilities + economic output) are more 
likely to go to war. This supports Power Preponderance Theory. 
 
X2 = Dynamic Capability Balance 
Theoretical Proposition:  Two states with recent significant changes in their 
capability balances are more likely to go to war, which supports Balance-of-
Power Theory and defines the Security Dilemma. The Security Dilemma 
offers that if a state increases its military capabilities to increase its security 
posture, it actually may be decreasing its security because neighboring 
states may become concerned about being attacked by the state that 
increased its military capabilities. 
 
X3 = Contiguity/Proximity 
Theoretical Proposition: Two states sharing borders or located short 
distances apart are more likely to go to war. This proposition is supported 
by empirical fact. 
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X4 = Regimes (Political Systems) 
Theoretical Proposition:  If one or both of two states are not democratic 
regimes, they are more likely to go to war. This supports Democratic-Peace 
Theory. 
 
X5 = Economic Development 
Theoretical Proposition:  If one or both of two states do not have advanced 
economies (that is, industrialized, technology-based, diversified, etc.), they 
are more likely to go to war. This supports Liberal Commercialism Theory. 
 
X6 = Enduring Rivalries 
Theoretical Proposition: Two states with recent conflicts or historically 
enduring rivalries are more likely to go to war. This proposition is supported 
by empirical fact. 
 
X7 = Alliances 
Theoretical Proposition: Two states that are members of unbalanced 
external alliances are more likely to go to war. This supports Balance-of-
Power Theory. 
 
Geller and Singer’s War-Prone Dyad Model may be diagramed as a 

structural causal model as shown in Figure 7.16. This figure is an Ishikawa (or 
fishbone) model that employs the key characteristics of Capabilities, Geographic, 
and Political/Economic and places the above independent variables with their 
appropriate characteristic.  
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Additionally, Geller and Singer’s model depicts a comparative theory, 
meaning it can be used across a number of different case studies to explain the 
causes of war or to predict war outbreaks. Comparative theories do not assume 
every independent variable in the model will necessarily apply or have the same 
explanatory strength in every case study. Thus, explanations and predictions for 
dyadic wars may be generated using one or more of the independent variables 
noted in the Geller and Singer model. Structural causal models lead to hypotheses 
that the analyst can test to see if they are supported or not. It is the analyst’s 
responsibility to determine which of the model’s hypotheses are supported in a 
particular case study. Equifinality is the conceptual term for where there is more 
than one path (i.e., different combinations of independent variables and/or 
hypotheses) to explain or predict changes or conditions in the same dependent 
variable. 

Using Geller and Singer’s War-Prone Dyad Model, Box 7.1 provides a case 
study of the period before the start of the 1980 Iran-Iraq War. In this case, 
security analysis customers would have wanted to know if a war could erupt. The 
study employs a qualitative pattern-matching technique where information 
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supporting each hypothesis is sought to explain (and, in this case, predict) 
changes or conditions in the dependent variable, i.e., whether war would break 
out. In other words, does the pattern of information support the model? 
Additional discussion of pattern matching can be found in Chapter 9. 

 

Box 7.1 Structural Analysis of Possible Iran-Iraq War (1980) 
 
Analysis Time Frame: Summer 1980. 
 
Research Purpose: To determine if Iran and Iraq will go to war. 
 
Research Question:  Will Iran and Iraq likely go to war in the next year? 
 
Based on Geller and Singer’s War-Prone Dyad Model: 
 
Hypothesis 1: Iran and Iraq are more likely to go to war because their static 
capabilities are more or less balanced. 
 
Supporting Information: Iran possesses a larger air force with 485 fighters to 
Iraq’s 380, plus Iran has 750 helicopters to Iraq’s 350. Iraq possesses a larger 
army with 200,000 soldiers to Iran’s 150,000, plus Iraq has more tanks (2,800 to 
2,100), more armored personnel carriers (4,000 to 1,000), and more artillery 
pieces (1,400 to 300). Thus, the static capabilities are more or less balanced and 
increase the likelihood of war. 
 
Hypothesis 2: Iran and Iraq are more likely to go to war because of changes in 
their dynamic capabilities. 
 
Supporting Information: In the 1970s, Iraq dedicated considerable resources to 
increasing the size and capabilities of its armed forces. During this decade, Iraqi 
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leaders were uncomfortable that the Iranian armed forces were larger and 
more capable, and they believed Iran could defeat Iraq in a war. On the other 
hand, in 1980 Iran was about a year and a half into the Iranian Revolution, 
which had overthrown the U.S.-backed Shah of Iran. At that time, Iran 
experienced a degradation of its military capabilities. After the Shah’s ouster, 
the leadership of the Iranian armed forces were either killed or fled into exile. 
Additionally, the U.S. and U.K. no longer supplied the Iranian armed forces with 
spare parts for their largely U.S. and U.K. military equipment. Thus, the dynamic 
capability balance shifted toward Iraq and made war more likely. 
 
Hypothesis 3: As Iran and Iraq are contiguous states, it is more likely they will go 
to war. 
 
Supporting Information: Iran and Iraq share a 994-mile border. Part of the 
border is along the Shatt al-Arab Waterway, a river formed in Iraq by the 
confluence of the Euphrates and Tigris Rivers and emptying into the Persian 
Gulf after flowing past the city of Basra, Iraq. This contiguity makes war more 
likely.  
 
Hypothesis 4: Neither Iran nor Iraq are democracies, making war more likely. 
 
Supporting Information: Iran is in the process of establishing a constitutional 
theocracy ruled largely by a Shia Muslim cleric, known as the Supreme Leader, 
who is the head of state and commander-in-chief of the armed forces. In 1980, 
Supreme Leader and head of the Iranian Revolution is Ayatollah Ruhollah 
Khomeini, who was expelled from Iraq after living there in exile from 1965 to 
1978. Iraq is a dictatorship under the direction of Saddam Hussein and his 
minority Sunni Muslim Ba’ath Party. (Note:  The majority of Iraqi citizens are 
Shia Muslims.) As shown in Box 6.1, Hussein is a narcissist with diminished 
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decision-making abilities. The lack of democracy in either state makes war more 
likely. 
 
Hypothesis 5: Because neither Iran nor Iraq have advanced economies, war is 
more likely. 
 
Supporting Information: Both Iran and Iraq’s economies are heavily dependent 
on oil exports. With almost single-commodity economies, both states use oil 
revenues to import manufactured goods, medical supplies, military equipment, 
and foodstuffs from other states. Overall, the lack of advanced economies in 
both states makes war more likely. 
 
Hypothesis 6: Neither Iran nor Iraq are signatories to formal defense alliances, 
thus making war less likely. 
 
Supporting Information: While not part of formal defense alliances, there are 
states that would likely back either country in a war. For Iran, this would include 
Israel (an enemy of Iraq), Syria (a Shia Muslim-ruled state), other friendly 
regional Muslim states, including South Yemen, Pakistan, and Libya, plus 
support was likely from China and North Korea. Iraq’s likely supporters include 
the bordering Sunni Muslim countries of Saudi Arabia and Kuwait, the United 
States (having broken with Iran), Western European states, and the Soviet 
Union. Not having formal defense alliances does not make war more likely. 
 
Hypothesis 7: Enduring rivalries between Iran and Iraq make war more likely. 
 
Supporting Information: There have been scores of conflicts along the Iran-Iraq 
border since Iraq’s 1920 independence. Many of these conflicts have been over 
the Shatt al-Arab Waterway where there are continuing disputes over 
navigation rights. In 1975, a conflict over the Shatt al-Arab resulted in nearly 
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1,000 deaths. The continuing rivalries between Iran and Iraq make war more 
likely. 
 
Summary of Analysis:  Using Geller and Singer’s War-Prone Dyad Model and, 
based on the above analysis of a potential Iran and Iraq war, it is assessed 
that—as of Summer 1980—war is likely within the next year. The main factors 
supporting this finding are their roughly equivalent static capability balance, 
changes to their dynamic capabilities balance (in Iraq’s favor), their contiguity, 
neither being democracies, both lacking advanced economies, and their 
enduring rivalries. The lack of formal defense alliances does not increase the 
likelihood of war.  
 
What Happened? In September 1980, Iraq invaded western Iran across their 
shared border. After three months of hard-fought Iraqi advances, the initial 
campaign by Iraq settled into a stalemate—similar to the World War I trench 
warfare. The war lasted until 1988, when the United Nations brokered a 
ceasefire. An estimated 500,000 soldiers were killed in the war, along with 
nearly a million civilian casualties. It was determined that Saddam Hussein 
started the war for two primary reasons. First, he did not want the Iranian 
Revolution to gain a foothold with Iraq’s majority Shia Muslim population 
because it would threaten his regime’s hold on power. Second, to increase Iraqi 
oil exports, he wanted to seize oil-rich lands in Iran’s Khuzestan Province and 
establish Iraqi sovereignty over both sides of the Shatt al-Arab Waterway. 
Hussein did avert the spillover of the Iranian Revolution into Iraq, but the pre-
war boundaries for Iran’s Khuzestan Province and control of the Shatt al-Arab 
Waterway did not change.  
 
See Box 6.3 for a Critical Belief Analysis (agency analysis) of the likely start of 
the Iran-Iraq War. Combined, Boxes 6.3 and 7.1 provide agency and structural 
analyses of the start of the Iran-Iraq War—each providing its own unique 
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insights. This highlights the needs to address both agency and structure in 
security analysis projects. 
 

 

Agency Models 
 
As highlighted above, security analysis projects often require a combination of 
basic, geospatial, temporal, process, structural causal, and agency models. Agency 
models are created after psychobiographies and assumption analyses are 
completed (Chapter 6). Agency models assist in explaining a decision or behavior. 
By allowing development and rank ordering of alternative decisions or behaviors, 
agency models also are useful for predictive analysis. Beyond the Chapter 6 
points-of-view, assumptions and Critical Belief Analysis techniques, there are a 
number of additional agency modeling techniques useful in security analysis. This 
section looks closer at some of the most-used modeling techniques including 
Rational Choice Theory, Decision Theory, and Game Theory. These techniques are 
supported by efforts to determine alternatives (Chapter 8) and sometimes assist 
with and often provide interpretation and inference analyses (Chapter 9) that 
result in analytic findings. 

 
Rational choice theory. This theory is a powerful analytic tool that is 

considered a formal agency modeling method because of its ability to 
systematically capture complex behaviors. Rational Choice Theory is used to 
develop new theory by uncovering the causal mechanisms associated with certain 
human behaviors. It also is used as an analytic framework in case studies to 
explain and/or predict human decisions and behaviors. Rational choice analyses 
include not only the points of view and assumptions of the target decision 
maker(s), but also the points of view and assumptions that analysts themselves 
make in explaining or predicting social behavior—something few other theoretical 
approaches can claim. Rational Choice Theory is grounded in several general 
assumptions:29 
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1. Agents (i.e., decision makers) are purposive, goal-oriented, utility-
maximizers. Utility entails the benefits the agent expects to receive from 
the situation and often is measured in financial gains or losses; it also can 
include other items the agent values such as territory, property, reputation, 
trust, security, love, lives saved or lost, jail term lengths, probabilities of 
success, and any other item of value to the agents. When utility cannot be 
measured quantitatively, it may be measured relatively on an ordinal scale; 
for example, ranging from 1 (worst) to 4 (best), 0 (worst) to 100 (best), or 
by nominal letter designations. Agents may be a single decision maker or a 
group of decision makers who work in unison. 
2. Agents have a set of hierarchically ordered preferences, for which 
utilities can be assigned. 
3. An agent’s ordered preferences are complete (i.e., they include all likely 
alternative behaviors) and also transitive (i.e., if A > B > C, then A > C, when 
B is eliminated). 
4. In choosing among preferences, agents make rational calculations based 
on their ordered preferences, information levels, and levels of risk aversion. 
The agent will not always pick the preference with the highest utility if the 
associated risks (costs and consequences) for that preference are above 
their level of risk acceptance. The decision maker continually assesses 
costs, benefits, and consequences of making a decision. 
 
Using the above assumptions, a multitude of Rational Choice analyses, 

including formal strategic games, may be devised to develop theory and to 
explain and/or predict human decisions or behaviors. In the past, security analysts 
often resisted employing Rational Choice Theory as they argued it is too 
academic. However, without realizing it, most security analysts have been using 
the assumptions and other tenets of Rational Choice Theory for years. For 
example, Rational Choice Theory’s general assumptions are the foundation for a 



276 
 

number of other theories for agency analysis discussed in this section, including 
Prospect Theory, Decision Theory, and Game Theory. 

Rational Choice Theory offers several types of rationalities: 
 
1. Value-based rationality—when the agent’s actions (decisions or 

behaviors) are based only on the agent’s beliefs, morals, or values, 
without regard for the consequences. 

2. Traditional rationality—when the agent’s actions are based on 
traditional behaviors without any considerations of why the actions took 
place or their consequences. 

3. Instrumental rationality—when the agent’s actions are based on 
achieving a goal or objective, and the agent is concerned with the 
consequences of the behavior—this is where Rational Choice Theory 
and its related theories are used. 

 
In Rational Choice Theory analyses, there are two important considerations 

the analyst should assess:  (1) information levels and (2) risk levels. Information 
levels consider whether the agent has full information on the decision situation. 
Security leaders frequently make decisions in situations of uncertainty or where 
information is incomplete. In the Box 2.1 Cuban Missile Crisis analysis, it was 
shown how President Kennedy expanded the information search after his first day 
of meetings with the ExCom. Still, the U.S. did not know about the Soviet nuclear-
capable, short-range bombers and tactical nuclear weapons already in Cuba. At 
the same time, Soviet Premier Khrushchev was making decisions without having 
full knowledge of the situation. Information levels may be assessed as: 

 
1. Complete—when the agent has full information on all relevant functions 
(utilities, preferences, etc.). 
2. Incomplete—when one or more information items are not known, 
normal in security decision making. 



277 
 

3. Perfect—when the agent has complete information, plus knowledge of 
what has happened in the past up to the decision point; this is seldom the 
case in security decision making. 
4. Imperfect—when someone (i.e., the opposing player) has done 
something or has some capability the agent does not know about, which is 
a form of deception. 
 
Risk levels are connected to an agent’s tendency toward risk acceptance or 

risk aversion. As can be imagined, different decision makers take different 
approaches to risk. Prospect Theory (discussed more below) explains how many 
decision makers assess risk in an asymmetric manner, with some tending to give 
more credence to potential loss over potential gain. For example, before 
approving a 1954 U.S. covert operation to overthrow the government of 
Guatemala, President Eisenhower asked his CIA Director Allen Dulles the chances 
for the operation’s success. Dulles’s reply:  “about 20 percent.” Eisenhower 
thanked Dulles for being straight with him, and approved the covert operation. 
Before becoming President, Eisenhower was the Allied Supreme Commander 
responsible for planning and directing World War II invasions and campaigns in 
North Africa and Europe, where tens of thousands of U.S. and Allied soldiers died. 
He was by nature loss and risk acceptant. The Guatemala covert operation was a 
success.30 Decision-making risk levels may be assessed with: 

 
1. Certainty—when the agent knows what will happen. 
2. Risk— when there is a good probability the agent knows what will 
happen. 
3. Uncertainty— when there is a good probability the agent does not know 
what will happen.  
 
Rational Choice Theory models are characterized as either parametric or 

strategic. A parametric model assumes knowledge of certain parameters and 
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distributions. This model is used widely in economic analysis and is based largely 
in Decision Theory (discussed in more detail below). Parametric models are 
anchored in general Rational Choice Theory assumptions and include additional 
tenets that: 

 
1. The outside world is a static-given; i.e., markets, institutions, structures, 
etc., already exist. (Note: Markets do not work without existing public 
goods such as infrastructure, property rights, contracts, etc.)  
2. Agents normally consider information levels are complete, but may also 
consider decision making under certainty, risk, or uncertainty levels. 
3. Usually deal with one agent, simple cost-benefit analyses, and short-term 
analyses. 

 
Strategic models look at one or more agents’ short- or long-term goals and 

the means to achieve them. They are used widely in the non-economic social 
sciences, in particular in political science, and are based largely in Game Theory 
(discussed in more detail below). Strategic models usually capture the 
interactions of two or more agents. These models are anchored in general 
Rational Choice Theory assumptions and include the following tenets: 

 
1. Agents look to maximize behavior (or utility) in context of 
interdependence; that is, interactions with and restraints resulting from 
other agents (actors, players). 
2. Agent beliefs may be more important than their preferences. 
3. Agents deal largely with strategic uncertainty. 
4. Models tend to explain agent action or decisions by revealing causal 
mechanisms in a situation. 
5. Models often involve more than one agent participating in either 
competitive or non-competitive games. 
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To conduct Rational Choice Theory strategic analyses, the analyst must be 
able to model three key items: 

 
1. The numbers and identities of agents involved and their utility functions. 
2. The interactions of competing agents, their information structures, and 
risk tendencies. 
3. Estimates of likely outcomes, consequences, or equilibriums. An 
equilibrium is an outcome that is stable and where no player has incentive 
to take some other action. 

 Note:  The analyst need only develop item number 1 above for parametric 
 analyses.  
 

Analysts often conduct basic Rational Choice Theory analyses when the 
situation does not fit the conditions for more complex theories such as Decision 
Theory or Game Theory, both discussed below. Basic Rational Choice Theory 
analyses took the form of a critical-thinking framework even before the 
emergence of more recent critical-thinking interest. Using a simple list-modeling 
technique, a basic Rational Choice Theory analysis can be quite powerful. There 
are five general, sequential steps used in conducting a basic Rational Choice 
Theory analysis:  

 
Step 1:  Identify the specific research question(s) (Chapter 4), determine the 
agents involved, and determine the decisions, decision implementations, or 
other behaviors the specific research question(s) seek.  
Step 2:  Identify the agents’ goals or objectives in the situation. Perform an 
information search (Chapter 5) and points-of-view and assumptions 
analysis (Chapter 6) to determine how the agents perceive the situation. 
Estimate the agent’s utility functions. 
Step 3:  Provide a complete range of alternative preferences (preferred 
decisions or actions) agents may consider to reach their goals or objectives 
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(Chapter 8). Preferences should be included if there is any likelihood the 
agents may consideration them.  
Step 4:  Determine the likely successes, outcomes, and consequences 
(intended and unintended) for each preference (Chapters 9 and 10). 
Consider the agents’ information levels and risk aversions as part of this 
step.  
Step 5:  Using analytic techniques described in Chapter 9, identify the most 
likely preference(s) the agent will select. Rank order the preferences 
(highest to lowest). For a basic Rational Choice Theory analysis, a simple 
ordinal ranking of the agents’ preferences (1, 2, 3, etc.) is sufficient. 
Rational Choice Theory does not assume the agents will select the highest-
ranked preference; thus, the analyst may find there are two or more 
potential agent courses of action. This is where considering the agents’ 
information levels, risk aversion, and the action’s consequences is so 
important. See Chapter 10 for additional Warning Analysis techniques when 
an intelligence analyst has to consider several potential agent courses of 
action. 
 

 Rational Choice Theory has received significant criticism over the decades. 
The most cogent of these criticisms come from the work of cognitive psychologist 
Daniel Kahneman and his colleague Amos Tversky. In 1979, they developed 
Prospect Theory, which highlighted how agents often do not make strictly cost-
benefit decisions due in part to the agent’s loss-aversion tendencies. Loss 
aversion is the condition where an agent values avoidance of losses more than 
gains of similar amounts. For example, an agent may assess a $100 potential loss 
as equivalent to a $200 potential gain. In his later works, Kahneman highlighted 
how rationality is side-tracked as agents will employ one or more heuristics (or 
cognitive biases) to reach a decision (Chapter 2 and Appendix II). For a 
combination of his work on Prospect Theory and decision-making heuristics, in 
2002 Kahneman was awarded the Nobel Prize in Economics. His and Tversky’s 
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work called into question Economic Man Theory (Homo Economicus), the bedrock 
of neo-classical economic theory, which assumed agents made purely rational 
decisions to maximize their utilities. Their work questioned the validity and 
effectiveness of Rational Choice Theory parametric models. 
 This brings to mind the idiom of “do not throw the baby out with the 
bathwater.” In other words, all Rational Choice Theory should not be discarded 
based on Kahneman and Tversky’s research. They did not address Rational Choice 
Theory strategic models. The purpose of any modeling is to allow insights in the 
description, explanation, and prediction of decisions, behaviors, or conditions, 
which Kahneman and Tversky did not disprove for strategic models. Rational 
Choice Theory strategic models include consideration of points of views, 
assumptions, and beliefs, in addition to assessing how agent’s beliefs may be 
more important in a decision situation than their actual preferences. Kahneman 
and Tversky’s work is addressed as part of the cognition and reasoning filters in 
the Figure 6.1 decision-maker mental model. While recognizing the power of 
Kahneman and Tversky’s work, Rational Choice Theory strategic models 
systematically capture complex behaviors, in particular multi-agent interactions; 
they also assist in uncovering causal mechanisms in strategic situations. Rather 
than avoid Rational Choice Theory models, it is wise when employing them to 
keep Kahneman and Tversky’s work in mind. 
 Finally, do not confuse Rational Choice Theory analyses as being based on 
the need for the agent to be “rational,” as defined by traditional Western ethics 
and values. Rational Choice analysis simply offers that an agent has goals and 
objectives and can develop a prioritized list of preferences or courses of action to 
achieve those goals and objectives. For example, under the tenets of Rational 
Choice Theory, Saddam Hussein could be considered rational in ordering the 1980 
start of the Iran-Iraq War (see Boxes 6.3 and 7.1), even though his decision for 
war ended with approximately 1.5 million soldier and civilian deaths. Indeed, 
Hussein had goals to prevent the spread of the Iranian Revolution to the Iraqi 
majority Shia Muslim population and to gain oil-rich lands from Iran. His 
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preference to reach his goals was to go to war with Iran. Few would call Hussein’s 
actions rational, as they did not coincide with international “just-war” doctrine. In 
addition, he also violated the ethics and values of Western nations. His actions 
were further condemned after he deployed chemical warfare agents against the 
Iranian people, as well as some Iraqis, during the war. Still, the analysis of 
Hussein’s behavior fits into the Rational Choice Theory framework as he had goals 
and objectives and developed preferences (a plan of action) to achieve them.  

 

Decision Theory Models. Explaining and predicting agent choices in 
conditions of uncertainty is the focus of the Rational Choice Theory-related field 
of Decision Theory. Normative Decision Theory is used to explain and predict as it 
analyzes the outcomes of decisions and highlights optimal decisions. Its models 
include a number of mathematical, statistical, and matrix techniques. Descriptive 
Decision Theory determines the process of how agents actually make decisions. In 
this section, two Normative Decision Theory techniques are discussed from the 
sub-fields of Utility Theory and Decision Trees. 

 
Utility Theory. In his book The Thinker’s Toolkit, retired CIA analyst Morgan 

D. Jones describes the essence of utility: 
 
…[It] is the benefit that someone received, is receiving, or expects to 
receive from some situation. It is what that person has gained, is gaining, or 
expects to gain. It is the reason why that person has taken, is taking, or will 
take certain action. Utility is the profit, the prize, the dividend, the trophy, 
the advantage, the motive, the goal, the objective, the hope….31 
 
Utility Theory analyses focus on the calculation of expected values, which 

can be used to rank order a set of decision options. An expected value is a 
combination of a utility value for each decision option and the probability that a 
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decision option will result in a prescribed outcome. The steps of a Utility Theory 
analysis include:32 

 
Step 1: Identify whose perspectives are being analyzed. 
Step 2: Identify the options, alternative decisions, or courses of action as 
well as potential outcomes for each perspective. 
Step 3: Construct a utility tree (see below) or a utility matrix (preferred). 
Step 4: Assign utility values for each option-outcome combination. Ask the 
Utility Question: If this option is selected and this outcome occurs, what is 
the utility from the perspective of …? Utilities usually are measured in 
dollars or other quantitative measures, if available. If the utility cannot be 
quantified, relative values can be based on a scale of 0 to 100. When 
relative values are assigned, at least one option-outcome must have a 
relative value of 100. This is usually the agent’s most desired option-
outcome and allows a relative comparison of other options-outcomes. 
Step 5: Assign a probability to each outcome. Ask the Probability Question: 
If this option is selected, what is the probability this outcome will occur? 
Probabilities are based on values of 0 to 1.0 and can be calculated or 
estimated by the analyst. The probabilities for all outcomes for a single 
option must add to 1.0. 
Step 6: Calculate the expected values by multiplying each utility by its 
probability and then adding the expected values for each option to obtain a 
total expected value for that option (see Box 7.2). 
Step 7: Determine the ranking of each alternative option, decision, or 
course of action.   
 

 The Box 7.2 utility analysis matrix example provides a better understanding 
of this technique. This example refers to the options and outcomes in Box 2.1 on 
Cuban Missile Crisis U.S. decision making from the perspective of President 
Kennedy. 
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 Utility Theory analyses are flexible. The analysis below also should undergo 
a sensitivity analysis; that is a technique where adjustments (changes) are made 
to the estimated relative utility values and estimated probabilities based on 
alternative assumptions or different data and the total expected values 
recalculated. This allows the analyst to determine how robust the initial results 
are under different assumptions or estimates. 
 
Box 7.2 Utility Analysis Example: Kennedy’s Cuban Missile Crisis Decision 
 
During the Cuban Missile Crisis, President John F. Kennedy was presented a 
number of options to resolve the crisis. His goal:  To have the Soviet missiles in 
Cuba removed while also preventing a nuclear war between the U.S. and USSR. 
(See Box 2.1 for details of this case.) Kennedy’s decision came down to three 
main options: 
 
1. Resolve the crisis through diplomatic negotiations. 
2. Employ a naval quarantine and attempt to force the removal of the missiles 
from Cuba. 
3. Order an air strike on the Cuban missile sites, followed by a land invasion of 
Cuba. 
 
Placing Kennedy’s decision in a utility matrix results in the below: 
 
                                                               Outcomes 
Perspective: 
Kennedy 
Options: 

Missiles Not 
Removed & 

No War 

 
 

Nuclear War 

Missiles 
Removed & 

No War 

Total 
Expected 

Value 

 
Relative 

Rank 
Diplomatic 
Negotiations 

50 (utility) X .5 
(probability) =  
25 

 
 
10  X .1 = 1 

 
 
100 X .4 = 40 

 
 

66 

 
 
1 

Naval 
Quarantine 

 
30 X .2 = 6 

 
10 X .2 = 2 

 
80 X .6 = 48 

 
56 

 
2 

Air Strike-
Invasion 

 
10 x .1 = 1 

 
10 X .8 = 8 

 
10 X .1 = 1 

 
10 

 
3 
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In the above utility matrix, Kennedy’s desired option-outcome was to use 
diplomatic negotiations to convince the Soviets to remove the missiles in Cuba 
and avoid a nuclear war. This option-outcome capturing Kennedy’s desires is 
assigned the relative utility value of 100. Nuclear war was Kennedy’s least-
desired outcome, but he did not completely discount this outcome. Outcomes 
of nuclear war are assigned a low-relative utility value of 10, as though not 
desired, nuclear war still was possible. This analysis assumes that any attack on 
Cuba would likely result in a nuclear war. It also assumes there was a small 
probability the Soviets would decide that maintaining missiles in Cuba was not 
worth a destructive nuclear war. Other option-outcome alternatives are 
provided relative utility values based on the analysts’ subjective estimates of 
Kennedy’s desires. Since the relative utilities are ordinal values, the analyst 
cannot assume the 100 relative-utility value is 10 times more than the 10 
relative-utility values for war. The probabilities above are analyst estimates of 
the likelihood of an outcome based on the option selected. The probabilities for 
each option add to 1.0. 
 
In the above matrix analysis, an expected value for each option-outcome is 
generated by multiplying the relative utility value by the assigned probabilities 
for each option-outcome. By adding the expected values for each option, the 
total expected value of the option is calculated and allows the relative ranking 
of the decision options. 
 
As shown in Box 2.1, President Kennedy selected both diplomatic negotiations 
and naval quarantine, which are consistent with the total expected values for 
these options above. Concurrently, he made it clear to the Soviets that the air 
strike-invasion option was in preparation if the diplomatic negotiations and 
naval quarantine were not successful. So, the analysts should next conduct a 
sensitivity analysis and assign adjusted estimated relative-utility values and 
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estimated probabilities to the above utility matrix to determine if the initial 
results are robust under other assumptions and estimates. 
 
Clearly, the above matrix analysis is an abstract model created well after the 
actual crisis and offers an explanation for how and why Kennedy made his 
decisions. The primary causal mechanism highlighted in this analysis captures 
how avoiding the possibility of a nuclear war was a major factor in Kennedy’s 
decisions, but the nuclear war option was not totally discounted in his 
deliberations. 
 

 

Advanced utility analysis allows the inclusion of multiple goals, multiple 
options, and multiple players. Box 7.2 displays a utility matrix analysis for one 
agent (Kennedy) and for one goal or objective (a combination of removing the 
missiles and avoiding war). Utility analyses are flexible and may be used for an 
agent with multiple goals or one who defines their goals differently in the same 
situation. For example, the Box 7.2 goals could have been separated into 
individual goals of (1) removing the missiles and (2) avoiding war. A third goal also 
could be included of protecting West Berlin from Soviet invasion. When an agent 
has more than one goal or objective, an individual utility matrix analysis is 
prepared for each goal or objective. These matrixes can then be merged to reveal 
the expected values for several goals and allow an even more-rigorous analysis of 
one agent’s decision options. At times, there also may be two competing agents 
(i.e., Kennedy and Khrushchev). In this situation, a utility matrix analysis can be 
performed on each agent and each of their goals, then merged into one matrix 
analysis table. Jones’s The Thinkers Toolkit provides excellent descriptions of both 
basic utility analyses (one agent, one goal) and advanced utility analysis (multiple 
agents, multiple goals). 
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Decision Trees. These are models that graphically depict the choices and 
outcomes at different points in alternative sequences or chains of events. They 
are called “trees,” but may be displayed in tree, flowchart, matrix, or other 
graphical formats. An events tree generates a descriptive diagram of a sequence 
of events. A decision tree depicts a similar sequence of events with additional 
information to inform or explain decisions. Probability trees are used widely in 
decision making because they allow the analyst to apply probabilities to the 
sequence of events diagrammed in events trees or decision trees.  

When building an events tree or decision tree, the analyst should ensure 
the scenario events/decisions are mutually exclusive, meaning the 
events/decisions cannot overlap. They also must ensure the events/decisions are 
collectively exhaustive, meaning they include every potential event or decision in 
the scenario. Events trees and decision trees allow a structured, systematic 
analysis that reveal the following:33 

 
• Dissection of a scenario into its sequential events.  

• Cause-and-effect linkages, indicating which decisions or events    
 preceded and followed others. 
• Which decisions or events are dependent on others. 
• Which linkages are strongest and weakest. 
• Visual comparison of how one scenario differs from another. 
• Range of alternatives that might otherwise remain hidden. 
 
Figure 7.17 is a decision tree in flowchart format of the war decisions made 

by the Germans from 1914-1917. In June 1914, Archduke Ferdinand of Austria-
Hungary was assassinated by a Bosnian-Serb nationalist. In July 1914, Austria-
Hungary declared war on Serbia. Germany’s first decision was whether to join the 
war on the side of Austria-Hungary, in accordance with an existing mutual-
defense treaty, which it did. Russia joined the war on the side of Serbia also in 
accordance with a mutual-defense treaty. Germany’s next decision was whether 
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to declare war on Russia, which they did, activating a mutual-defense treaty 
between Russia, Great Britain, and France. The United States joined the war in 
April 1917 after the Germans conducted unrestricted submarine warfare in the 
Atlantic and attacked several U.S.-flagged ships. Figure 7.17 depicts that the 
German decision to declare war on Russia was the key factor in the expansion of 
the conflict into World War I from what started as a regional war between 
Austria-Hungary and Serbia. The war resulted in 20 million deaths: nine million 
military, 11 million civilians, plus another 20 million wounded. World War I 
highlighted the dangers of unbalanced mutual-defense treaties that pull states 
into unwanted conflicts.  

    

 

Probability trees are used when the analyst must rely on estimates and not 
facts. Figure 7.17 is based on historical facts. When Germany was making its war 
decisions, its leaders would have been relying on well-known outcomes of those 
decisions. Germany’s leadership knew with some certainty that declaring war on 
Russia would result in Great Britain and France joining the war. If the Germans 
had not known other states’ likely actions, a probability-tree analysis would have 
been needed. 
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Probability trees must meet the same basic parameters of event and 
decision trees. To employ probability trees, security analysts should understand 
the basics of Probability Theory. In general, people often are not comfortable 
with probabilities. This is especially true when faced with estimating probabilities 
involving two or more events. In some situations, probabilities can be computed 
easily. For example, in a full deck of 52 cards there is one Ace of Hearts, so a 
person can calculate the probability of drawing an Ace of Hearts from a full deck 
of cards is 1 in 52 or .019 (1.9%). Probabilities are used widely in security analysis, 
including with sampling theory (Chapter 3), probability trees, statistical analyses, 
warning intelligence analysis (Chapter 10), and for estimating likelihood and 
confidence levels in analytic findings (Chapter 11). Box 7.3 provides an example of 
a probability tree and includes additional information on Probability Theory. 
 
Box 7.3 Probability-Tree Example: Hypothetical Hostage Rescue 
 

Terrorists kidnap 50 civilians. The commander of a special operations unit asks 
the unit’s intelligence officer to calculate the probability of whether all the 
kidnapped hostages will die if a rescue mission is mounted. The intelligence 
officer starts with constructing a probability tree considering the following: 
 
1. The success or failure of the special operations team to reach the terrorist 
location. 
2. An attempt by the terrorists (yes or no) to booby-trap the kidnapped 
hostages with explosives. 
3. The likely death of the kidnapped hostages (ranging from all to none) due to 
engagements between the terrorists and special operations team during a 
rescue mission. 

Referring to historical frequency-and-experience data of previous hostage 
rescue missions, there is a .9 probability of the team reaching the terrorist 
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location, and a .3 probability the kidnapped hostages will be booby-trapped 
with explosives. If the kidnapped hostages are booby-trapped, there is a .4 
probability all hostages will die during the rescue mission, a .4 probability some 
will die, and a .2 probability none will die. If the kidnapped hostages are not 
booby-trapped, there is a .2 probability all hostages will die, a .2 probability 
some will die, and a .6 probability none will die. 
 
The probability tree is constructed as follows: 
 

 
 

This hostage rescue analysis requires computations of probabilities associated 
with a complex situation involving multiple outcomes. If the rescue mission is 
launched, there are only two outcomes:  either (1) the rescuers locate the 
hostages, or (2) the rescuers do not locate the hostages, ending the rescue 
mission. Locating the hostages (event A) or not locating the hostages (event B) 
are two disjointed or mutually exclusive events.  Event A and event B are also 
collectively exhaustive since they are the only possible events associated with 
locating the hostages once the mission is launched. The probability of event A 
added to the probability of event B must equal 1.0. As depicted above, the 
analyst estimates there is a 0.9 probability of locating the hostages (event A) 
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and; therefore, there is a 0.1 probability the hostages will not be located (event 
B).     
 
Keep in mind in the example above that the commander wants to know the 
probability of whether all of the hostages will die if a rescue mission is 
attempted. With this objective in mind, the analyst is interested mainly in 
branches of the probability tree emanating from the “locate hostages” node. 
Now, suppose that once they are located, the analyst estimates the 
probabilities as to whether the hostages will be booby-trapped or not. These 
two possibilities are also mutually exclusive and collectively exhaustive. 
Frequency-and-experience data reveals a probability the hostages will be 
booby-trapped is .3, and thus the probability of not being booby trapped must 
equal 0.7. The analyst further determines that there are three mutually 
exclusive outcomes that can occur in an engagement between the terrorists 
and special operations personnel: (1) all of the hostages will die, (2) some of the 
hostages will die, or (3) none of the hostages will die.  As depicted above, the 
analyst has estimated the conditional probability all hostages will die given they 
are booby-trapped (.4) is twice as likely as the conditional probability all 
hostages will die given they are not booby-trapped (.2).  Analysts are frequently 
called upon to work with such conditional probabilities, defined as: 𝑃𝑃(𝐴𝐴|𝐵𝐵) =
P(A ∩ B).  That is, the probability of A given B is equal to the probability of A and 
P(B)

B divided by the probability of B.  
 
Since the commander in the hypothetical example is interested in knowing the 
probability of whether all the kidnapped hostages will die as a result of a rescue 
mission, the analyst must consider all possibilities that might lead to the deaths 
of all hostages once they are found.  The probability decision tree above makes 
it easy to see the computations required.  Once the hostages are found, there 
are only two ways all of the hostages will die: (1) they are booby-trapped and 
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they all die, or (2) they are not booby-trapped and they all die.  Clearly, both of 
these situations are joint events. To compute the probabilities of these joint 
events, one must return to the definition of conditional probability. From that 
definition, it is apparent that 𝑃𝑃(𝐴𝐴 ∩ 𝐵𝐵) = 𝑃𝑃(𝐴𝐴|𝐵𝐵)𝑃𝑃(𝐵𝐵).  Thus, to find the 
probability that the hostages are booby-trapped and they will all die is equal to 
the conditional probability all hostages will die given they are booby-trapped 
multiplied by the probability the hostages are booby-trapped; which yields 
(.4)(.3) = .12. Likewise, the probability the hostages are not booby-trapped and 
they will all die is equal to the conditional probability all hostages will die, given 
they are not booby-trapped multiplied by the probability the hostages are not 
booby-trapped: (.2)(.7) = .14. Thus, the probability that all hostages die, given 
their rescue in undertaken, is equal to .12 + .14 = .26. (This calculation is not 
separately depicted on above probability decision tree.) 
 
Because the commander is interested in knowing the probability that all the 
kidnapped hostages will die as a result of a rescue mission, the analyst must 
compute the probability that all hostages will die and the rescue mission is 
undertaken. Again, conditional probability must be employed.  Since 
𝑃𝑃(𝐴𝐴 ∩ 𝐵𝐵) = 𝑃𝑃(𝐴𝐴|𝐵𝐵)𝑃𝑃(𝐵𝐵), it follows that P (all hostages will die if the rescue 
mission is undertaken =.26) multiplied by the probability the rescue mission 
team locates the hostages (.9).  In this scenario, the probability that all hostages 
will die if a rescue mission is undertaken equals (.26)(.9) = .234. 
 
The probability tree above allows for an organized and clear picture of the 
computations required to answer the commander’s question in this scenario. It 
depicts how probabilities for mutually exclusive events are added and 
conditional probabilities multiplied to reach the results. The probability-tree 
analysis reveals a .234 probability that, if a rescue mission is mounted, it would 
result in the death of all hostages. There is; however, also a .234 probability 
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that only some (not all) of the hostages will die, and a .432 probability none of 
the hostages will die in an attempted rescue mission.  
 
In conclusion, the intelligence officer finds that historical frequency-and-
experience data reveals when no hostage rescue mission is mounted, in .30 
(30%) of the cases all hostages die. Should the intelligence officer recommend 
the commander order the hostage rescue mission? This is where information 
levels and risk levels should both be considered. 
 

 
 Bayesian analysis. When working with probability trees or otherwise 
dealing with estimates or probabilities that may change, Bayesian analysis 
addresses conditional probabilities and allows probabilities to be updated when 
new information becomes available. This analysis employs Bayes’ Theorem, 
named for its creator English theologian, philosopher, and mathematician Thomas 
Bayes (c. 1701-1761).  

Bayesian analysis is the technique used by casino card counters playing 
Blackjack (21), who know there are only four cards of each value in a single full 
deck of playing cards. The card counters keep track of how many low cards (3s to 
6s) and high cards (9s to Aces) have been played and thus can estimate how many 
low or high cards are left in the deck. The card counters then use this updated 
information to revise the probabilities a low or high card will be drawn next. Card 
counters determine their playing and betting strategies based on the revised 
probabilities. The card counters do not have a calculator in their head to exactly 
calculate the revised probabilities based on Bayes’ Theorem, but they do gain an 
estimative or intuitive sense of how to place their bets with updated information 
gained from the card-counting. Card counters do not always win; but, by 
employing this intuitive sense of Bayes’ Theorem, they greatly increase their 
probability of winning. Experienced card counters can even be successful when 



294 
 

multiple decks of cards are used in Blackjack. When identified, card counters 
usually are ejected from casinos or banned from Internet gambling sites.34  

While the philosophical foundations of Bayes’ Theorem are quite powerful, 
the mathematics are quite simple: it only requires addition, subtraction, 
multiplication, and division.35 In its basic form, Bayes’ Theorem is an algebraic 
expression with three known variables that is solved to determine one unknown 
variable. The known variables include an estimated prior probability (x), a new 
condition treated as true (y), and a new condition treated as false (z).  The new 
condition treated as true (y) may include new events, new information, or other 
conditions that require a revision of the prior probability. The new condition 
treated as false (z) compensates for when the probability of the new condition 
treated as true (y) is in fact false, such as when the new true condition does not 
occur. Bayes’ Theorem is employed to determine a revised (or posterior) 
probability for the situation under study using the following algebraic expression: 

              xy 

    xy + z (1-x)     

 

Box 7.4 demonstrates the use of Bayes’ Theorem in a security analysis 
situation, in this case a continuation of the hypothetical hostage rescue analysis in 
Box 7.3. 

 
Box 7.4 Bayesian Analysis Example: Hypothetical Hostage Rescue 
 
Before the decision to mount the hostage rescue mission in Box 7.3 is made, the 
terrorists notify authorities that, if a rescue is attempted, they will kill all the 
hostages. Bayesian analysis can be utilized to explore how this “new” 
information impacts the decision to mount a hostage rescue mission.   
 
From Box 7.3, the prior probability (x) was estimated and revealed that, if a 
rescue mission is mounted, all hostages likely will die equals a probability of 

= Posterior Probability 
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.234 (23.4%). If the new condition (terrorist threat) is true (y); that is, if a rescue 
mission is mounted, all hostages will likely die equals 1.0 (100%--assuming the 
terrorists are to be believed). The fact of no hostage rescue being mounted 
becomes the false condition (z), where historical frequency-and-experience 
data reveals if a hostage rescue mission is not mounted, there is a .30 (30%) 
probability all the hostages likely will die anyway.  
 

Prior 36 
Probabi

Probability
lity if a hostage rescue mission is mounted:  all x .234 

hostages likely will die (from Box 7.3).  
New Conditions 
Probability if a hostage rescue mission is mounted:  all y 1.0 
hostages likely will die (true condition from terrorist threat). 
Probability if no hostage rescue mission is mounted:  all z .30 
hostages likely will die anyway (false condition from 
frequency-and-experience data). 
Posterior Probability 
Revised probability if a hostage rescue mission is mounted:  all xy .539 
hostages likely will die.                           xy + z(1-x) 

 
Note: In this example, 1-x equals .666 and not 1-.234 = .766. The reason for this 
difference is that in the Box 7.3 probability tree results, if a rescue mission is 
mounted, the probability that not all, but some, hostages will die is .234; and 
the probability no hostages will die is .432 (.234 + .432 = .666). The other .1 
probability in this scenario is accounted for if the rescue mission is mounted, 
and the hostages are not located. The false condition z (.30) accounts for 
outcomes if either a rescue mission is not mounted or one is mounted and the 
hostages are not located. 
 
The above results indicate that, if a hostage rescue mission is mounted, the 
posterior probability all hostages will likely die is .539 (53.9%), a significant 
increase over the prior probability of .234 (23.4%) in Box 7.3. Should this change 
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the original recommendation to the commander on approval of the hostage 
rescue mission? 
 

 

Game theory models. Strategic situations where the outcomes result from 
the interactions and decisions of two or more agents is the province of Game 
Theory. Models generated by this theory capture how individual agents’ decisions 
are interrelated, including how one agent’s decisions or behaviors depend on 
other agents’ decisions. Game Theory models are used widely in political science, 
economics, and other social sciences. This technique generates abstract models 
(or games), which may not be accurate depictions of the real world, but do 
provide insights into multi-agent decisions and behaviors modeled. Game Theory 
models are created in two forms: extensive form and strategic form. An 
extensive-form game (depicted in trees or flowcharts) details each agent’s (or 
player’s) choices, the order and consequences of their choices, how they evaluate 
those consequences, and what they know when they make a decision. Extensive-
form games can be reduced to strategic-form games (depicted in matrix models), 
which add the players’ corresponding game-playing strategies and visually depict 
the interdependent structure of the game. This section will focus on strategic-
form games.  

Strategic-form games have a common set of components. In these games, 
two or more players may have similar or different goals or objectives from which 
they develop similar or different strategies to achieve outcomes as they play the 
game against other players. In accordance with the assumptions of Rational 
Choice Theory, each player develops utilities for particular outcomes that are 
called payoffs. Typically, all players are assumed to know other players’ payoffs. 
Uncertainty is injected into a game by what is known as information sets as to 
whether the game is played under perfect information, complete information, or 
incomplete information. Games may be single-play or iterated (multiple-play). 
Games may be cooperative, where players can communicate and make 
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agreements, or they can be non-cooperative, where players usually do not 
communicate and do not make agreements. Analysts look for equilibriums in 
strategic-form games; that is, where payoffs identify the best results for both 
players.37 Equilibriums assist in determining the most likely outcomes of a game. 

 
Prisoner’s dilemma (single play). Figure 7.18 provides an example of a 

common game used in security analysis known as Prisoner’s Dilemma. Those who 
have watched police/detective movies or television shows will recognize the 
concept of when two suspects for a crime are placed in separate interrogation 
rooms. The police know they do not have enough evidence to convict both 
suspects of the crime, so they need one or both to confess to the crime. Each 
suspect is told if they confess and blame the crime on their fellow suspect, they 
will receive a reduced sentence or possibly be set free, while the police will 
“throw the book” at their fellow suspect. Prisoner’s Dilemma is a two-player game 
with each player having the same two strategies: defect (confess) or cooperate 
(stay silent).38 It is a single-play, non-cooperative game as the two suspects are 
not allowed to communicate or make agreements. In the model below, if one 
suspect confesses and one stays silent, the confessing suspect is set free, and the 
silent suspect gets 10 years in jail. If both suspects confess, they both get 5 years 
in jail. If both suspects stay silent, they both get 1 year in jail on a lesser-included 
offense. The outcome of this single-play game depends on whether one or both 
players decide to select a defect strategy based on their own self-interests (to 
reduce jail time); or, if they decide to stay silent and cooperate (with the other 
player) because of strong bonds of loyalty and trust between the players. In 
Figure 7.18, the game has a dominate strategy equilibrium for both players to 
remain silent as this provides the least total years in jail for both players 
combined. A causal mechanism related to self-interest; however, may drive one 
or both players’ decisions as they confess to try and be set free.  
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Prisoner’s Dilemma may be used in any security analysis single-play 
situation with two players, where each player has the same two strategies of 
either defect or cooperate. For example, China and the United States are rivals for 
world influence. Underlying the competition for world influence are similar goals 
of increasing markets for their economic products and being influential in 
international trade and financial institutions. To obtain a competitive edge over 
the United States, China may undertake an extensive aid program for 
underdeveloped states, establish trade agreements with multiple world states, 
and maneuver to increase their stature in international trade and financial 
institutions (a defect strategy). If the United States decides to cooperate and not 
match China’s actions, it could lose world influence to China. On the other hand, if 
the United States matches China’s actions (also defects), it will generate 
competition and likely not lose U.S. relative world influence. If both states decide 
to cooperate, they might both be better off because they could advance their 
world influence by working together and possibly avoid escalating their individual 
costs. This game hinges on the causal mechanisms related to each player’s views 
of its state’s national self-interests and whether they have developed enough 
reciprocity or trust to cooperate. It is a single-play, non-cooperative game 
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because, while there are continuous interstate negotiations, each state decides 
separately on its long-term strategy. This model does not include areas of 
potential military conflict between China and the United States, such as over the 
status of Taiwan, which is better modeled as a Game of Chicken discussed below. 

 
Prisoner’s dilemma (multiple-play). Figure 7.19 details a multiple-play, 

iterated Prisoner’s Dilemma game. What makes this version of Prisoner’s 
Dilemma a totally different game is that it takes place over a longer time period 
with multiple plays (or iterations) and is a cooperative game. The game may be 
played for an unlimited number of consecutive times. The players can 
communicate and make agreements, if they desire. The payoffs for this game are 
relative and designated by nominal letters. The dominant strategy equilibrium in 
this game is when both players cooperate because the payoff for both is to be 
rewarded (R) for their decisions. The worst payoff is when both defect and are 
punished (P) for their decisions. When one player defects and the other 
cooperates, the defector’s payoff is the utility for their temptation (T) or the 
payoff from the reason leading them to defect. At the same time, when only one 
player defects, the other is played for a sucker (S). The game assumes R > (T + 
S)/2. Research reveals the long-term best outcomes for any one player is when 
both players cooperate. Research also reveals that, in an iterated Prisoner’s 
Dilemma game, a player should always apply the same strategy on their next 
move as the other player applied on their last move—meaning cooperation 
should be followed with cooperation, and defection should be followed by 
defection—this best-play strategy is named Tit-for-Tat. This game is used across 
the social sciences; but, is particularly appropriate in recurring situations of 
international trade agreements, security conflicts, or other long-term diplomatic 
negotiations.    
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 In his book The Evolution of Cooperation, U.S. political scientist Robert 
Axelrod analyzes a situation of iterated Prisoner’s Dilemma that emerged 
spontaneously in the front-line trench warfare of World War I.39 After several 
months of frontal assaults between British, French, and Allied forces and the 
opposing Germans, the war settled into a stalemate of trench warfare stretching 
for hundreds of miles across western France and Belgium. Trench warfare found 
opposing forces occupying trenches only a few hundred yards apart. An iterated 
Prisoner’s Dilemma emerged spontaneously among small units on both sides of 
the front. The causal mechanism at work was that soldiers sought to avoid being 
killed in the stalemated trench warfare. Both sides fired on the opposing side in 
ways to do no harm to enemy troops as infantry riflemen and machine gunners 
fired over the heads of the enemy at targets or into areas not near enemy troops. 
Artillery units would sometimes defect, but would also normally fire into areas 
without enemy troops. This would be followed by a similar artillery assault by the 
other side using a Tit-for-Tat strategy. No verbal agreements were made between 
opposing forces except for the sense of reciprocity created by each side’s actions. 
It did not take long for the iterated Prisoner’s Dilemma to spread along both sides 
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of the front such that entire opposing battalions were following the Tit-for-Tat 
strategy. The situation enraged the high commands on both sides of the front 
who expected aggressive action by their troops. The only way the iterated 
Prisoner’s Dilemma was broken was when both sides ordered assaults to storm 
the “no man’s land” between the opposing trenches.   
  
 Game of chicken. Another commonly used game in security analysis is a 
Game of Chicken,40 named after the 1950’s male-youth game of two players 
driving their vehicles at high speed directly toward each other to see which player 
demonstrated the most “courage” by not swerving or “chickening-out” until the 
latest moment. The term is appropriate in security analysis when two players are 
barreling headlong into a potential conflict. Figure 7.20 details the classic Game of 
Chicken that occurred during the Cuban Missile Crisis.41 In a Game of Chicken the 
two players may have different strategies. The Figure 7.20 game reveals that the 
Soviets had two strategies:  either keep the nuclear missiles in Cuba or withdraw 
them. President Kennedy and his ExCom developed their primary strategies of a 
naval quarantine or an air assault followed by a military invasion. This is a single-
play, cooperative game. As was seen in Box 2.1, diplomatic negotiations between 
the Soviets and United States took place as the situation unfolded. The payoffs for 
this game are based on a relative ordinal scale of 1 to 4, where 1 is the worst 
outcome for a player and 4 is the best outcome for a player. The equilibrium for 
this game would have been for Kennedy to order a naval quarantine and the 
Soviets to withdraw the missiles, which was the actual outcome. This equilibrium 
results in payoffs to each player of 3, which are not the best payoffs for either 
player but avoids conflict, including a possible nuclear war, with the least 
desirable payoffs. This is a compromise situation. Combining the Figure 7.20 
Game of Chicken with the Box 7.2 utility theory analysis of Kennedy’s decision 
making generates additional insights for explaining the outcomes of the Cuban 
Missile Crisis. This demonstrates how almost any security analysis situation likely 
will require multiple models to fully answer the research questions. 
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Key Concepts 
 

Agency Models 
Bayesian Analysis 
Bayes’ Theorem 
Causal Mechanisms 
Comparative Models 
Comparative Theory 
Complex Systems 
Conceptual Models 
Concepts 
Decision Theory 
Decision Trees 
Definitions 
Deterministic Models 
Dynamic Models 

Equifinality 
Event Trees 
Expected Values 
Extensive Form Games 
Flowchart Models 
Game of Chicken 
Game Theory 
Gantt Charts 
Geospatial Models 
Graphical Models 
Ishikawa (fishbone) Model 
Iterated Game 
Linear Models 
Linkage Models 
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List Models 
Matrix Models 
Meta-Analysis 
Modeling 
Network Analysis 
Nonlinear Models 
Organizational Models 
Parametric Models 
Parsimonious 
Physical Models 
Prisoner’s Dilemma Game 
Probability Theory 
Probability Trees 
Process Models 
Prospect Theory 

Rational Choice Theory 
Sensitivity Analysis 
Simulated Models 
Social Network Analysis 
Solvable Models 
Static Models 
Stochastic Models 
Strategic Form Games 
Strategic Models 
Structural Causal Models 
System Models 
Target Networks 
Temporal Models 
Time Series Analysis 
Utility Theory 

 

Discussion Points 
 

1. Using the format in Figure 7.1, construct a conceptual model defining 
“democracy.”  Are there different ways to conceptualize democracy? What are 
they? Appendix III may assist with your conceptualization of democracy. 
2. Using Figure 7.6 for guidance, model the processes you follow from the time 
you awake until you arrive at school or work each morning. Convert your model 
into an Ishikawa (fishbone) model (Figure 7.11) and determine if there are ways 
to revise your processes and reduce the time between waking and arriving at 
school or work. 
3. Assume it is the late-1980s and you are part of a U.S. joint interagency planning 
(policy) staff tasked with developing a U.S. counter-narcotics strategy targeting 
cocaine trafficking. Your intelligence colleagues are responsible for developing the 
target and threat assessments to support the strategy. Which of the modeling 



304 
 

figures in this chapter would you recommend to your intelligence colleagues? 
Your policy colleagues are responsible for developing the strategy (actions plans) 
from the target and threat analyses. Which of the modeling figures in this chapter 
would you recommend your policy colleagues create? What models are missing 
as you complete your intelligence and policy work? How would you measure 
whether your strategy was successful? 
4. Expand the analysis shown in Boxes 6.3 and 7.1 of a potential 1980 Iran-Iraq 
War by constructing a Game Theory model for a single-play game of the potential 
conflict between Iran and Iraq. Does the Game Theory model resemble a 
Prisoner’s Dilemma Game (Figure 7.18) or a Game of Chicken (Figure 7.20)? Why? 
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Chapter 8 
Alternatives

 
 
Bottom Line Up Front 
 

Effective thinking goes beyond conventional answers and solutions. To develop 
alternatives beyond the conventional requires a combination of critical and 
creative thinking. This chapter provides several systematic techniques for 
generating alternatives in security analysis. The chapter starts with discussing 
informed brainstorming. Several techniques—5Ws + 1H, 7 X 7, Red Team Analysis, 
and Storyboarding—are introduced to expand on informed brainstorming. 
Creative-thinking techniques, such as Fusion and SCAMPER, help generate 
additional ideas and alternatives that are both unique and useful. Finally, the 
CARVER technique is introduced as a tool for assessing and prioritizing a list of 
alternatives. The ability to expand alternatives for all critical-thinking elements is 
useful for most security analysis projects. 
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Role of Alternative Analysis 
 

In the broader sense, the critical-thinking alternative element touches all the 
elements in the Figure 2.5 Security Analysis Critical-Thinking Framework. Most 
analyses include alternative purposes, questions, information, points of view, 
assumptions, concepts, interpretations/inferences, and 
implications/consequences. The process of developing alternatives for the critical-
thinking elements can be empowering to the analyst. This chapter introduces a 
number of techniques to create alternatives for employment with critical 
thinking. While the alternative analysis techniques introduced are flexible and 
apply to all the elements, the focus in this chapter is on developing alternatives to 
support conceptualization/modeling (Chapter 7), interpretation/inference 
(Chapter 9), and implications/consequences (Chapter 10). Intelligence analysts 
develop alternatives concerning the potential decisions or behaviors of states or 
leaders who pose threats in addition to addressing Warning Problems (Chapter 
10). Security policy analysts develop alternatives to not only address threats, but 
also to generate programs and decision recommendations (Chapters 9 and 10).  
 Developing alternatives requires the analyst to be both systematic and 
creative. Some analysts may not feel particularly creative at generating “out-of-
the-box” alternatives, so the techniques presented in this chapter allow those 
with little confidence in their creative abilities to develop expanded lists of 
alternatives. The techniques in this chapter start with informed brainstorming, 
which is the most-used and normally default technique for generating ideas in the 
public and private sectors. The techniques for brainstorming are expanded in this 
chapter and supplemented with several widely used techniques. One of the keys 
in alternative development is for the analyst or a group of analysts to alter their 
perspectives on the situation under study. This often requires analyst(s) to place 
themselves in the role of the adversaries or targets under study. Box 2.1 discusses 
how, during the Cuban Missile Crisis, President Kennedy tried to place himself in 
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the shoes of Soviet Premier Nikita Khrushchev to better understand Khrushchev’s 
decision making. 
 There is a large literature on techniques for expanding a person’s 
imagination and creative thinking, most within the business and academic arts 
and humanities communities. In Sparks of Genius, academics Robert and Michele 
Root-Bernstein offer a historical analysis that highlights how creative thinking 
usually starts with energizing a person’s intuition.1 They describe how famous 
artists, scientists, and others, used basic intuitive techniques such as observing, 
imaging, abstracting, recognizing patterns, forming new patterns, analogizing, 
body thinking, empathizing, and dimensional thinking to engage their creative 
“right-brain” thinking. These techniques energize the thinker’s imagination. For 
example, physicist Albert Einstein employed thought experiments, such as when 
“…he pretended to be a photon moving at the speed of light [abstracting], 
imagining what he saw [imaging] and what he felt [body thinking]. Then he 
became a second photon and tried to imagine what he could experience of the 
first one.”2 Thinkers may further advance their creative thinking through more 
advanced techniques such as modeling, playing, transforming, and synthesizing. 
Several of the creative techniques in this chapter call for synthesizing two or more 
ideas to generate new ideas by using associational techniques that employ 
unrelated objects. The goal of creative thinking is to generate unique and useful 
alternatives, which then may be placed into the critical-thinking framework and 
assessed alongside more conventional alternatives. 
 Altering an analyst’s perspectives to energize alternative generation is 
often hampered by bounded rationality, which is a condition where a person 
becomes restricted in his/her thinking due to an existing mental model (Chapter 
6) resulting from a combination of a person’s education and experiences. Highly 
educated people often tend to be analytic “left-brain” thinkers who narrow the 
range of their thinking within their own professional or academic fields. Thinking 
techniques, such as those described in Sparks of Genius and in this chapter are 
designed to overcome bounded rationality by energizing imagination that leads to 
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creative “right-brain” thinking. The specific techniques in this chapter will assist 
analysts in countering bounded rationality and inserting creativity into their 
critical-thinking analyses. 
 

Informed Brainstorming 
 
While no doubt used across the ages, brainstorming was formalized in the 1950s 
by advertising executive Alex Osborn to increase the quantity and quality of 
advertising ideas.3 Informed brainstorming is one of several idea-generation 
techniques that have emerged over the past several decades. Informed 
brainstorming is often called structured brainstorming or just brainstorming. In 
security analysis, informed brainstorming simply indicates the use of systematic 
procedures by analysts who are knowledgeable about the topic being addressed. 
At a minimum, analysts should have reviewed material from the information, 
points of view, and assumptions critical-thinking elements supporting the 
generation of new ideas for the conceptualization/modeling, 
interpretation/inference, or implications/consequences elements. Informed 
brainstorming is used when a group of informed, core analysts work as a team 
with other knowledgeable outsiders on an analytic project. They generate ideas 
using a number of systematic and multi-step techniques. New ideas emerge from 
the synergy created by the interactions among group members. Analysts outside 
the core group should be included in order to insert differing perspectives into 
the analytic process. These outside analysts ideally should differ from the core 
group in educational backgrounds, cultures, technical knowledge, or mindsets, 
but should have some knowledge of the subject. The same systematic techniques 
discussed below may be employed by a single analyst, sometimes labeled lone 
storming, but the results will likely be less effective without different perspectives 
and the synergy gained through the interactions with other group members. 
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 Informed-Brainstorming Procedures. Informed brainstorming works best 
with a group of four to twelve core and outside analysts. Less than four likely 
restricts the number of different perspectives and reduces group synergy. More 
than 12 likely makes the sessions too cumbersome. Six to seven group members 
is normally ideal. Each group has a facilitator or group leader and a recorder, 
which usually are the lead analyst(s) on the project. The facilitator coordinates the 
group’s ground rules, leads the group through the systematic processes, ensures 
all group members have opportunities to participate, assists in preparing the 
group final report, and is in charge of the overall group effort. The recorder 
documents all phases of the group effort and assists in preparing the final report. 
Both the facilitator and recorder are fully engaged in the group efforts, providing 
their own perspectives and ideas in the group deliberations. The facilitator strives 
to avoid groupthink and ensures all group members participate by: 
 

• Avoiding production blocking where members lose ideas, focus on a 
narrow range of ideas, and/or censure themselves. Normally, the 
ground rules for the group call for only one person to speak at a time. 
This rule often can derail lively interchanges among group members. It is 
the facilitator’s responsibility to ensure one or two members do not take 
control of the discussions, and that all members have an opportunity to 
provide inputs. 

• Foiling evaluation apprehension where certain members are hesitant to 
offer ideas or suggestions because they feel their inputs will be 
negatively received and/or criticized. The facilitator must enforce the 
rules during the group’s deliberations.  

• Curbing free riding or social loafing where some members refuse to 
contribute to the group effort. Statements from members similar to “I 
do not care what we decide, just let me know” should not be allowed by 
the facilitator.4  
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 Informed brainstorming consists of five main phases. First, the facilitator 
and group members establish the ground rules for conducting the sessions. 
Second, preparations are completed for the sessions and a conventional-thinking 
effort conducted. Third, a creative divergent-thinking phase takes place where 
the group seeks a quantity of ideas, without worrying about their quality. Fourth, 
a convergent-thinking phase ensues in which the group takes the results of the 
divergent-thinking phase and revises the ideas into unique and useful input to the 
critical-thinking process. Finally, the group prepares a report of the brainstorming 
results.  
 

Phase one. Informed-brainstorming sessions require some ground rules as 
follows:  

 
• Do not criticize or censor a core member or outsider’s ideas no matter 

how unconventional they might sound. Instead, find out what prompted 
the ideas, as they might contain the seeds of an important connection 
between the subject and an unstated perspective.  

• Give the group plenty of time to do brainstorming correctly. It may take 
an hour or more to just to set the “ground rules” of the sessions and 
make the group comfortable. The group also must be given time to 
review the results of the information search (Chapter 5), points-of-view 
and assumptions (Chapter 6) analyses, and any other analytic working 
papers already created related to the project.  

• Other simple rules include:  (1) everyone in the group is treated as an 
equal, (2) do not enter the session with an official analytic line, (3) 
suppress negativity and do not allow judgmental phrases such as “that 
would not work,” (4) review groupthink tendencies (Chapter 6) with the 
entire group, (5) keep individual sessions to 60-90 minutes, and (6) 
record all ideas openly for easy review.5 
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Phase two. Complete preparations for the group sessions and identify 
conventional thinking on the topic as follows: 

 
• The typical informed-brainstorming session takes place in a conference 

room, classroom, or other suitable facility that can comfortably 
accommodate the group and facilitate the activities.  Although not ideal, 
sessions can be held over video links. It also is possible to brainstorm 
with techniques such as Brainwriting,6 where all inputs are in writing, or 
using the Delphi Technique,7 where anonymous group members provide 
written input to the facilitator and/or recorder. At the session’s end, the 
inputs are compiled, and feedback is sent to group members for 
reconsideration of their inputs. The Delphi Technique usually requires 
several rounds of input/feedback before a group consensus is achieved.  

• For in-person sessions, provide pens or markers, index cards, large sticky 
notes, or sheets of paper for everyone to record their ideas. Also 
provide tables, easels, whiteboards, wall space, etc., to organize and 
display the ideas. The facilitator or recorder should post the 
brainstorming purpose, research questions, goals, objectives, etc., 
where all group members can see them. These statements or questions 
will drive the brainstorming sessions. 

• Begin each session with a review of conventional thinking on the topic. 
Have the group members write down and then organize their initial 
thoughts. This input should come from the already-completed analysis 
of the topic (information search, etc.), experience of the group 
members, and ideas from similar situations or analyses. When 
developing alternative decisions or behaviors, one conventional 
alternative to consider is do nothing (i.e., maintain the status quo). 
Distribute the conventional-thinking results to all members for 
consideration. It is only after the conventional thinking is documented 
that unique ideas can begin to emerge. 
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 Phase three.  The divergent-thinking phase begins here. The goal of this 
phase is to energize “right-brain” creative thinking and produce as many ideas as 
possible without assessing their quality. Proceed as follows: 

 
• Provide the group sufficient “quiet time” to think through the 

information and conventional thinking, and then analyze and record 
their individual perspectives and ideas. Group members may use 
additional creative-thinking techniques presented in this chapter or 
from the larger literature on creative thinking. For example, some 
analysts like to use the 5Ws + 1H technique (i.e., generating questions 
using: Who, What, When, Where, Why and How), which are presented 
below to help organize and expand their thinking.  

• Collect and organize under rough topics the group’s individual 
perspectives and ideas. Begin an open discussion to examine each 
perspective or idea, remembering not to criticize any member’s inputs. 
The open discussions are where unique ideas emerge through the 
interactions and synergy of group members. Update and revise 
perspectives and ideas as the group discussions proceed. These 
activities could take two or more group sessions. 

• If time allows, pause the discussions and allow a period of incubation for 
one or more days to allow members to contemplate their own and 
group inputs to this point. An incubation period may be possible in 
strategic analysis projects; however, in time-sensitive operational or 
tactical situations, there may not be time for incubation.  

 
Phase four. Begin the convergent-thinking phase. Here the wide range of 

ideas generated in the divergent-thinking Phase Three are investigated in greater 
detail and revised and eliminated as necessary such that the most useful ideas 
remain. The group may use a more robust technique, such as the 7 X 7 technique 
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(below), to assist with the convergent-thinking phase. A convergent-thinking 
process may include: 

 
• Group members should individually arrange the notes in clusters 

according to their commonalities or similar concepts. No talking should 
be allowed during this activity. Some notes may be moved several times 
until they begin to cluster. Copying some notes is encouraged to allow 
ideas to be included in more than one cluster. 

• Once all the notes have been arranged, select a title word or phrase that 
characterizes each cluster.  

• Identify notes that do not easily fit with others and consider them either 
as unusable or as an idea deserving further attention later. 

• Reorganize, combine, eliminate, or add new ideas or concepts to 
generate a list containing those most important and most applicable to 
the current study. 

• Assess what the group has accomplished in terms of new ideas or 
concepts identified or new areas needing more work or further 
brainstorming. 

• Instruct each participant to select (vote for) one or two ideas, concepts, 
and/or areas that deserve the most attention; then, tabulate the votes. 
Set the group’s priorities based on the voting and decide on the next 
step of the analysis—to either restart the divergent-thinking phase, 
continue the convergent-thinking phase, or proceed to preparation of 
the final report. 

 
 Phase five. Prepare the final report. While this is normally the responsibility 
of the facilitator and recorder, other group members may volunteer or be 
assigned to complete this final phase. The final report may assume a number of 
formats. For an intelligence threat analysis, it may be a combination of the 
conventional and brainstormed alternatives for the threat’s potential decisions or 
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behaviors that require further assessment in the critical-thinking 
interpretation/inference element (Chapter 9). For a security policy analysis 
project, it may be an outline of conventional and brainstormed alternatives to 
address the threat, also requiring further assessment, or it may result in a set of 
policy recommendations to revise or begin programs. The final report format 
should be such that other analysts or supervisors may review the group-
brainstorming activities as part of the project’s final review.  
 
 5Ws + 1H technique. This technique is one of the most flexible 
brainstorming techniques. It may be used with any of the critical-thinking 
elements, ranging from generating the research purposes and questions to 
identifying implications/consequences. It is an excellent technique for exploring 
the data/information in a research project and for kick-starting the brainstorming 
divergent-thinking phase. It also is useful for fine tuning (reality checking) the 
results of convergent- or creative-thinking efforts. The U.S. Intelligence 
Community (IC) refers to 5Ws + 1H as Starbursting because it often is 
diagrammed as a six-pointed star (see Figure 8.1).8 
 The goal of this technique is to generate questions pertaining to the 
research project. The 5Ws + 1H technique employs the “Probing Six Questions” 
widely used in journalism to obtain answers to Who, What, When, Where, Why 
and How? It is usually best to proceed in the order listed below, but the 
procedures are flexible such that some of the Probing Six Questions may be 
addressed more than once, or the analysts may find only three to four of the 
questions applicable to some situations.9 Depending on the research topic, typical 
questions include: 
 

Who:  Who is involved? Who is the primary decision maker? Who will the 
action be for? Who are all the people affected by this situation? 
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What: What is the history for this situation? What can be changed? What is 
the ideal outcome? What has been tried before? 
  
How: How did this happen? How has it been handled in the past? How do 
others handle similar situations? How have we already responded? How do 
others think and feel about the situation? How will it work? 
 
When: When did this start? When will it be offered or implemented? When 
would we like to take action? When would we like this to be resolved? Are 
there particular times when the situation or action could be worse or 
better?  
 
Where: Where is this taking place? Where may the situation be successfully 
handled? Where are/were situations similar to this and how are they 
similar? Where will it be offered? 
 
Why: Why is this important? Why is this occurring? Why are we or others 
concerned about this situation? Why is change needed?10 

 
 Figure 8.1 provides an example 5Ws + 1H analysis based on a hypothetical 
planning effort for the international terrorist group al Qaeda as it was planning 
attacks on U.S. interests in the late-1990s and early-2000s. See below for 
additional information on this case. 
 The 5Ws + 1H technique can be even more powerful by adding the tag else 
to the questions (Who else…? What else…? etc.), because this can generate more 
questions. There are not necessarily any questions better than others.11 If the 
questions developed do not generate additional ideas, concepts, or perceptions, 
then try a different technique.   
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 The 7 X 7 technique. This technique provides a series of rigorous steps to 
organize and evaluate ideas in the brainstorming convergent-thinking phase. The 
process usually starts after the initial divergent-thinking phase is completed and 
the notes on ideas, perspectives, and data are displayed in seven rows and seven 
columns (use less or more if needed) and grouped by commonalities and similar 
concepts. Group members then follow the process below: 
 

• Combine similar ideas. With a large number of ideas or when the 
group has exhausted their idea generation, read each idea carefully. 
Discard any redundant ideas or data. Give each grouping of related 
ideas and data a title. 

• Exclude irrelevant ideas or data. Eliminate all ideas or data not 
related to the purpose of the brainstorming session or are too “out-
of-the-box” for present consideration. Put the excluded ideas and 
data in a separate pile for potential later use. 

• Modify ideas to reflect insights gained in the two above steps. As 
necessary, copy or write new statements of ideas. 
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• Defer extraneous ideas or data for future reference or use. This is 
similar to the above exclude step, but the deferred ideas or data are 
more likely to still be of use. 

• Review past steps to identify possibilities for alteration or 
refinement. Seek new insights from ideas and data already 
combined, excluded, modified, or deferred. 

• Classify dissimilar groupings into separate columns. Make sure there 
is a separate column for each group of related ideas or data. Use as 
many columns as necessary. 

• Rank ideas and data in each column. Place ideas and data in rows 
within each column based on its usefulness or importance relative to 
the objective. 

• Generalize each column with similar items or data under the same 
column and create one- to three-word column titles or use a title 
related to the highest ranked idea or data in the column. 

• Rank the columns from left to right on the display according to their 
importance or utility. Starting with the left-hand column; place the 
best, most important, timeliest, or most-critical ideas or data in rank 
order. 

• Evaluate the results.12 
 

 Red team analysis technique. Another technique for generating insights 
into an adversary’s thinking or perspectives is to conduct a red team analysis as 
part of the informed-brainstorming process.13 Security analysts often do not have 
the ability in a group-brainstorming project to include outsiders who may have a 
good perspective of how adversaries may think. Defectors, refugees, immigrants, 
or prisoners from the adversarial state may be of help, but are not always 
available. Assumptions and belief analyses (Chapter 6) may provide only a limited 
view of an adversary’s perspectives. While psychobiographies assist in points-of-
view and assumptions analyses (Chapter 6), it often is difficult to fully understand 
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how adversaries’ thinking is influenced by their cultural, organizational, and 
personal experiences, which may be completely different than those of the 
analysts. Red team analysis assists the analysts in avoiding the cognitive bias of 
mirror-imaging, where analysts assume the adversary will make decisions or 
behave similarly to themselves or officials from the analysts’ home state. 
 In red team analysis, a group of analysts is placed in the same cultural, 
organizational, and personal setting in which the adversary operates. Where 
analysts usually work from the position of friendly or “blue” forces, red team 
analysis attempts to see the issue under study from the perspectives of the 
adversarial or “red” forces. By putting the analytic team “in the shoes of the 
adversaries under study,” it is hoped they can overcome any engrained friendly-
force mind-sets that can bias analytic findings. This occurs by trying to replicate 
the mind-set of the adversary who may operate under very different motivations 
and codes of behavior.  
  Red team analysis calls for a group of analysts who not only have an in-
depth knowledge of the issues to be studied, but also includes members who 
understand the adversary’s language, share or have lived within the adversary’s 
culture, share the adversary’s ethnic background, or have worked in similar 
analytic or operational situations. Once the red team analysis is under way, the 
red team members should be isolated so they are separated from any outside 
influences. Group members should: 
 

• Attempt to place themselves in the adversary’s circumstances and react 
to stimuli as the adversary would.  

• Develop a set of questions the adversary would ask, such as:  “How 
would I perceive incoming information?”  What would be my personal 
concerns?  “Who would I look to for an opinion? (Note:  The 5Ws + 1H 
technique discussed above assists in developing questions.) 

• Employ informed brainstorming, the 7 X 7 technique, storyboarding (see 
below), or other techniques, to explain or predict the adversary’s 
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decisions or behaviors. Tabletop exercises and war games with the 
analytic team playing the red force also are useful.  

• Draft a set of intelligence and policy papers from the adversary’s (red 
team’s) perspective. These papers may include intelligence reports of 
what the red team assesses the blue force will do, the equivalent of 
threat assessments from the red team perspective. It also may include a 
policy paper with recommendations on the adversary’s (red team’s) 
potential strategic, operational, and/or tactical courses of action. The 
more these intelligence and policy papers reflect the cultural, 
organizational, and personal perspectives of the adversary, the better 
insights security analysis customers will gain into the adversary under 
study. These papers are the output of the red team analysis process.  

 
 Storyboarding technique. This technique was originally invented in 1928 by 
Walt Disney and his staff. The eventual founders of The Walt Disney Studios were 
looking for a method to conceptualize, organize, and track progress on their 
animated film features.14 Over the years, storyboarding methods advanced and, 
today, still are used by film companies and also as a management technique for 
idea generation and planning in the public and private sectors. As the name 
implies, storyboarding involves creation of stories on a series of boards. It is highly 
flexible, and the procedures may be altered to fit the situation under study. Other 
critical- and creative-thinking techniques, including all those presented in this 
book, may be inserted in the storyboarding process. Storyboarding differs from 
other brainstorming techniques because it can be employed on larger and more 
complex problems rather than addressing a narrower issue. It is particularly suited 
for identifying alternatives. Storyboarding is considered the best group problem-
solving technique for complex problems.15   
 Storyboards can be employed in a variety of forms. Individual storyboards 
start as blank surfaces on poster boards, easel sheets, whiteboards, etc., and 
usually are presented in vertical displays (on bulletin boards, easels, walls, etc.), 
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which allow the viewing of the flow and continuity of the entire story under 
construction. For example, there may be scores of boards for film-production 
planning. Security analysis, such as red team analysis, usually employs four to 
eight story boards, but more may be required depending on the complexity of the 
situation. The minimum number of boards is usually four in security analysis, with 
the first storyboard given a title header of “Purpose(s)” and reserved for listing 
the purpose of the analysis, followed by questions, goals, and objectives. Other 
storyboards should be assigned title headers based on the progression of the 
story and in a sequence of process steps for the situation being analyzed. These 
follow-on board titles could be questions or a two- to three-word summary of the 
item or process to be developed or refined. As the storyboarding analysis 
continues, individual storyboards may be added, moved, or retitled to ensure the 
entire story is covered by the end of the analytic project. 
 Individual storyboards are filled in as the group completes its brainstorming 
sessions. Techniques such as informed brainstorming, 5Ws + 1H, 7 X 7 technique, 
and/or a red team analysis, may be carried out and results recorded on the 
individual boards. Each board may be annotated with drawings, charts, 
flowcharts, system and process diagrams, maps, or any of the other modeling 
techniques introduced in Chapter 7. The storyboard panels also may be used to 
draw figures, post notes, photographs, etc., and use lines or strings to connect 
ideas and data across boards, similar to a law enforcement evidence board 
discussed in Chapter 7. To take storyboarding to its logical conclusion, boards may 
also be included to capture the critical-thinking elements of interpretation and 
inference (Chapter 9) and/or implications and consequences (Chapter 10). With 
ideas and data presented on storyboards, the group may see how ideas and data 
points relate to each other and how all the pieces fit together.16 The overall 
objective is for any group member to view and understand the purpose and 
status of the storyboarding effort, while assisting with the identification of 
insights from the ideas and data. 
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 Similar to informed brainstorming, the storyboarding process includes a 
facilitator or group leader and recorder. Because of the complexity of a 
storyboard effort, sub-facilitators may be assigned to lead the efforts as the group 
addresses one or more individual boards. For especially large or complicated 
efforts, sub-recorders may assist sub-facilitators.  
 Box 8.1 recreates the hypothetical initial planning for the al Qaeda 
September 11, 2001 (9/11), attacks on the United States, assuming a 
storyboarding process was used. Since this event happened and the results are 
known, this box presents a counterfactual analysis, meaning the event is being 
dissected after the fact to provide explanations and other insights. If the IC had 
conducted a red team analysis before 9/11 (assuming there was none), it could 
have started with the hypothetical effort described below. 
 
Box 8.1 Hypothetical Storyboarding of the 9/11 Attacks’ Initial Planning 
 
In 1980, at 23 years of age, Saudi Arabian financier Osama bin Laden arrived in 
Afghanistan to assist Muslim forces (the mujahedeen) that were fighting the 
invading and occupying Soviet Union. The mujahedeen were a multi-national 
Muslim insurgency group with members from states across the Arab world. Bin 
Laden personally fought in at least one battle, but he became chiefly known for 
helping fund the anti-Soviet jihad (holy war). He helped coordinate the “Golden 
Chain” financial network of donors and supporters throughout the Arab world. 
This funding bought arms and supplies for the mujahedeen. This was a separate 
effort outside of the clandestine support the United States provided to the 
mujahedeen.17 
 
When the Soviets withdrew from Afghanistan in 1989, bin Laden seized on the 
opportunity to keep jihad alive against the West through a loose coalition of 
Islamic militant groups in the Middle East, North Africa, and Asia. Bin Laden’s 
central coordinating group, with him as the leader, became known as al Qaeda 
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(the base or foundation). The Islamic militants’ goals included removing 
Western influences from the region and, in particular, the presence of the 
United States. Their ultimate goal was to reestablish an Islamic caliphate across 
the Arab world, which was to be governed by strict traditional interpretations of 
the sacred Muslim texts in the Quran, Hadith, and Sharia.  
 
Throughout the 1990s, bin Laden’s al Qaeda and allied Islamic militant groups 
conducted attacks against both the West and Arab rulers who cooperated with 
the West. Al Qaeda provided much of the material and ideological support to 
the other Islamic militant groups. The al Qaeda organization provided funding 
support to the truck bombings of the New York World Trade Center (February 
1993) and the Saudi Khobar Towers (June 1996), that housed U.S. military 
personnel. In February 1998, bin Laden issued a fatwa (interpretation of Islamic 
law) calling for the murder of Americans anywhere on earth and described it as 
the duty of every Muslim.18 After the fatwa, al Qaeda cells used truck bombs to 
attack the U.S. embassies in Nairobi, Kenya, and Dar es Salaam, Tanzania 
(August 1998); and conducted a small-boat attack by a suicide bomber on the 
USS Cole while in the Port of Aden, Yemen (October 2000). When U.S. President 
Bush took office in January 2001, outgoing President Bill Clinton informed Bush 
that the main international threat to the United States was al Qaeda. 
 
The attacks on U.S. interests in the 1990s did little to dislodge the U.S. presence 
in the Arab world. Thus, bin Laden began looking for more spectacular attacks 
to diminish U.S. political will to remain in the Arab world. His chief planner was 
Khalid Sheikh Mohammed (KSM), who was known for his imagination, technical 
aptitude, and managerial skills. During the 1990s, KSM came to prominence in 
al Qaeda as a result of an array of terrorist attacks he planned, including 
political assassinations, car and truck bombings, aircraft bombings, and aircraft 
hijackings. Knowing that bin Laden wanted something more spectacular, KSM 
and his team could have started with the below hypothetical storyboarding 
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effort. This assumes KSM and his team already conducted a 5Ws + 1H analysis 
(see Figure 8.1). 
 

 
 
The above storyboard includes six boards, starting with board #1 depicting al 
Qaeda’s purpose and goals. The remaining boards demonstrate the general 
flow of planning required to develop an attack on U.S. interests. Also shown are 
some of the cross-board considerations to be addressed. For example, to meet 
the purpose of attacking U.S. interests (board #1), the effects of the target 
attack on the United States must be assessed (board #5).   
 
Board #2 addresses whether the attack will occur outside or inside the United 
States. Prior to 2001, Islamic militant attacks outside the United States had few 
effects on U.S. capabilities or political will, but they did generate U.S. 
retaliations, except the 2000 USS Cole attack. KSM knew bin Laden wanted a 
spectacular attack on U.S. soil. The 1993 New York World Trade Center truck 
bombing was considered a failure as it did not bring down either of the tall 
towers. 
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Board #3 reflects the type of attack to consider. There were al Qaeda operatives 
experienced in assassinations, armed assaults, explosive attacks, and air 
hijackings. The group had no capability or experience with chemical/biological 
attacks (beyond some water-system poisonings) or radiological/nuclear attacks. 
A creative-thinking, Fusion Level 1 analysis (see Figure 8.2), combined with a 
Fusion Level 2 analysis (see Figure 8.3), could assist al Qaeda with determining 
the type of attack. 
 
Board #4 presents additional decision challenges regarding recruiting and 
training attackers. One alternative was using experienced al Qaeda operatives 
from outside the target state, those who have sworn fealty to bin Laden and 
demonstrated their loyalty in previous attacks. Selecting experienced al Qaeda 
operatives would provide the benefits of increased operational security and 
personnel experienced in attack command and control. The other option is to 
recruit attackers from the target state. Depending on the type of attack, the 
training of operatives could be undertaken either inside or outside the target 
state.  
 
Board #5 deals with selecting specific targets that required a deeper analysis. A 
red team analysis, combined with a CARVER analysis (see Box 8.2), could assist 
with target selection and prioritization decisions. 
 
Board #6 presents another decision challenge: when to attack. It would be 
foolhardy, for example, to attack if sufficient attackers were not trained and in 
place. Were there any key anniversary dates in regional or al Qaeda history to 
provide symbolism to the attack? When would the attack cause the greatest 
damage or overall most effects? For example, a weekend attack on a building 
would minimize the personnel casualties, but is that an outcome desired? In 
determining when to attack, the attack leaders faced pressure from bin Laden 
to get on with the attack. 
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Finally, at least one important storyboard is missing; that is, one for the 
implications/consequences of the attack (Chapter 10). Actions by al Qaeda after 
the 9/11 attack indicated there was no planning for consequences. In 1996, bin 
Laden moved al Qaeda’s headquarters from Sudan to Afghanistan. He 
immediately allied with both the new Afghani-ruling Taliban Islamic 
fundamentalist government and the nearby Pakistani military. In Afghanistan, al 
Qaeda was able to maintain training bases, plus house and provide al Qaeda 
leaders and operatives and their families with relative security. After the actual 
9/11 attacks, the United States demanded the Taliban hand over bin Laden and 
expel al Qaeda from Afghanistan. The Taliban refused. In cooperation with anti-
Taliban Afghani tribes (Northern Alliance), the United States and allied nations 
invaded Afghanistan, removed the Taliban from power, and dismantled al 
Qaeda training, housing, and supply sites. Bin Laden, most of the al Qaeda 
leaders and operatives, and the Taliban, escaped to Pakistan.  
 

 

Creative-Thinking Techniques 
 
Creative-thinking techniques generate new ideas and alternatives beyond the 
conventional thinking that often result from the brainstorming techniques 
discussed above. Creative thinking assists analysts to create unique and useful 
ideas and alternatives by overcoming bounded rationality and the limits placed on 
thinking by education and experiences. There may be clashes between the results 
of creative thinking and more conventional ideas and alternatives. However, use 
of the below creative-thinking techniques often will lead to better ideas and 
alternatives, while finding new ways to solve problems.   
 Those involved in creative-thinking efforts would be wise to confidently 
value their ideas despite outside criticism. In his time, Greek philosopher Socrates 
was declared “the immoral corrupter of youth” and forced to drink the poison 
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hemlock because he challenged conventional ideas. There are usually new ways 
of doing anything better; so, in creative thinking, failure can be good as it may 
show what will not work, but may also reveal the road to success. Feedback 
should be sought throughout the creative-thinking process, but analysts should 
ignore mindless criticism.19  
 There are hundreds of creative-thinking techniques. Several general 
categories of these techniques were mentioned previously from academics 
Robert and Michele Root-Bernstein in Sparks of Genius. This section presents 
three specific techniques:  Fusion Level 1 (Outer Objects), Fusion Level 2 (Inner 
Parameters), and SCAMPER, all from author Daniel Forsett’s Kick-Start Creative 
Thinking.20 These three techniques have wide application for security analysis. 
The two Fusion techniques foster idea association, allowing creation of new ideas 
by connecting conventional thinking with the unconventional. SCAMPER fosters 
new ideas by posing a series of questions that can unleash a flurry of new ideas. 
  
 Fusion level 1 (outer objects). This technique is grounded in conceptual 
blending. It allows the analyst(s) to make connections between two or more 
unrelated items to generate new ideas (see Figure 8.2). There are four main steps 
to Fusion Level 1:21 

  
 Step 1: Identify the specific challenge or problem in need of ideas or 

solutions. 
 Step 2: Think of an outside random thing or object that appears 

totally unrelated to the challenge or problem. 
 Step 3: Think about and record different aspects, attributes, or 

characteristics of the random thing or object. It could include 
identifying: 

 
• What does it look like (color, shape, size, weight, peculiar 
 features)? 
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• What does it do? 
• Where is it found? 
• How does it function? 

• What is special about the thing or object? 
 

 Step 4: Compare the aspects, attributes, or characteristics of the 
outside, random thing or object to the challenge or problem. The 
new ideas or alternatives should emerge as that object is compared 
to the challenge. Analyst(s) may have to use several outside objects 
before creating enough workable ideas to meet the challenge. 

 
  
Figure 8.2 Fusion Level 1 (Fusion with Outer Objects) 
 
Step 1: Challenge (al Qaeda):  Ability to design a “spectacular” attack on U.S. 
interests. 
 
Step 2: Outside Object: Railroad Train.       
 

                    
 
Steps 3 and 4: Characteristics and Comparison. 
 

• Trains are metal and heavy and, if not stopped, can do significant 
damage to other trains or buildings. Can a heavy, metal object be 
used in an attack to penetrate and damage targets? 
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• A train can carry passengers, freight, bulk cargo, or liquid cargo. 
Can an attack be designed that will do both personnel and material 
damage? 

• Trains are found in almost all countries and regularly connect most 
cities and manufacturing regions. Can an attack be designed that 
will work in most countries and take advantage of scheduled routes 
between cities and regions? 

• Trains may be powered by diesel fuel, electricity, or coal. Can an 
attack be designed around a reliable power source? 

• Some trains are very fast. Can an attack take advantage of speed? 
• When a train carrying hazardous materials derails, it often catches 

on fire or explodes. Can an attack be designed that takes 
advantage of a crash-induced explosion (without the attackers 
providing explosives)? 

• Trains operate in nearly all-weather conditions. Can an attack be 
designed that is not contingent on the weather? 

 
While the above analysis does not provide an exact method for attacking U.S. 
interests, it provides ideas for analytic consideration. When combined with 
other critical- or creative-thinking techniques, the exact method for attacking 
U.S. interests may become more clear (see Figure 8.3). 
 

 
  Fusion level 2 (inner parameters). This technique also is grounded in 
conceptual blending, but changes perspectives by considering inner parameters 
of a challenge or problem instead of using outer objects. Ideas may be greatly 
expanded using this technique. Figure 8.3 provides an example of a Fusion Level 2 
security analysis. There are four main steps to Fusion Level 2: 
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Step 1:  Identify the specific challenge or problem where ideas or solutions 
are needed.  Ask what information is needed to master the challenge or 
problem. 
Step 2: Identify key inner parameters of the challenge or problem. 
Step 3: Identify aspects, attributes, or characteristics for each key inner 
parameter.   
Step 4: Randomly link the aspects, attributes, or characteristics across the 
key inner parameters. This could result in a number of alternative ideas, 
which then must be evaluated individually for their usefulness and priority 
(see CARVER technique below for evaluating multiple alternatives).  

  
 
Figure 8.3 Fusion Level 2 (Fusion with Inner Parameters) 
 
Step 1: Challenge (al Qaeda):  Selecting a specific type of “spectacular” attack 
on U.S. interests. 
 
Step 2: Key Inner Parameters: Refer to previous analysis from Box 8.1, 
Storyboard #3, which assumes assassinations and armed assaults are not 
spectacular enough. Therefore, this Fusion Level 2 analysis focuses on explosive 
attacks. The key inner parameters are: al Qaeda personnel loss, explosive types, 
explosive delivery method, and procurement of delivery method. 
 
Step 3: Aspects, Attributes, and Characteristics: See table below. 
 

 
Personnel Loss 

 
Explosive Type 

 
Delivery Method 

Delivery Method 
Procurement 

Non-Suicide Attack Dynamite Truck/Van Rent 
Suicide Attack C-4 (or similar) Boat Buy 
 Chemical  Train Steal (hijack)  
 Flammable Liquid Aircraft  
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Step 4: Randomly link Aspects, Attributes, and Characteristics: The linkages from 
the above table result in 96 different alternatives. Each alternative has a 
number of pros and cons that require further evaluation (Chapter 9). Selected 
alternatives include: 
 

• Non-Suicide Attack + Chemical (fertilizer) + Truck/Van + Rent. This 
was the method used in the 1995 U.S. Oklahoma City federal 
building attack. 

• Non-Suicide Attack + Chemical (gas-enhanced nitrate-hydrogen) + 
Truck/Van + Rent. This was the method used in the 1993 New York 
World Trade Center attack. 

• Suicide (or non-suicide) + Dynamite (or C-4) + Train + Steal or 
Hijack. This method would require a controlled detonation when a 
train was adjacent to or under a target. 

• Suicide + C-4 + Boat + Steal. This was method used in 2000 USS Cole 
bombing.  

• Suicide + Flammable Liquid (fuel) + Aircraft + Steal or Hijack. This 
method was employed in al Qaeda’s 9/11 attacks on the United 
States. This alternative is appealing when combined with the Figure 
8.2 Fusion Level 1 hypothetical analysis. 

 
 
 
  SCAMPER technique. This technique employs a number of probing 
questions to generate new ideas on a challenge or problem. SCAMPER was 
invented by educator Robert Eberle in 1971 and first published in his book Games
for Imagination Development.22 SCAMPER is a mnemonic for the seven steps of: 
Substitute, Combine, Adapt, Magnify, Put to Other Uses, Eliminate, and 
Rearrange/Reverse. Rigorous questioning of existing ideas allows new ideas to 
emerge. The technique is flexible as not all seven steps may be applicable to all 
challenges, problems, or situations. In security analysis, SCAMPER is best used 
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when policy analysts create or revise processes or programs. The questions for 
each of the seven steps may change based on the situation, but generally 
include:23 
 
  Substitute allows new ideas to emerge out of old ones by altering usage  

and features:     
   

• Can we replace or change any of the parts of a product or service? 
• Can we substitute someone who is involved in the situation? 

• Can any process involved be changed or replaced? 
• Can we change ingredients or materials of the product? 
• Can the same product or service be provided elsewhere? 
• Can we change the product’s shape, size, color, texture, packaging, or 

name? 
• Can we change people’s feelings or attitudes towards the product, 

service or process? 
   
  Combine allows the merging of two or more ideas: 
 

• What ideas or products can we combine? 
• Can we merge an existing idea with a new one to improved function? 
• Can combining two (or more) ideas increase the number of uses? 

• What similar or dissimilar things can be combined with existing 
ideas? 

• Can we combine different processes to improve the final product? 
• What materials may be combined to improve the final product? 

 
  Adapt allows exploration of new perceptions to the challenge or problem: 
 

• What other ideas or processes can we adapt or copy? 
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• Is there an existing example similar to what we want to create? 
• What features of similar examples can we emulate? 
• How can we adapt conditions to best fit the environment (context)? 

• What do we need to adopt to make the product more useful? 
• How will the new idea be perceived? 

 
  Magnify allows focusing on both the size of the challenge or problem and 

on small details: 
   

• How can we make the product (or parts of the product) bigger? 
• Would making it bigger address the challenge or solve the problem? 

• How can we add more functions or value? 
• Can we duplicate the product? 
• Can we add extra features or a greater frequency? 
• What parts can be made bigger for better results? 

 
  Put to Other Uses is a divergent-thinking technique allowing expanded 

deployment of the ideas: 
 

• What else can this process or product be used for? 
• Can it be offered to an expanded customer base? 
• How can diverse people and groups (gender, age, personalities, etc.) 

use it? 
• Can people with different health problems use it? 

• By modifying it, can we identify new ways of using the process or 
product? 

• Can the process or product be used by other industries, markets, or 
organizations? 

• Can the process or product be used in other consequences? 
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Eliminate allows assessment of whether canceling some features or ideas 
will improve the process or product: 

 
• What can we eliminate in the given situation? 
• What features or ideas seem counter-productive or redundant? 

• What can we reduce to improve the situation? 
• Can some parts be eliminated to simplify the process or product 

without affecting its function? 
• Can a process be eliminated? 
• Can we streamline, condense, divide, or split some parts, features, or 

ideas? 
 
  Rearrange/Reverse allows new ideas to emerge by assessing the order and 

sequence of the situation: 
 

• Can there be another arrangement of process steps or product parts 
and functions? 

• Can the sequence of the activities be changed? 
• Can the speed of the process be changed? 
• How does the process or product look from inside-out? Upside-

down? 
• Can it work backwards? 
• What if we do the opposite of what we initially planned? 

 

CARVER Technique for Alternative Assessment 
 
The CARVER technique was used originally by the U.S. military, but its use has 
expanded for generating threat and risk analyses in both the public and private 
sectors. The exact origins of the CARVER technique are unknown, but its first 
documented use was in World War II by the U.S. Army Air Corps for deciding 
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target priorities in its daylight bombing runs over Germany. After the war, it 
continued to be used for prioritizing targets, most notably by U.S. Special Forces 
in Vietnam. After the 9/11 attacks on the United States, CARVER found new life as 
it became one of the primary early techniques employed in risk analysis for 
protecting U.S. critical infrastructure. Today, it is used widely in the U.S. business 
and management communities for conducting risk analyses and assessing 
weaknesses in internal processes and in analyzing business competitors.24 
 CARVER is a mnemonic for the six evaluation factors of: Criticality, 
Accessibility, Recoverability, Vulnerability, Effect, and Recognizability. Using a 
combination of qualitative and quantitative techniques, CARVER allows the 
analyst to evaluate and score alternatives, assessing which ones are the best to 
pursue or to identify where weaknesses exist. In security analysis, the alternatives 
assessed are usually potential targets or courses of action. In business and 
management analysis, the alternatives could be goals, objectives, or project tasks. 
If used for internal auditing, it allows analysts to determine an organization’s 
weakest areas.25   
 A CARVER technique analysis begins with identifying whose perspective is 
to be evaluated. This could be an adversary, competitor, or the analyst’s own 
organization. Alternatives should have been determined up front, using the 
techniques in this chapter if possible. A matrix is then created by placing the 
alternatives under consideration along the top of each column. The six evaluation 
factors are placed down the rows in the left column. Alternatives then are 
evaluated for each of the six factors on a subjective, ordinal scoring range of 1 to 
5 (some use 1 to 10). The evaluation scores are added for each alternative to 
obtain a total score. This; however, is a relative total score because subjective 
scoring and ordinal measures are used. Finally, the alternatives are placed in 
relative rank order using the total scores, but the distance between total scores 
has little meaning because they are based on relative, ordinal scores. Evaluation 
factors for a targeting analysis are assessed using the following criteria: 
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• Criticality: How important or critical is a particular factor to the 
overall objective? What are the critical systems, single points of 
failure, or choke points? 

  (Scoring Range: 5 = multiple points of failure/choke points, 1 = none) 
• Accessibility: How easy is it to access the objective? If the objective is 

under construction, renovation, or in case of a new deployment, are 
conditions complete? What is the ease of access to critical systems? 

  (Scoring Range: 5 = substantial ease of access, 1 = difficult access) 
• Recoverability: How much time would it take to replace or restore a 

damaged critical system? 
  (Scoring Range: 5 = maximum restoration time, 1 = minimal   
  restoration time) 

• Vulnerability: How well protected are the critical systems? What is 
the likelihood that an adversary or competitor would make extra 
efforts to protect the critical system? 

                        (Scoring Range: 5 = not protected/low or no likelihood, 1 = well  
  protected/ high likelihood) 

• Effect: What is the scope and magnitude of adverse consequences 
that would result from malicious actions and responses to them—
including physical, emotional, economic, or political? 

  (Scoring Range: 5 = significant consequences, 1 = minimal or no  
  consequences) 

• Recognizability: What is the likelihood that potential adversaries or 
competitors would recognize a system was critical and take action to 
protect, strengthen, or improve it? 

                       (Scoring Range: 5 = low or no likelihood, 1 = high likelihood) 
  
 Box 8.2 provides a sample CARVER analysis continuing with the previous al 
Qaeda planning analysis in this chapter. 
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Box 8.2 Example CARVER Technique: al Qaeda Target Selection 
 
Perspective: al Qaeda 
 
Alternatives: As noted earlier, Figure 8.3 could be used to generate 96 different 
alternatives for an al Qaeda attack. Assuming al Qaeda decided to attack 
targets inside the United States, these different types of attacks should be 
considered for thousands of individual U.S. domestic targets. Past al Qaeda 
attacks focused on U.S. targets of government, military, and financial 
significance. Domestically, al Qaeda also could consider targets of symbolic 
significance, such as monuments, cultural sites, sports events, etc., where an 
attack could kill personnel as well as inflict emotional damage (fear, anxiety, 
etc.) on U.S. citizens. For this example, assume al Qaeda used informed 
brainstorming to generate a primary target list including the New York World 
Trade Center (WTC—U.S. financial center and target of failed 1993 attack), U.S. 
Capitol (symbol of U.S. government), Pentagon (center of U.S. military power), 
and several U.S. nuclear power plants (both infrastructure and personnel 
implications). Assuming each of these targets were evaluated against the types 
of attacks listed in Figure 8.3, the following alternatives received the highest 
CARVER analysis total scores. 
 

Perspective:  
al Qaeda 

1. WTC, U.S. Capitol, 
Pentagon 

 Truck Bombs 

2. WTC, U.S. Capitol, 
Pentagon 

 Hijacked Aircraft 

3. Nuclear Power 
Plants  

Hijacked Aircraft 
Criticality 5 5 4 
Accessibility 2 5 5 
Recoverability 5 5 5 
Vulnerability 4 5 4 
Effect 5 5 5 
Recognizability 5 5 4 
Total Score/Rank 26/3 30/1 27/2 
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Insights/Comments:  
 
Alternative # 2 receives the highest total score and, since this is a counterfactual 
(after the fact) analysis, we know this was the one selected by al Qaeda. 
 
Alternative # 3 receives the second highest score. It receives lower scores in 
three evaluation factors because the U.S. electrical grid could compensate for 
loss of the nuclear power plants (criticality), and the nuclear plants are 
hardened against attack or natural disasters (vulnerability, recognizability). 
Personnel casualties from radiation poisoning could be high in areas around 
attacked nuclear power plants (effect).  
 
Alternative # 1 is the third highest score. It receives lower scores in two of the 
evaluation factors because getting a truck bomb close to these targets to do 
significant damage would be difficult (accessibility), and the targets have 
security measures to prevent truck bombings (vulnerability).  
 

 
 The CARVER technique has two main weaknesses. First, as mentioned 
above, the 1 to 5 scoring range entails subjective scoring, which allows only 
ordinal measurement and relative comparisons of the total scores. To 
compensate for this weakness, multiple analysts should evaluate the alternatives 
using CARVER and then compare their results. Second, the technique assumes 
each CARVER element is of the same weight (importance) in the alternative 
evaluations. Some CARVER risk analyses attempt to compensate for this weakness 
by adding a seventh evaluation factor of Shock (CARVER + Shock). The Shock 
evaluation factor is similar to the Effect evaluation factor with an added focus on 
the emotional distress caused by an attack.26 CARVER + Shock doubles the 
combined Effect and Shock evaluation factors in the total score. To overcome this 
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second weakness, a weighted ranking technique (Chapter 9) may be used to 
adjust the individual evaluation scores relative to their importance in the analysis.  
 The CARVER technique facilitates an assessment of a number of 
alternatives. When conducting threat analyses, CARVER is useful as an initial 
method to assess the relative ranking of a number of alternative targets. With the 
results of the CARVER analysis, the highest-ranking alternative targets then may 
undergo a more robust analysis in the critical-thinking interpretation/inference 
element covered in Chapter 9.  

 
Key Concepts 
 
5Ws + 1H Technique 
7 X 7 Technique 
Bounded Rationality 
CARVER 
CARVER + Shock 
Convergent Thinking 
Counterfactual Analysis 
Creative Thinking 
Divergent Thinking 
Do Nothing (Status Quo) 
Evaluation Apprehension 
Free Riding 
Fusion Level 1 (Outside Objects) 
Fusion Level 2 (Inner Parameters) 

Groupthink 
Imagination 
Incubation 
Informed Brainstorming 
Intuition 
Lone Storming 
Mirror Imaging 
Perspectives 
Production Blocking 
Red Team Analysis 
SCAMPER 
Social Loafing 
Starbursting 
Storyboarding 
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Discussion Points 
 

1. Referring to Boxes 6.3 and 7.1 on the 1980 Iran-Iraq War, assume the 
perspective of Iraq and conduct a group-brainstorming (or lone-storming) 
analysis, including a storyboard for Iraq’s planning of an attack on Iran. Use the 
CARVER technique to prioritize attack alternatives. 
2. Also referring to the information in Boxes 6.3 and 7.1, assume the perspective 
of Iran and conduct a group (or individual) creative-thinking analysis for preparing 
a better defense against Iraqi attack. Use a combination of 5Ws + 1H, Fusion Level 
1, Fusion Level 2, and SCAMPER to generate ideas. 
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Chapter 9 
Interpretation and Inferences 

Bottom Line Up Front 

The interpretation and inference element is where work on the other elements 
covered previously in this book come together to produce the analytic findings. 
This is the penultimate element to be addressed in a critical-thinking analysis—
just before the final implications and consequences element. Interpretation 
techniques are usually more intuitive and inductive in nature. Inference, on the 
other hand, tends to be more deductive (scientific). A number of qualitative, 
comparative, and quantitative techniques may be employed to address the 
interpretation and inference element. Qualitative and comparative techniques 
usually support descriptive inference. Quantitative techniques usually support 
statistical inference. This chapter presents a number of both inductive and 
deductive qualitative techniques commonly used in security analysis. 
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Figuring Things Out 
 
Interpretation and inference are what the mind does to figure things out. 
Interpretation is the process of taking facts and placing them in the context of the 
analyst’s own experiences, perspectives, and points of view to describe or 
possibly explain a situation.1 Inference refers to using facts and reasoning to 
arrive at findings that describe, explain, or predict a situation.2 Both 
interpretation and inference can lead to what is known as contentions (i.e., 
theses, key judgments, findings, conclusions, or recommendations). 
Interpretation is often more intuitive and inductive, while inference relies on 
deductive analytic techniques to create more robust findings. The interpretation 
and inference element is where work on the other critical-thinking elements 
comes together and interrelate.3 While the other elements have identified and 
evaluated the facts of a study, plus applied initial reasoning to those facts, the 
interpretation and inference element is where things are finally figured out. For 
an intelligence analysis, contentions normally address a threat or opportunity 
decision makers need to understand. For security policy analysis, 
recommendations often are produced to solve problems, create or revise 
programs, or otherwise support decision making.  
 Without realizing it, people employ interpretation and inference every day 
under the dominance of intuitive System 1 thinking (Chapter 2 and Appendix II). 
Peoples’ thought processes are influenced heavily by subconscious beliefs and 
assumptions (Chapter 6 and Appendix II). For example, when most people see a 
police car parked beside the road in front of them, their immediate interpretation 
is that there is a speed-trap ahead. One of the tendencies of poor thinking (see 
Figure 2.2) is to rely on System 1 thinking to jump to a conclusion without a 
slower and more-thoughtful analysis. Figure 9.1 delineates the dynamics of the 
System 1 thinking process.4 Fortunately, the Security Analysis Critical-Thinking 
Framework (see Figure 2.5) can help analysts overcome System 1 thinking and 
allow a more systematic analytic process that engages System 2 thinking.  
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 The System 1 thinking process is most related to interpretation or intuitive 
analysis. This chapter focuses on systematic techniques for interpretation and 
inference to stimulate security analysts’ System 2 thinking. In the practitioner and 
academic communities, inferential techniques usually are considered within one 
of three main categories of analysis:  qualitative, comparative, or quantitative. As 
described in Chapter 3, these categories are delineated by both the number of 
variables and cases they address and the analytic techniques used to determine 
the significance of their findings. This leads back to the concepts of descriptive 
inference and statistical inference discussed in Chapter 3. Descriptive inference 
applies to qualitative and comparative analytic methods by combining empiricism 
(data, facts, evidence) and rationalism (theorizing) that lead to contentions.5  It is 
the most used method for inference in political-military security analysis, because 
it allows investigation of valid research questions that result in identification of 
causal relationships and patterns in the data. Descriptive inference also provides a 
means to advance social theory, but the results of the analysis may only be 
generalized (inferred) to the case(s) under study and not a larger population of 
cases. Descriptive inference seldom generates statistical significance. Statistical 
inference, on the other hand, applies to quantitative studies, which use a 
combination of statistical and mathematical analysis of quantitative data 
(empiricism) with theories and models (rationalism). Statistical inference normally 
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provides statistical significance, a measure of the strength of relationships 
between variables (i.e., the strength of the analyzed patterns). If proper sampling 
techniques are used (Chapter 3), the results of statistical analyses may be 
generalized to a larger population. More on qualitative, comparative, and 
quantitative analysis is provided below. 
 Qualitative analysis investigates many variables within 10 or fewer cases; it 
allows more in-depth scrutiny of each variable to improve understanding of how 
the variable affects the behavior under study. Variables in causal-qualitative 
analysis often are measured in nominal or ordinal categories, but also may include 
more powerful interval and ratio measurements. Both causal and process-
qualitative analyses often include tables, graphs, and charts of descriptive 
statistics (measures of central tendency, variances, ranges, distributions, etc.), 
which may be gleaned from available information. Qualitative analysis seeks to 
combine the information available (empirical data) with reasoning (theories, 
models) to reach a contention. Qualitative analysis supports descriptive inference 
as the techniques usually cannot provide a statistical significance for the 
relationships among variables. In that case, the best the analyst can do is 
objectively estimate the likelihood and confidence levels of the analytic results to 
allow customers a basic understanding of the quality of the analysis. Chapter 11 
provides discussion on developing likelihood and confidence levels. Most political-
military security analysis is qualitative and this chapter includes analytic 
techniques frequently used in qualitative security analysis, such as logical 
argumentation, pattern matching, pros-cons-fixes, weighted ranking, and matrix 
analyses. 

Comparative analysis generally investigates a moderate number (11-50) of 
cases and supports descriptive inference as it explores diversity over the selected 
cases. Comparative techniques are frequently employed in regional security 
analysis. Comparative analysis often is carried out using a combination of 
qualitative and quantitative methods. This type of analysis makes wide use of 
descriptive statistics in comparing cases. Although not widely known in the 
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security community, comparative analysis also has its own techniques. The 
creation of these techniques, commonly known as Qualitative Comparative 
Analysis (QCA), was spearheaded by U.S. sociologist Charles C. Ragin with a focus 
on comparing similarities and differences in causal configurations (sets of 
variables) across a number of cases to find recurring and meaningful patterns that 
lead to outputs.6 QCA analyses look for necessity and sufficiency in causal 
configurations leading to the same outputs. Ragin’s comparative-analysis 
techniques do not calculate statistical significance, but do allow the 
determination of benchmark proportions, which allow the analyst to determine 
the percentage of analyzed cases that support the analytic claims. Benchmark 
proportions usually indicate the causal configurations are, more often than not, 
sufficient (.50 to .64); usually sufficient (.65 to .79); or almost always sufficient 
(.80 to 1.0) to support the outcome. A working description of comparative 
techniques is beyond the scope of this book; however, security analysts with 
regional portfolios, or who otherwise may become involved in comparative 
analyses, should learn more about Ragin’s QCA techniques.  

Quantitative analyses usually address a limited number of variables within 
50 or more cases. The higher case requirement allows the statistical techniques 
employed to calculate the significance (strengths) of variable relationships. If the 
relationships among variables in the data tested are strong; however, quantitative 
techniques may be used with fewer than 50 cases. Figure 3.8 summarizes the 
general goals, aims, and objectives of quantitative analysis, which is at the heart 
of statistical inference. Descriptive statistics are used in quantitative studies to 
summarize large amounts of data and also to help calculate inputs to inferential 
statistical techniques. There are a number of statistical techniques available for 
inferential statistics; their use is determined by the research question, number of 
cases, and categories of variable measurements. Analyses with categorical 
(nominal, ordinal) measured variables often use cross-tabulation tables and Chi-
Square distributions to calculate statistical inference findings and significance, 
respectively.7 Analyses with continuous (interval, ratio) measured variables use a 
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variety of techniques such as means tables (analysis of variance—ANOVA) and 
Ordinary Least Squares (OLS) regression to calculate statistical findings and 
significance.8 Continuous-variable techniques may be calculated in many 
computer spreadsheet programs such as MS Excel (with Data Analysis add-on) or 
with more powerful statistical software. For studies with continuous measured 
variables, and where the outcomes (dependent variable) are probabilities, odds, 
or likelihoods, the analyst could employ a logistic-regression technique based on a 
maximum-likelihood estimation model.9 More powerful statistical software 
programs are needed for calculating logistic-regression statistics. Even more 
powerful software programs are available for analyzing complex and/or temporal 
causal models; these include structural equation modeling and advanced time- 
series analysis. Mathematical models also may be used to analyze data using 
Chaos Theory or Catastrophe Theory, where the removal of one or more factors 
(variables) may cause the collapse of an entire model or system. Statistical 
analysis also includes the techniques of Operations Research, the use of statistics 
in public-sector policy and administration and private-sector business and 
management. In statistical analysis, security analysts normally strive to achieve 
calculated significance levels of .05 or better in evaluating the strength of 
relationships between variables (see Figure 3.13). The .05-significance level 
means the analyst is willing to accept being wrong in 1 case out of every 20. 
(Note:  Medical research may strive for significance levels of .01 or better.) In-
depth coverage of descriptive and inferential statistical techniques is beyond the 
scope of this book. Security analysts, no matter their portfolio, should have 
instruction in descriptive and inferential statistical techniques through at least 
OLS regression and logistic regression.  

Interpretive and inferential analytic techniques—qualitative, comparative, 
quantitative—are employed after information is collected (Chapter 5) and 
analyses of points of view and assumptions (Chapter 6), conceptualization 
(Chapter 7), and alternatives (Chapter 8) have been completed. Figure 9.2 is a 
guide to help determine techniques most appropriate for an individual analytic 



349 
 

project. As discussed in Chapter 1, prior to the September 11, 2001, terrorist 
attacks on the United States, former CIA analyst Richards Heuer assessed that the 
U.S. Intelligence Community (IC) employed unaided judgment as their primary 
analytic techniques.10 This type of judgment corresponds to the inductive-
qualitative analytic techniques noted in Figure 9.2. Since 9/11, more deductive 
techniques have been mandated for analyst training and use in the IC. 
Experienced intelligence and security policy analysts should be able to work 
across all cells in Figure 9.2. 

 
Figure 9.2 Summary of Interpretation and Inference Techniques 
Conditions of 
Analysis 

Seldom uses theory or 
models, conduct 
contrast of specific 
instances to find 
patterns within cases.  
(Inductive) 

Uses theory or models, finds 
patterns and systematic 
differences among or within 
cases. (Deductive) 

Uses theory or models, 
assumes all cases follow same 
rules, finds patterns among 
complex and temporal factors. 
(Deductive) 

Qualitative 
Analysis 
Approaches (1-10 
cases, with a large  
number of 
variables) 

Description or 
explanation building, 
logical argumentation, 
pros-cons-fixes, 
weighted rankings, 
historical method, 
analogies, descriptive 
statistics (may build 
grounded theory). 
(Unaided Judgment) 

Explanation or prediction 
building, pattern matching, 
matrix analysis, other 
qualitative deductive 
techniques, descriptive 
statistics. 

Explanation or prediction 
building, pattern matching, 
matrix analysis, other 
qualitative deductive 
techniques, descriptive 
statistics, basic time-series 
analysis. 

Comparative 
Analysis 
Approaches (11-50 
cases, with a 
moderate number 
of variables) 

Description or 
explanation building, 
truth table, other QCA 
techniques, descriptive 
statistics. 

Explanation or prediction 
building, truth table, fuzzy 
sets, other QCA techniques, 
descriptive statistics. 

Explanation or prediction 
building, truth table, fuzzy 
sets, other QCA techniques, 
descriptive statistics, basic 
time-series analysis. 

Quantitative 
Analysis 
Approaches 
(50-plus cases, 
with a limited 
number of 
variables) 

Description building, 
descriptive statistics, 
factor analysis.  

Explanation or prediction 
building, descriptive 
statistics, cross tabulations, 
means tables (ANOVA), OLS 
regression, logistic 
regression, operations 
research, other quantitative 
techniques. 

Explanation or prediction 
building, descriptive statistics, 
OLS regression, logistic 
regression, operations 
research, advanced time-
series analysis, structural 
equation modeling, other 
quantitative techniques. 
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Qualitative-Analysis Techniques 
 
In many ways, the process of qualitative analysis is more difficult than 
comparative or quantitative analysis. With comparative and quantitative analysis, 
there are systematic procedures used to analyze information. Qualitative 
techniques are often “softer” with less-precise procedures. Often faced with 
considerable amounts of narrative or textual information, qualitative analysts 
spend significant time making sense of their analyses, while also spending 
considerable time and effort absorbing a large amount of data.   
 Causal qualitative analyses are used primarily to develop or induce theory, 
to advance theory, to give voice to heretofore unknown or underrepresented 
segments of society, and to interpret the significance of certain 
behaviors. Process qualitative studies are used to investigate the details of causal 
relationships, process steps, and alternatives. Both causal and process qualitative 
studies support problem solving and decision making. Qualitative analyses often 
will identify many non-systematic factors, which may include significant “noise” or 
irrelevant information surrounding the analytic topic. While analysts cannot 
completely ignore these non-systematic factors, they must be careful not to let 
these factors cloud the overall analysis. Qualitative analysis has a measure of 
uncertainty (bias), which is often large and not quantified. Qualitative analyses 
follow the general process listed below: 

 
Step 1:  Collect the information. Chapter 5 presents security analysis 
information- collection techniques. 
Step 2:  Code and organize the information. There are many ways to code 
information used in qualitative analyses. The most sophisticated method is 
to use existing coding systems such as numerical codes used by 
anthropologists to code data in cultural studies. Anthropologists devised 
this comprehensive coding system to allow the cross-comparison of cultural 
studies. Qualitative analysis computer software packages such as QSR 
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NUD*IST and Ethnograph are available to assist in detailed coding as well as 
analysis of large amounts of qualitative information. 
 For most studies; however, simple letter, numeric, or color coding is 
appropriate, especially if the study includes a limited number of variables 
and cases. For example, every time a certain variable emerges in the 
information (based on its operational definition), a letter code (A, AB, CDW, 
etc.) or numeric code (1, 23, 245, etc.) could be annotated in the material’s 
margin, computer file, or noted for a certain counter code (for video and 
audio recordings). Alternatively, every time a certain variable emerges in 
textual material, highlight it with a different-colored marker. Coding 
information often takes considerable time. 
 For most analytic projects, simply noting information on each 
variable on individual note-cards is probably the easiest method of coding. 
The analyst may then arrange the cards on a bulletin board or table and 
look for patterns. It is recommended the cards be arranged in a manner 
that supports how the information will be used in other critical-thinking 
elements.    
 In designing a method to code the information, the analyst must 
consider how the coded information will be retrieved. The ability to 
conduct computer file keyword searches and computer software packages 
that support information retrieval often are useful. A manual system to 
retrieve the coded information may be appropriate when the material is 
not large in size. Sometimes the easiest method to retrieve coded 
information manually is to organize it by individual case study, unit of 
analysis, individual variables, or a combination of all three. For example, if 
the analyst is investigating attacks by four different terrorist groups—
entailing four different case studies, that analyst would be testing the same 
hypotheses from the same causal model or theory in each case study. In 
this case, the easiest method to organize the data might be to establish 
four sections in a notebook—one for each of the four terrorist group case 



352 
 

studies—and use a separate sheet of paper in each section to record 
information for each dependent and independent variable of interest from 
the theory or model being used. The analyst could then go through the 
coded information and list every instance where a particular variable of 
interest emerged in the information. The lists then could be paraphrased 
and annotated with the information source and location in the larger set of 
information. Once the information is organized in this manner, the analyst 
can conduct the analysis. 
Step 3:  Conduct the analysis. Apply logic and reasoning to information after 
it is collected, evaluated, coded, and organized. Some of this activity takes 
place within the critical-thinking elements of points of view and 
assumptions (Chapter 6), conceptualization (Chapter 7), alternatives 
(Chapter 8), and interpretation/inference (this chapter). At this point, the 
analyst must select the analytic techniques best suited for the analytic 
project (see Figure 9.2). 
 In selecting an analytic technique, the analyst should evaluate how 
individual variables are measured. Items to assess include:  
 

• Variables may be measured only as categorical nominal and 
thus may be categorized but cannot be rank ordered. At times, 
nominal variables may be measured as either existing (yes or 1) or 
not existing (no or 0), which is referred to as a dichotomous dummy 
variable measure.  
• Some variables may lend themselves to categorical ordinal 
measures; these variables may be placed in ordered categories such 
as low, medium, and high. The intervals between these categories; 
however, may not be equal.  
• Other variables may have continuous ratio or interval 
measures; for example, this is often true if the variable is measured 
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in a survey instrument or comes from existing statistical reports such 
as crime data. 

  
 Another consideration in selecting an analytic technique is whether 
the information may be subjected to descriptive statistical analysis—
meaning generating descriptive statistics and correlation analyses (see 
Figure 7.3) to determine if there are obvious patterns in the information. At 
a minimum, this may include investigating if the information lends itself to 
descriptive statistical analysis with central tendencies (mode, median, 
mean), measures of dispersion or variation, and a range (low to high 
measures). Even nominal measured variables have a central tendency 
(mode or most frequent measure) and a rough range (listing of most 
frequent categories or behaviors). Descriptive statistics often are displayed 
as lists of variables, tables, graphs, or other such methods to summarize the 
information. Descriptive statistics allow the initial analysis of often disperse 
and seemingly unconnected information using easily understandable 
formats.   
 

 The key to good qualitative analysis is for the analyst to continually 
question both the information and reasoning employed in the 
analysis. Information should be sought that either supports or does not support 
hypotheses. If only anecdotal information is available, the analyst should widen 
the information collection effort (Chapter 5). It is useful to routinely approach 
analyses with suspicion. Analysts must be self-critical and aware of their own 
biases (the lenses from the etic and emic models discussed in Chapter 3, or those 
identified in the assumptions and beliefs analysis in Chapter 6). Analysts should 
not reject or too easily accept, “folk explanations,” or common explanations for 
the behavior. Be persistent in looking for consistencies and inconsistencies in the 
information. Ask: Do the patterns that emerge really mean something? Look for 
negative information—evidence that does not support the preferred 
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hypotheses. Look at alternative explanations for the behavior. Ask: What other 
conclusions could be made from the same information? Try to identify potential 
sources of bias in the information or reasoning. Question: Does the analysis 
ensure reliability and validity? Ask Alexander’s Question: What new information 
or different assumptions would negate the findings? 
 Descriptive inference is based on several assumptions analysts should 
check to make sure they have not violated the rules of causality. These 
assumptions include: 
 

• The causal model is complete; that is, no important variables are 
omitted or irrelevant variables included in the model. Social science is 
based upon an assumption of parsimony (keeping the causal models as 
simple as possible); however, do not let parsimony get in the way of 
designing a robust causal model. 

• Operationalized measures of variables are unbiased and efficient with 
measurement error minimized.  

• Causal effects are symmetric; that is, as independent variables move up 
and down, so does (do) the dependent variable(s).  

• There is no multicollinearity; that is, there are no strong relationships 
(correlations) between independent variables.  

• There is no endogeneity; that is, the dependent variable does not cause 
changes in any of the independent variables.   
 

 Unlike quantitative analysis, there are no easy methods to test for 
violations of the above assumptions in qualitative analysis. The analyst must 
continuously be aware of possible violations of these assumptions and the 
magnitude and direction of biases and uncertainty created by possible violations 
(see handling bias in Chapter 3). As a result, the above assumptions are often 
violated in qualitative analyses.  
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 Analysts should also avoid the two most common mistakes in qualitative 
analysis: 
 

1. Do not become excessive or overzealous in the analysis. Consider Occam’s 
Razor: the first and simplest explanation for a behavior is often the 
best. Too much analysis could lead to envisioning variable relationships that 
do not really exist.  
   

2. Make sure to conduct an analysis. Too often, analysts become so caught up 
in collecting and describing their information, they forget to look for 
patterns and explanations for the situation under analysis.  

 
 Below are several qualitative techniques often used in security analysis. 
  

 Logical argumentation. This inductive qualitative technique assists the 
analyst in combining information (data, facts, evidence) with basic reasoning to 
reach contentions (theses, key judgments, findings, conclusions, and 
recommendations). It also is called evidentiary reasoning. This technique should 
be familiar to most analysts as it is similar to methods taught in secondary school 
to write research papers and present arguments; a primary difference being the 
contention is placed first and not as an ending summary or conclusion. Lawyers 
are familiar with this technique as it is how they build their case arguments. 
Logical argumentation calls for the analyst to first gather and organize 
information; then, using basic reasoning, construct logical arguments using that 
information. This technique is often intuitive and inductive in nature. Logical 
argumentation at times may result in grounded theory; that is, theory developed 
from the information itself. 
 To assist with a logical argumentation analysis, the analyst should create an 
argument map as shown in Figure 9.3.11 The contention, or Bottom Line Up Front 
(BLUF), is placed at the top of an argument map. It should be created only after 
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completion of the analysis and underlying argument map structure, and not 
before information is collected and analysis is completed. The argument map 
could cover the entire analytic project or just support a single, complex analytic 
finding, all depending on the nature of the analysis. Using the hierarchical 
structure shown in Figure 9.3, the analytic findings supporting the contention are 
developed and presented. The figure depicts only one analytic finding; but, in 
situations where there are more (usually the case), the most important should be 
listed starting on the left and moving right on the argument map. The most 
important analytic findings are on the far left of the map. Each then is supported 
with reasons and evidence, in addition to any individual objections related 
specifically to its analytic finding.  

Major objections address the specific contention or BLUF and are placed to 
the right on an argument map; again, the importance of major objections also run 
left to right. Major objections may address alternatives not selected; but, must be 
included in the argument map and final analytic report. These objections help 
moderate the effects of confirmation bias, where only reasons and evidence 
supporting pre-formed points of view may be presented while overlooking 
reasons and evidence contrary to these pre-formed points of view. Each major 
objection will have its own supporting reasons and evidence. Additionally, 
rebuttal reasons and evidence that refute major objections (i.e., why the major 
objection was not considered further or included in the findings) should be 
provided.  
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 Figure 9.4 is an example of a logical argumentation analysis with a 
corresponding argument map. In this example, the research question asks: “What 
tactics will terrorists use against the U.S. homeland in the future?” Using available 
information, this analysis concludes that terrorists will use more “lone wolf” 
attacks. The findings, reasons, objections, major objections, and rebuttals 
supporting this conclusion are shown below.  

 Logical argumentation has at least two primary weaknesses. First, it may 
allow the analyst to either fail to collect all the information on a situation or to 
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discount information that may not support pre-formed views of the resultant 
contention. This can be the case when the analyst knows a customer has a pre-
formed view of the situation and he/she builds an argument to support that pre-
formed view. Second, as logical argumentation is more intuitive in nature, 
analysts also may not make the effort to complete all of the critical-thinking 
elements. The analyst may ignore the elements of context, points of view, 
assumptions, conceptualizations, and alternatives, resulting in contentions with 
questionable validity. Logical argumentation; therefore, should only be employed 
when time constraints or incomplete information do not allow a more in-depth 
information search and critical-thinking analysis. 
 
 Pattern matching. This is a deductive qualitative technique that begins with 
a model or theory already devised and then populated with information to reach 
a contention. Pattern matching is also called process tracing because it assists the 
analyst in gaining an in-depth understanding of the causal relationships or 
structured process steps involved in a situation. Pattern matching frequently is 
used in qualitative security analyses when only one case is being analyzed. Basic 
pattern matching, similar to logical argumentation, is sometimes learned in 
secondary school to organize and present a variety of empirical information. The 
primary difference between pattern matching and logical argumentation is the 
employment of a theory or model as the framework for guiding the pattern-
matching analysis. 
 Pattern matching is a mainstay of structural causal analyses that must 
comply with rules for establishing causality. Originally presented in Chapter 3, the 
rules of causality include: 
 

• Time ordering—the change or condition in the independent variable(s) 
must occur before the change or condition in the dependent variable(s). 

• Non-spuriousness—there cannot be a third variable that is causing both 
the independent and dependent variables to change. 
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• Co-variation—as independent variables change, there must be 
corresponding changes in the dependent variables.  

• Theory—as empiricism alone cannot establish causality, a theory is 
required (from the rationalism level) to explain why the causal 
relationships exist.   
 

 When conducting a pattern-matching analysis, organize and present 
information and linkages in a manner where even the most skeptical readers will 
agree with the contentions. As a skeptical reader might do, the analyst must ask:  
How is this known?  Why should this be accepted as fact?  It is important that the 
information be accurate, sufficient, representative, and precise.12 It is up to the 
analyst to logically link the different pieces of information and help the reader 
understand what it means in terms of the hypotheses being tested or alternatives 
being assessed. Information to support a pattern-matching analysis may include: 
 

• Direct quotations from conversations, speeches, interviews, existing 
reports, articles, books, etc. 

• Observations by intelligence collectors, diplomats, media personnel, etc. 
• Words representing objects, images, or events using anecdotes, 

narratives, or descriptions. 
• Ground-truth imagery, overhead imagery, charts, maps, videos, voice 

recordings, communication intercepts, models, etc., that represent 
objects or events visually or aurally. 

• Figures, tables, diagrams, graphs, boxes, charts, or maps. 
• Summaries and paraphrases of any of the above.  

 
 Box 7.1 provides an example case study employing a pattern-matching 
analysis based on the Geller & Singer War-Prone Dyad Model to predict the 1980 
start of the Iran-Iraq War. In this case study, the structural model creates a series 
of hypotheses, which then were tested using available information to see if each 



360 
 

hypothesis would or would not contribute to the outbreak of war. The Box 7.1 
case study analysis does predict the war; but, since it was a counterfactual (after-
the-fact) analysis, it also explains why the war broke out. 
 
 Pros-cons-fixes. This is an inductive qualitative technique for assessing and 
selecting among one or more alternatives. It is often called the Benjamin Franklin 
Technique as this U.S. Founding Father wrote about how he used this technique 
when faced with a particularly hard decision.13 In Franklin’s time, he used only the 
pros and cons parts of the technique; the fixes part of the technique was added 
later. The pros-cons-fixes technique helps overcome the normal human reaction 
of negativity to a new idea or alternative by forcing an assessment of the positives 
(pros) in an idea or alternative before assessing the negatives (cons). The fixes 
part of the technique then allows creation of potential solutions to the cons. Pros-
cons-fixes help analysts organize the factors of the problem in a logical way so 
each factor can be assessed separately, systematically, and sufficiently.14 Pros-
cons-fixes are best assessed using a separate table for each alternative; for 
example, using three columns (pros, cons, fixes) and following a six-step process 
detailed below.15 See Box 9.1 below for an example of a pros-cons-fixes analysis. 
 

Step 1: List all the pros. Using group-informed brainstorming or lone 
storming  (Chapter 8), list the positives, benefits, merits, and/or advantages 
of why this alternative should be selected.  
Step 2: List all the cons. Again, using group informed brainstorming or lone 
storming, list all the negatives for why this alternative should not be 
selected.  
Step 3: Review and consolidate the cons. Using a convergent-thinking 
approach, merge similar cons and eliminate redundant cons to consolidate 
the list.  
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Step 4: Neutralize or fix as many cons as possible; that is, determine what 
measures can be accepted or what can be done (fixed) to turn a con into a 
pro or at least to neutralize the con.  
Step 5: Compare the pros, unalterable cons, and fixes for all alternatives. 
Remember the remaining cons constitute the price one will pay if that 
alternative is selected.  
Step 6: Select the best alternative.  
 

Box 9.1 Pros-Cons-Fixes—An Analysis of al Qaeda Decision Making 
 
Suppose the al Qaeda leadership wanted an assessment of whether to use truck 
bombs or hijacked aircraft to create explosions in upcoming attacks on the 
United States (see Box 8.1). Assume the leadership’s concerns surround the fact 
al Qaeda had used truck bombs successfully in the past, discounting the failed 
1993 World Trade Center attack, but the organization had never used hijacked 
aircraft as missiles to create explosions with the aircraft fuel load. Consider that 
al Qaeda planner Khalid Sheikh Mohammed (KSM) conducted the hypothetical 
pros-cons-fixes analysis (below) of the truck bombings and hijacked aircraft 
alternatives. Assume the analysis so far points to making multiple near-
simultaneous spectacular attacks inside the United States, and that KSM 
completed a CARVER analysis (see Box 8.2) and selected the New York World 
Trade Center, Pentagon, and U.S. Capitol as the primary targets. 
 
Alternative: Truck Bombings 

Pros Cons Fixes 
Requires experience with 
truck bombs. 

Likely would be a non-
suicide attack (terrorists 
likely survive). 

Requires fewer terrorists 
(one to drive each truck), 

Need to procure explosives, 
timers, detonation 
materials. 
 
 
Some targets are hardened 
for truck bombs with anti-
terrorist barriers (bollards, 

Ship explosives to 
clandestine seaport or 
procure materials locally 
(fertilizer bombs?).  
 
Conduct surveillance to 
identify weak points. 
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and they could work 
together to load explosives. 

Ease of renting or buying 
trucks. 

Ease of infiltrating terrorists 
months before attack date 
using U.S. tourist visas. 

Fewer terrorists would 
increase operational security 
and facilitate exfiltration. 

More pros…? 

 

etc.) and restricted vehicle
access. 

 

 
 
Truck bombs may do only 
limited damage (as in the 
1993 World Trade Center 
bombing). 
 
Need exfiltration plan. 

More cons…? 

 
 
 
Procure larger trucks for 
increased explosive loads. 

  
Alternative: Hijacked Aircraft  

Pros Cons Fixes 
Would be spectacular attack 
and likely create most 
damage. 

By using the aircraft’s fuel as 
an explosive, would not 
need to import or locally 
procure explosives. 

Could infiltrate terrorists 
using combination of tourist 
and student visas.  

No exfiltration needed. 

Targets are not hardened for 
attack by an aircraft. 

More pros…? 

No experience with using 
highjacked aircraft as 
missiles. 

Requires more terrorists (to 
fly planes, cabin security) 
than truck-bombing 
alternative. 

Would be suicide mission for 
terrorists. 

Do not have al Qaeda pilots. 

Would need to infiltrate 
operatives months in 
advance to surveil targets, 
gain familiarity with airport 
security and actual flights 

 

 

 

 

Select most zealous al 
Qaeda terrorists. 

Train pilots at U.S. flight 
schools using flight 
simulators. Provide funds for 
training. 
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selected to be hijacked, plus 
undergo flight training.  

Longer time in United States 
would decrease operational 
security and cost more to 
support terrorists. 

More cons…? 
 
Since this is a counterfactual (after the fact) analysis, we know the hijacked 
aircraft alternative was selected by al Qaeda. It was selected even though the 
hijacked aircraft alternative had a longer list of cons. When combined with a 
weighted-ranking analysis below, the analysis explains why al Qaeda likely 
selected the hijacked aircraft alternative. 
  

  
 Pros-cons-fixes analyses have two main weaknesses. First, there are no 
consistent evaluation factors for comparing multiple factors across alternatives. 
The matrix analysis technique below compensates for the lack of consistent 
evaluation factors. Second, there is no accepted method to prioritize or 
determine which of the factors used in the analysis are the most important in 
decision making. Benjamin Franklin devised his own method for determining 
which items on the pros-cons list for one alternative were the most important. He 
would first assign weights (scores—scale unknown) to each item as to its 
importance regarding the decision. He would then strike out any two items (one 
pro, one con) of equal weights. He continued by removing items where one pro 
would equal two cons. Finally, he would remove items where two cons equaled 
three pros. This intuitive process would leave the most important items on the 
pros-cons list to consider in the final decision.16 Below is a weighted-ranking 
technique that builds on Franklin’s process in a more systematic manner. 
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 Weighted Ranking. This is an inductive qualitative technique for prioritizing 
the importance of several alternative items in a decision-making process. Humans 
constantly rank items subconsciously. For example, when going to the movies, 
people inventory the films being shown and determine the one film they most 
want to see. Ranking items in terms of relative importance to other items is an 
instinctive process that facilitates decision making. The weighted-ranking 
technique is a systematic process for relative ranking by employing the nine-step 
process described below and illustrated in Box 9.2.17 
 

Step 1: List all major criteria for ranking items. The Box 9.2 example 
supports a hypothetical analysis where al Qaeda is deciding the most 
important items to consider in planning an attack on U.S. interests. The list 
of criteria al Qaeda decides to use in its hypothetical analysis include: 
attack executability, overall costs, obtaining spectacular results, operative 
survival, and infiltration/exfiltration requirements. This analysis supports, 
but does not replace, the previous al Qaeda pros-cons-fixes example in Box 
9.1.  
Step 2: Conduct a pair-wise ranking, calling for each criterion to be 
compared to all other criteria to determine which is more important in the 
analysis being conducted, where the winner of each comparison gets one 
point. The criteria with the most points are considered the most important 
in the decision process. To pair-wise rank the criteria, compare the first 
criterion on the list to the second, first to the third, and so on—winners of 
the comparison get one point. After the first criterion is compared to all 
others, then follow with the second criterion compared to the third, second 
to the fourth, etc., continuing until all criteria have been compared to all 
others. Keep a tally of the winners (votes) in each comparison. Finally, 
calculate the total votes for each criterion and their final ranking. Figure 9.5 
provides an example. 
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Note: The total number of votes in a pair-wise ranking, where N equals the 
number of criteria or items to be ranked is: 
 

   N X (N-1) 
      2    

 
Figure 9.5 Pair-Wise Ranking of Criteria 

Criteria  Tally of Votes Total Votes Final Ranking 
Executeability III 3 2 
Costs II 2 3 
Spectacular Results IIII 4 1 
Operative Survival  0 5 
Infil./Exfil. Req. I 1 4 

  
Step 3: Select the top several criteria (3 or more) to be used in the 
weighted-ranking analysis and subjectively weight them with probabilities. 
As with utility analysis (see Box 7.2), the weighted percentiles 
(probabilities) for all criteria selected must equal 1.0. An example includes: 
 
Criteria Weighted 

Probability 
1. Spectacular Results .5 
2. Executeability .3 
3. Costs .2 

Total Probability 1.0 
  
Step 4: Construct a weighted-ranking matrix and enter the items to be 
ranked in the left column, selected criteria (Step 2), and selected criteria 
weights (Step 3). See Box 9.2 for the weighted-ranking matrix for this 
example. 
Step 5: Pair-wise rank all the items to be ranked for each criteria and record 
the votes in the weighted-ranking matrix. See Box 9.2. 
Step 6: Multiply the number of pair-wise ranking votes for each item being 
ranked and the respective criterion probability. See Box 9.2. 
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Step 7: Add the weighted values for each item being ranked and enter the 
sums in the “Total Votes” column. See Box 9.2. 
Step 8: Determine the items with most “Total Votes” and enter their 
ranking in the “Final Ranking” column. See Box 9.2. 
Step 9: Conduct a sanity check. Ask: Do these results make intuitive sense? 
If not, go back and check the pair-wise rankings of criteria and items to be 
ranked and the math in the weighted-ranking matrix. Do not be surprised if 
the final results are counter-intuitive as they may conflict with the analyst’s 
initial intuitive expectations. Additionally, a sensitivity analysis should be 
conducted where other analysts pair-wise rank the criteria and adjust the 
criteria probabilities to see if the initial results are robust under different 
perspectives. 
 

 Box 9.2 Weighted Ranking—al Qaeda Decision Making 
 
Question: What factors are the most important for al Qaeda to consider when 
planning an attack on U.S. interests? 
 
Items to be ranked from informed brainstorming: 

Experience: What experience do al Qaeda operatives have with conducting   
attacks? 
Explosive Procurement: How difficult will it be to obtain explosives for the 
attacks? 
Suicide Attack or Not: Will suicide attacks be required? 
Number of Operatives: How many al Qaeda operatives will be required to 
conduct the attacks? 
Delivery Method: How important is the delivery method to the attacks? 
Operational Security: Will operatives be undetected in preparing and 
carrying out the attacks?  
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  Hardened Target: How hardened will targets be against attack? 
 
Criteria pair-wise ranking and assigning probabilities for this example were 
covered in Steps 2 and 3 above. 
 
Weighted ranking matrix: 
 

Criteria 
Items to be 
Ranked 

Spectacular 
Results (.5) 

Executeability 
(.3) 

 
Costs (.2) 

Total 
Votes 

Final 
Ranking 

Experience 2 X .5 = 1 4 X .3 = 1.2 1 X .2 = .2 2.4 5 
Procure Explsvs. 5 X .5 = 2.5 4 X .3 = 1.2 6 X .2 = 1.2 4.9 1 
Suicide or Not 0 X .5 = 0 0 X .3 = 0 2 X .2 = .4 .4 7 
# Operatives 1 X .5 = .5 1 X .3 = .3 4 X .2 = .8 1.6 6 
Delivery Method 4 X .5 = 2 5 X .3 = 1.5 4 X .2 = .8 4.3 2 
Oper. Security 4 X .5 = 2 3 X .3 = .9 3 X .2 = .6 3.5 4 
Hardened Target 5 X .5 = 2.5 4 X .3 = 1.2 1 X .2 = .2 3.9 3 

 

 

The results of this analysis offer the most important items al Qaeda should 
consider in its planning are explosives procurement, delivery method, hardened 
targets, and operational security (to remain undetected). Of least importance is 
whether it will be a suicide attack or not, number of operatives required to 
carry out the attack, and experience of al Qaeda operatives. These results are 
consistent with what is known of the actual al Qaeda terrorist attacks on the 
United States on September 11, 2001. 
 

  
 Matrix Analysis. This inductive and/or deductive qualitative technique is 
one of the most powerful, versatile, and flexible techniques used in security 
analysis. Both qualitative and quantitative information may be included in a 
matrix analysis. It may be used to address past, current, and future events. 

Pair-wise ranking votes 
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Inductively, it is a handy, clear method for sorting information. It may assist in 
assessing and selecting from a list of alternatives. Deductively, it can be used for 
testing theories, models, and hypotheses. In fact, the matrix may be considered a 
model itself. Matrix analyses are analytically illuminating, because even when the 
analysis does not point to one solution or decision-making option, it helps 
sharpen analytic judgements.18 
 Matrixes may project solutions or decisions from a dense body of 
information. Matrix analysis may be considered similar to a jigsaw puzzle, 
allowing the isolation of the parts of the problem or decision. Each puzzle part 
may be assessed in-depth and then the entire puzzle reassembled in a logical 
order. Matrix analyses may allow: 
 

• Separation of elements of a problem. 
• Categorization of information by type. 

• Comparison of one type of information with another. 
• Comparison of information of the same type. 
• Uncover correlations or patterns among the information.19  

  
 A matrix is simply a grid with the number of cells needed for whatever issue 
is being analyzed. It consists of rows and columns (see the weighted ranking 
matrix in Box 9.2). For a matrix analysis, the top row of each column lists the 
options, alternatives, or hypotheses being tested or investigated. In the first 
column (left-most), the evidence or evaluation factors are listed. The evidence or 
evaluation factors may be analyzed first in a weighted-ranking analysis and then 
listed in the first column in order of their importance to the final results. The 
measurements of evidence or evaluation factors used in the matrix may be 
nominal, such as by a dichotomous variable of yes or no, or with notations of 
whether the evidence or evaluation factor are consistent or inconsistent (C or I) 
with each option, alternative, or hypothesis. Measurements also may be ordinal 
(low, medium, high) or include continuous interval or ratio measures. Matrix 
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analyses are similar to pros-cons-fixes, whereby pros equate to consistent 
evidence and cons to inconsistent evidence, but in a matrix all the pros and cons 
for all alternatives are shown in one table. A combination of weighted-ranking 
and matrix analyses provides a more in-depth assessment over a pros-cons-fixes 
analysis. Box 9.3 provides an example of a matrix analysis. 
 Intelligence analysts often employ matrixes to conduct analyses of 
competing hypotheses (ACH).20 Here the term hypothesis is used in a broad sense 
to include different options, alternatives, outcomes, scenarios, explanations, 
predictions, conclusions, or hypotheses. ACH normally lists evidence and 
assumptions in the left-most column. The evidence and assumptions should have 
undergone quality-of-information checks (see Figure 5.8) and assumptions and 
beliefs analysis (see Figures 6.4 and 6.7), respectively. Each hypothesis is assessed 
for each item of evidence and assumptions. Once the matrix is fully populated 
with information, reaching the final results may seem counterintuitive. With ACH, 
the goal is not to determine the hypotheses with the most support, but to 
determine the hypotheses with the least inconsistencies, which are the most likely 
results. See Box 10.2 for an example of an ACH effort. 
 Security policy analysts often employ outcome matrix analyses.21 The 
matrixes normally focus on identifying the best solution for a problem or to 
otherwise support decision making. Outcome matrixes may employ evidence and 
assumptions in the left column; but, more likely, will list a number of evaluation 
factors. The outcome matrix evidence, assumptions, and evaluation factors may 
undergo a weighted-ranking analysis to determine those most important in 
reaching a solution to a problem or a decision. Outcome matrixes help analysts 
identify and confront tradeoffs—evaluation factors or measurements that 
highlight significant differences in options. Differing from ACH, outcome matrixes 
determine the options, etc., with the most support. Box 9.3 provides an example 
of an outcome matrix analysis. 
  Matrix analyses—both ACH and outcome matrixes—follow a general, step-
by-step process shown below.  Box 9.3 follows with an example of an outcome 
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matrix analysis of President Obama’s 2009 decision to increase U.S. troop levels in 
Afghanistan. 
 

Step 1: Identify the options, alternatives, outcomes, scenarios, 
explanations, predictions, conclusions, hypotheses, or recommendations to 
be analyzed. These must be mutually exclusive (not overlap) and should 
emerge from previous work in conceptualization (Chapter 7) and 
alternative development (Chapter 8).   
Step 2: Construct a matrix. Label the first column Evidence (includes 
assumptions), Evaluation Factors, or both. Do a critical review of the 
options, alternatives, outcomes, scenarios, explanations, predictions, 
conclusions, hypotheses, or recommendations and place those selected at 
the top of individual columns. In the review, eliminate those options that 
have little chance of being selected. In some analyses, the status quo (that 
is, no changes to current conditions) may be an option, unless it is 
inappropriate to the analysis or a prior decision is made that changes are 
needed.   
Step 3: List significant evidence and/or evaluation factors down the left-
hand rows. These may undergo a weighted-ranking analysis to determine 
the most important evidence or evaluation factors; then, list them in the 
left-hand rows in descending order. Additionally, list any missing evidence 
that may be applicable to the analysis. Ask Alexander’s Question: What new 
information or different assumptions would negate the findings? When 
conducting an ACH, make sure the evidence is listed as data, assumptions, 
or statements and not in question form. For generating evaluation factors 
in outcome matrix analyses, start with the following considerations: 
 

• Effectiveness: Seek to answer the question or solve the 
problem. 
• Efficiency:  
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o Seek to maximize net benefits and maximize customer 
happiness (see Chapter 7 on assessing possible customer utilities). 
o Ensure customer willingness to pay for options, etc., based 
upon current resources. 
o Calculate cost/benefit analyses. 

• Equity and Practicality:  
o Assess equity to all players (customers, society, etc.). 
o Seek customer input when faced with conflicts in weighting 
evaluation factors. 
o Assess legality of options, etc. 
o Appraise political acceptability of options, etc., determine if 
there is too much opposition and/or too little support. 
o Consider robustness of options, etc.; it may be great in theory, 
but not in practice.22 

.  
Step 4: Work across the matrix (left-to-right) and assess the specific 
evidence or evaluation factor with each individual option. It is important to 
initially follow this step—left-to-right—to insure consistency in 
measurements. Assessment measurements may include: 
 

• Nominal categorical measurements such as yes/no or +/- 
(plus/minus). For ACH, the measurements focus on consistency 
between the evidence and hypotheses and usually are assessed as 
consistent (C), inconsistent (I), strongly consistent (CC), strongly 
inconsistent (II), or not applicable (NA). Remember that the goal of 
ACH is to determine one or more hypotheses with the least 
inconsistencies. 
• Ordinal categorical measures (low, medium, high). 
• Interval or ratio continuous measurements. In some analyses, 
continuous measurements may be given in ranges (30 to 50, etc.).  
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Step 5: Review and refine the matrix. Delete, add, or reword options, etc., 
and evidence and evaluation factors. If any single piece of evidence or 
single evaluation factor is assigned the same measurement for all options, 
etc., it has no diagnostic value. Thus, evidence or evaluation factors with no 
diagnostic value may be removed from the matrix. However, do not discard 
this evidence or evaluation factor because it may be needed in the final 
presentations to supervisors or customers.  
Step 6: Evaluate each option, etc., remaining. Review each option vertically 
(up and down the option’s column). Reevaluate and confirm the validity of 
evidence or evaluation factors. Review underlying assumptions. Delete any 
options where there are significant inconsistencies or questionable validity 
in the assessment measurements.  
Step 7: Compare the remaining options, etc., and then rank them from best 
to worst. In ACH, the hypotheses with the least inconsistencies are the 
most likely. In outcome matrixes, the options, etc., with the most positive 
evaluations are usually the best selections.  
Step 8: Perform a sanity check. As with the weighted-ranking technique ask: 
Do the results make intuitive sense? If not, recheck the information and 
entire analytic process. Once again ask Alexander’s Question: What new 
information or different assumptions would negate the findings?  
 
  

Box 9.3 Outcome-Matrix Analysis: Obama’s War in Afghanistan 
 
During the 2008 presidential campaign, the eventual victor, Democratic Party 
candidate Senator Barack H. Obama (D-IL), promised to end the ongoing Iraq 
and Afghanistan wars. By Obama’s January 20, 2009, inauguration, the Iraq war 
was already winding down and U.S. combat troops were being withdrawn. The 
U.S. had been in Afghanistan since October 2001; with 55,000 U.S. troops 
remaining in Afghanistan in early-2009. The continuing war was generally 
considered under-resourced and lacking a clear military strategy. Starting after 
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9/11, the U.S. spearheaded the removal of the ruling Taliban government from 
power and denial of Afghanistan as a safe haven and support base for al Qaeda 
(the U.S. primary mission). The war later turned into a stalemate with the U.S., 
Allied, and new Afghan government forces fighting militants from the Taliban 
and al Qaeda. The U.S. strategy was based loosely on counter-insurgency (CI) 
operations modeled on the same strategy used to end the war in Iraq. 
 
Three days after Obama’s presidential inauguration, the U.S. National Security 
Council (NSC) met to strategize on the war in Afghanistan. This particular 
meeting was to gain presidential approval to increase U.S. troop levels in 
Afghanistan to provide security for the upcoming August 2009 Afghan elections. 
The U.S. Department of Defense (DOD) was requesting an additional 30,000 
troops, plus force enablers (helicopters, medical, communication, and other 
support units). President Obama did not immediately approve the full request. 
Within a few weeks; however, he did approve 17,000 additional troops. His 
primary goal; though, was to end the war, so he ordered an outside (think tank) 
strategic review of the war. 
 
By the fall of 2009, U.S. troop levels had increased to 68,000. The new U.S. 
commander in Afghanistan was ordered to complete a force structure and 
second strategic review. This review, and the decision process to send 
additional troops and define the nature of their mission, set in motion a 
bureaucratic politics (Chapter 6) infighting scenario lasting until Obama’s 
November 29, 2009, final decision. The infighting primarily was between the 
DOD (Secretary and senior generals), the White House NSC staff, and the 
President’s closest advisors. DOD continually insisted on a force mission of CI, 
just as conducted in Iraq, requiring significant additional troop levels. The White 
House instead was looking for a new approach, one that would wind down the 
war and require far fewer additional troops. 
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While no one actually constructed an outcome matrix for Obama’s decision on 
mission and troop deployments, the following matrix captures the essence of 
the decision (from Obama’s perspective) documented in Bob Woodward’s book 
Obama’s Wars.23  
 
The options (outcomes) assessed included: 
 
Option 1: 10,000 additional troops to train the Afghan Security Forces (police 
and military). No additional U.S. combat troops. This was the option Obama 
established if DOD pushed back significantly on Option 2. He apparently 
intended to then let DOD use the 68,000 existing troops to execute the war as 
they saw fit—and see what happened. He apparently also intended to start 
troop withdrawals in July 2011 as with Option 2. DOD had floated a lower-limit 
option of 20,000 additional troops, but it was not one either DOD or the White 
House seriously considered. 
 
Option 2: 30,000 additional combat troops plus up to 3,000 additional enablers. 
Troops would train Afghan Security Forces and conduct counterterrorism (CT) 
operations, meaning to conduct intelligence-supported attacks on known 
Taliban or al Qaeda locations. After this surge of additional resources, troop 
withdrawals would begin in July 2011. This option was designed by President 
Obama in consultation with his White House advisors. 
 
Option 3: 45,000 additional troops with enablers. Troops would train Afghan 
Security Forces and conduct CI operations; meaning to take, secure, and guard 
territory and gain the trust of the Afghan people, thus denying those territories 
to the Taliban and al Qaeda. There was no schedule to remove U.S. troops in 
this option nor a plan to end the war. This option was proposed and 
championed by DOD, to the point it all but refused to consider other options. 
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Other Options: A status quo option was discussed (to remain at the 68,000-
troop level), but both DOD and the White House agreed something needed to 
be done in Afghanistan, so this option was set aside. An option of 85,000 
additional troops with enablers was presented by DOD, with all other conditions 
the same as Option 3. This was suspected to be a worst-case option, so the 
preferred DOD option of 45,000 seemed more acceptable to the White House. 
Both DOD and the White House considered this option too costly, and so it was 
not discussed seriously.  
 

Perspective: President Obama 
Evaluation Factors (listed by weighted-ranking order) Option 1 Option 2 Option 3 
1. Includes plan to end war. Yes Yes No 
2. Is politically acceptable to U.S. Congress. Yes Yes No 
3. Cost of additional troops per year. $2.5B $7.5B $10B 
4. Sends political message to Afghan government. No Yes No 
5. Trains Afghan Security Forces to take over war. Yes Yes Yes 
6. Shift to Counterterrorism mission. No Yes No 

Decision  X  
 
President Obama selected Option 2, partly because he wanted to meet the 
DOD’s requests at least part way. Option 1 was only a fallback option for Obama 
in case DOD resisted Option 2. Option 2 met all of Obama’s policy goals. 
Throughout the fall 2009 discussions, it was clear DOD failed to consider the 
policy factors important to President Obama and anchored themselves on the 
CI strategy employed successfully in Iraq. DOD did not give adequate attention 
to Obama’s campaign promises to end the war or his desire to send a political 
message to the Afghan government of how they needed to take more 
responsibility for their own security as the United States was not staying there 
long-term. A major player in the negotiations was Vice-President Joe Biden. 
President Obama asked Biden to question information, assumptions, and 
conclusions raised by all sides in the discussions. This is known as placing Biden 
in the role of a Devil’s Advocate, a technique commonly used in security analysis 
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to insert contrarian views into the analytic process. In fact, it was Biden who 
strongly questioned the continued use of a CI strategy in Afghanistan (as the on-
ground context differed from Iraq), and he was the first to offer the alternative 
of a CT strategy, which Obama eventually supported.  
 
What Happened? U.S. troop levels in Afghanistan reached a total of almost 
100,000 by July 2011. As he originally ordered, a slow withdrawal of U.S. troops 
began that month and, by Obama’s departure from the White House in January 
2017, around 8,400 U.S. troops remained in Afghanistan. President Trump 
inherited the lower troop levels, CT strategy, and efforts to train Afghan 
Security Forces. The war continued through Trump’s 2017-2020 term. The U.S. 
departed Afghanistan in August 2021 after the Trump Administration 
negotiated a withdrawal with the Taliban, which was executed under the 
direction of then President Biden. The U.S. strategy to end the war was not 
successful because of the lack of political will on the part of the Afghan 
government. The Afghan government did not support the Afghan Security 
Forces, which did not reach the strength or level of effectiveness that would 
allow transfer of responsibility for security operations from the U.S. and Allied 
forces. Moreover, the Afghan government did not demonstrate the political will 
to improve its corrupt and ineffective governance.  
 

 

Key Concepts 
 
Alexander’s Question 
Analysis of Competing Hypotheses 
Argument Mapping 
Benchmark Proportions 
Benjamin Franklin Technique 
Comparative Analysis 

Comparative Theory 
Contentions 
Descriptive Inference 
Endogeneity  
Evidentiary Reasoning 
Grounded Theory 
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Inference 
Interpretation 
Logical Argumentation 
Matrix Analysis 
Multicollinearity 
Occam’s Razor 
Outcome Matrix 
Pair-Wise Ranking 
Pattern Matching 

Process Tracing 
Pros-Cons-Fixes 
Qualitative Analysis 
Qualitative Comparative Analysis 
Quantitative Analysis 
Statistical Inference 
Unaided Judgment 
Weighted Ranking 

 

Discussion Points 
 
1. How did using only unaided judgment techniques (see Figure 9.2) affect the 
quality of pre-9/11 security analysis? 
2. Select a newspaper, magazine, or other published article and evaluate if the 
text is presented in logical argumentation format. 
3. Develop a pros-cons-fixes analysis for a decision situation in your personal life, 
past or present (selecting a college, accepting a job offer, buying a car, etc.). 
Would a utility analysis (Chapter 7) or weighted-ranking analysis provide greater 
insight to your decision?  
4. Using the information in Box 2.1, Box 7.2, and Figure 7.20, develop an 
outcomes matrix analysis of the Cuban Missile Crisis from President Kennedy’s 
perspective. 
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Chapter 10 
Implications and Consequences 

 

Bottom Line Up Front 
 

A critical-thinking project is finalized by addressing the implications and 
consequences of the previously completed analysis. Results of the interpretation 
and inference analysis produce contentions (theses, key findings, conclusions, or 
recommendations), which imply certain conditions or actions. Implications 
indicate related behaviors, decisions, or conditions generated by the analytic 
results. Consequences occur when the implied behaviors, decisions, or conditions 
are acted upon. Cascading threat analyses are a common method to assess 
implications and consequences. In security analysis, there are two special cases of 
implications and consequences. First, in support of an intelligence threat analysis, 
a warning analysis is generated to update decision makers on the likelihood of 
adversaries’ actions. Second, security policy analysts must “market or sell” their 
recommended policy actions to decision makers. In these cases, several 



381 
 

management-based techniques may be employed to increase the likelihood the 
recommended actions will be approved and acted upon.  
 

Role of Implications and Consequences 
 

Implications and consequences are the final elements addressed in a critical-
thinking projects. The elements follow the previous critical-thinking efforts and 
are a check on the practicality of the analytic results. Implications claim or imply a 
related behavior, decision, or condition generated by the previous results.1 They 
also address ideas because they directly or indirectly indicate, allude, hint, 
suggest, intimate, or entail beliefs, assumptions, or viewpoints resulting from the 
thinking. For example, if a state is assessed as a strong democracy, it implies that 
the state’s political power resides in the people (citizens) and not in a powerful 
minority. There are three general types of implications:  possible, probable, and 
necessary (certain).2 A possible implication is one that may not be expected but 
still has a slight probability of occurring. For example, a recurring military patrol 
along a contested international border would not be expected to cause a violent 
conflict, but it is possible a conflict may occur. A probable implication may be 
expected, and thus has an increased probability of occurring. If the military patrol 
purposely fires across the border, then a conflict probably could be expected. A 
necessary implication is all but certain (near 100% probability) to result in either a 
positive or negative consequence. When the military patrol crosses the border 
and engages the adversary’s forces, conflict will almost certainly follow. 
 Consequences, on the other hand, are the result of actions flowing from 
the implications. Thinking through the implications of a situation may lead to 
positive consequences that solve the problem or otherwise support the purpose 
of the analysis. Failure to think through the implications may result in negative or 
unintended consequences that work against the interests of the customer who 
requested the analysis.3 Consequences flowing from implications result in 
behaviors, decisions, or conditions that are acted upon. For example, if a state 
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takes action to become a democracy, it can expect the positive consequences to 
include fair voting for societal leaders, less conflict and violence, and an improved 
quality of life for citizens. Consequences, either positive or negative, are thus 
what really happens and foster a series of outcomes. In the military patrol 
examples above, if conflict along the international border were to occur, the 
negative consequences could be a war between the adversarial states, loss of 
thousands of military and civilian lives, significant property destruction, and 
possible escalation into a regional war. Once the implications and consequences 
of a situation are understood, security analysis customers can decide if certain 
positive consequences are desired or if they can devise actions to mitigate the 
effects of negative or unintended consequences. 
 The remainder of this chapter addresses implications and consequences 
related to security analyses. Cascading threat analyses provide a basic process for 
assessing implications and consequences in most security analyses. Security 
analysis also has two specific areas that require expansion of basic implication 
and consequence analysis. First, in intelligence threat analyses, implications and 
consequences relate to predictive threat scenarios—the most probable threat 
scenarios adversaries may choose to pursue. This chapter presents a warning 
analysis structure to continually update an initial threat analysis, thus allowing 
customers to take mitigation actions. Second, security policy analysts must 
consider the acceptance of a policy recommendation (who will support or not 
support the recommendation) and the implementation of a policy 
recommendation to determine its cost and feasibility. The final section of this 
chapter discusses techniques for assessing acceptance and implementation of 
policy recommendations. 
 

Cascading Threat Analysis 
 

Cascading threat modeling is used in a number of security areas, including 
emergency management, infrastructure protection, cyber security, and more. This 
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type of modeling is particularly applicable to risk assessment, where the models 
help in assessing threats, vulnerabilities, and consequences. Cascading threat 
analyses take a systems approach (Chapter 7), which considers natural systems 
(earthquakes, hurricanes, wildfires, floods, etc.) and how they interact with man-
made systems (communications, transportation, electrical, water systems, etc.). 
For example, hurricanes may damage electrical, communication, and 
transportation systems, while also causing property damage and flooding that 
affects the livability of homes and businesses.4  
 Cascading threat models assume a disaster or other action will unleash a 
sequence of events—often resulting in a series of negative consequences. 
“Toppling dominoes” is a good metaphor to visualize a series of sequential events. 
Lines of dominoes standing on end will topple if one end domino falls contacting 
and felling the next, which contacts and fells the next, and so on. The dominoes, 
or sequence of events, may be arrayed in one long line or may have side-
branches, much the same as sequential events occur in the real world. Scenarios 
with a long sequence of events have individual parts that often are referred to as 
first order, second order, third order, etc., consequences. 
 Techniques for conducting cascading threat modeling are listed below. Box 
10.1 provides a sample modeling effort. 

 
Step 1: After completing the interpretation and inference analysis (Chapter 
9), assess implications and consequences of resultant contentions starting 
with a group-informed-brainstorming effort (Chapter 8). List and address 
every contention generated by the interpretation and inference analysis. 
The informed brainstorming should be supported by historic inputs from 
past research on similar cases, generic inputs from group members with 
experience in the field, and creative-thinking inputs (Chapter 8). Focus on 
using both divergent and convergent techniques to develop a list of 
implications and consequences for each contention. 
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Step 2: Create a set of events trees (Chapter 7) that list the contentions 
being assessed followed by their implications and related consequences. As 
an events tree unfolds, continue the informed brainstorming to refine the 
list of implications and consequences.  
Step 3: Assess insights from the events trees and design mitigations for 
each negative or unintended consequence for the contention selected for 
action.  
 

Box 10.1 Cascading Threat Model: Al Qaeda 9/11 Attacks 
 
Perspective: Al Qaeda 
 
Presume that al Qaeda returns to its initial storyboard planning (see Box 8.1) to 
assess the implications and consequences of its preferred decision to mount 
suicide attacks on the U.S. homeland with hijacked aircraft employed as 
missiles. As Box 8.1 describes, it appears al Qaeda did not conduct such an 
analysis. Below are the hypothetical results if they had done so.  
 
Step 1: Select contention(s) for assessment. In this example, the contention (or 
decision) was to mount suicide attacks using hijacked aircraft as missiles on the 
New York World Trade Center, Pentagon, and U.S. Capitol. This is the only 
contention assessed for this example.  
 
Step 2: Create an events tree for the contention of a hijacked-aircraft attack on 
U.S. homeland targets. 
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Step 3: Al Qaeda’s insights from their perspective would include that hijacked-
aircraft attacks on the U.S. homeland would either be a full success, partial 
success, or failure. Al Qaeda already assumed the suicide attack would kill their 
operatives, so this consequence is not shown on the above events tree. A 1st 
order consequence would indicate a full or partial success would result in U.S. 
property and personnel damage (amount depending on level of success). Al 
Qaeda also assumed a full or partial success might convince the U.S. to leave 
the Middle East. While this was al Qaeda’s primary motive, this consequence 
did not come about. Also, al Qaeda should have considered U.S. retaliation for 
the attack. The 2nd order consequences reveal there was a small probability the 
U.S. would not retaliate, supported by the fact there was no U.S. retaliation for 
the USS Cole attack in October 2000, al Qaeda’s last major attack on U.S. 
interests before September 11, 2001 (9/11). Instead, the U.S. retaliated for the 
9/11 attack by forcibly overthrowing Afghanistan’s Taliban government, 
attacking and expelling al Qaeda from its safe havens in Afghanistan, and 
beginning a worldwide campaign against al Qaeda. This campaign, known as 
“The War on Terror,” focused an extensive U.S. intelligence effort to locate al 
Qaeda operatives, who were then attacked by U.S. forces. Captured al Qaeda 
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personnel were sent to the U.S. military detention camp in Guantanamo Bay, 
Cuba. In May 2011, this worldwide campaign against al Qaeda culminated in the 
death of al Qaeda leader Osama bin Laden by U.S. special forces in Pakistan. 
The implication of the 9/11 attack being a failure also could have resulted in 
U.S. retaliation, but possibly at a lower level of intensity (dashed lines in event 
tree) than for an attack deemed a full or partial success.  
 
Al Qaeda actions indicate their leadership was not ready to take mitigation 
actions if the U.S. retaliated—a major flaw in their attack plan. It appears the 
opportunity to make a “spectacular” attack on the U.S. homeland, and their 
wishful thinking concerning how this would convince the U.S. to leave the 
Middle East, overcame their considerations of the risk involved in a U.S. 
retaliation. The above events tree could be extended further to third order, 
fourth order, etc., consequences based on the U.S. retaliation plan against the 
Taliban and al Qaeda in Afghanistan and against al Qaeda worldwide. It appears 
that al Qaeda had not considered the full implications and consequences of 
attacking the U.S. homeland. 
  

 

Warning Analysis 
 
Sometimes called warning intelligence or indications intelligence, warning 
analysis is a method used by intelligence analysts to update customers (policy 
makers or tactical commanders) as changes occur in their threat analyses. The 
main function of warning analysis is to anticipate—insofar as intelligence 
collection and analysis will allow—what the adversary is likely to do, especially 
whether adversaries are preparing to initiate action in the foreseeable future.5 
Intelligence threat analyses usually present more than one potential action or 
scenario an adversary may choose and estimate which of these actions or 
scenarios are the most likely to occur. This is accomplished by assessing 
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probabilities that a scenario may take place—but it is impossible to know exactly 
which will occur.6 This type of analysis starts with the interpretation and inference 
element of a threat analysis and allows analysts to revise their original likelihood 
estimates to hopefully avoid any surprise actions by the adversary; avoiding 
surprise is a primary goal of security policy makers and tactical commanders. For a 
more in-depth understanding of warning analysis, see U.S. intelligence analyst 
Cynthia Grabo’s seminal work, Handbook of Warning Intelligence.7  
 Warning analysis may be strategic or tactical, which differ in terms of 
timeliness and resources. Strategic warning is usually longer-term and provides 
warning of potential actions of an adversary requiring a response with the 
significant reallocation of resources. Tactical warning is more short-term and 
provides warning of potential actions of an adversary normally requiring a 
response with existing resources. Strategic warnings often address complex 
“wicked problems,” which also are considered low-probability/high-impact 
events—meaning the probability of an adversary’s actions may be low; but, if the 
actions did occur, there would likely be significant political, military, or economic 
consequences. For example, monitoring for a North Korean invasion of South 
Korea is a strategic warning situation classified as a low-probability/high-impact 
event. Short-term tactical warning is most applicable to tactical field commanders 
and supports allocation of existing friendly forces in reaction to an adversary’s 
actions. Watching for an anticipated terrorist attack entails tactical warning, 
which often is confused with current intelligence analysis. Tactical warning 
analysis focuses on a specific problem and the related intelligence indications of 
an adversary’s potential actions. Current intelligence looks at the latest 
information, and analysts try to make sense of the information and keep policy 
makers and tactical commanders informed. Current intelligence often addresses 
situations where a warning analysis does not exist. 
 Both strategic and tactical intelligence rely on robust intelligence analysis as 
described in this book. Warning analysts must have an in-depth knowledge of the 
adversary and use all the tools in their analytic “tool box” (critical-thinking and 
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analytic techniques) to anticipate the adversary’s most likely future actions. With 
the initial results of their threat analysis, normally with more than one potential 
action or scenario the adversary may pursue, the analyst then develops an 
indicators analysis to identify potential observable factors pointing to the likely 
action of the adversary. That analysis is used to create a focused intelligence plan 
to collect and identify information on the observable indicators and allow 
revisions to the original threat analysis (see below). With a continually revised 
threat analysis and associated indicators analysis, security policy makers and 
tactical field commanders can reallocate resources and identify mitigation actions 
in reaction to the adversary. 
 When a focused warning analysis is required, it is usually referred to as an 
Indications and Warning (I&W) Problem. There are dozens of existing I&W 
problems in the security community; including the North Korean invasion of South 
Korea, China’s invasion of Taiwan, and Iranian attacks on Saudi Arabia. The 
remainder of this section presents the steps to develop an I&W problem using the 
lead-up to the September 11, 2001 (9/11), al Qaeda attacks on the U.S. homeland 
as an example. This is a case where it appears a U.S. I&W problem was not 
established, and the case was handled as current intelligence analysis.  
 
 Step 1: Establish the threat analysis from the interpretation and inference 

element (Chapter 9). Using the analytic techniques presented herein, or 
more advanced techniques, establish a threat analysis for the situation. 
That analysis usually will result in a number of actions or scenarios the 
adversary may take. It is up to the analysts to rank order the threat actions 
or scenarios based on their likelihood to be selected by the adversary. The 
priority ranking may entail a simple pair-wise comparison (see Figure 9.5), a 
weighted ranking analysis (see Box 9.2), a CARVER analysis (see Box 8.2), a 
matrix analysis, or a subjective assessment of the information available in 
the situation. 
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Box 10.2 Threat Analysis: Al Qaeda Attack on the U.S. Homeland 
 
Perspective: United States 
 
Time Period: As of July 2001 
 
By late-June and early-July 2001, the U.S. Intelligence Community (IC) had 
received increasing information regarding a significant al Qaeda attack on U.S. 
interests. Central Intelligence Agency (CIA) Director George Tenet described this 
information as “the system blinking red.” There were conflicting conclusions 
about where and how the attacks would take place. The CIA’s Counterterrorism 
Center (CTC) estimated the attack(s) likely would be on U.S. interests in Israel 
and Saudi Arabia. The Federal Bureau of Investigations (FBI) put little credence 
in a potential terrorist attack on the U.S. homeland. It was not until late-July 
2001 that CTC acknowledged the attacks might take place on the U.S. 
homeland. Director Tenet was working closely with U.S. National Security 
Advisor for Counterterrorism (NSAC) Richard Clarke on the possibility of al 
Qaeda attacks. NSAC Clarke concluded in early-2001 that the attacks could be 
against the U.S. homeland. Despite the efforts of Director Tenet and NSAC 
Clarke (both remaining in their respective positions from the previous Clinton 
administration), their warnings of near-term al Qaeda attacks on the U.S. 
homeland gained little interest in the White House by the new Bush 
administration, in the Department of Defense (DOD), or at the FBI.  
 
Assessing where al Qaeda might attack U.S. interests first requires 
consideration of whether the attacks would be on the U.S. homeland or 
overseas. Before 9/11, al Qaeda attacks on U.S. interests were mainly overseas, 
with the lone exception being the 1993 New York World Trade Center truck 
bombing. Overseas attacks included U.S. military facilities (Khobar Towers, USS 
Cole) and political facilities (U.S. embassies). Additional attacks overseas likely 
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would also target U.S. military and political facilities. Identifying potential 
facilities for an al Qaeda attack on the U.S. homeland is complicated by the 
hundreds of U.S. political, military, financial, and infrastructure targets, in 
addition to targets meaningful to U.S. citizens such as monuments, sporting 
events, or other key cultural sites and events. In 2001, there were few 
counterterrorism-related security measures in place across the United States, 
with the exception of security barriers to keep potential truck bombs away from 
important buildings. In his book Keeping Us Safe, Arthur Hulnick highlights that 
when it comes to the U.S. homeland, it is impossible to defend every possible 
terrorist target all the time.8 
 
This threat analysis assumes that U.S. analysts modeled the perspective of al 
Qaeda by placing themselves in the shoes of the al Qaeda planners (see Box 8.1, 
Figure 8.3, Box 8.2, Box 9.1, and Box 9.2). The modeling of the al Qaeda 
perspective; however, would not reveal the exact decisions made by al Qaeda 
leadership; in particular, specific U.S. facilities that might be targeted. By July 
2001, the challenge for U.S. analysts was to answer two main questions: (1) 
What likely type of attack will al Qaeda attempt? And (2) What targets will al 
Qaeda likely attack? The key to answering these questions was to assess the 
capabilities and intentions of al Qaeda. In the lead-up to the 9/11 attacks there 
was information on the capabilities of al Qaeda but little verifiable information 
on their intentions. After completing their al Qaeda perspective analysis and 
conducting a complimentary CARVER risk analysis assessing both the types of 
attack and the targets most likely to be attacked, U.S. analysts would construct 
a matrix analysis (Chapter 9); specifically, an Analysis of Competing Hypotheses 
(ACH)9 shown below, that would assess al Qaeda’s likely actions if the attacks 
were to be mounted in the United States.  
 
The ACH below example is based on what U.S. analysts knew—or should have 
known—by July 2001, if agencies had been sharing information. It was known 
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that al Qaeda was experienced at vehicle (truck, boat) bombings. The aircraft 
hijacking attacks only were suspected from communications intercepts and 
informant reporting of how al Qaeda operatives were being trained in aircraft 
hijackings, which generated speculation of what they intended to do with the 
aircraft. This information was not verifiable, although there were verifiable 
reports of Middle Easterners being trained in U.S. flight schools. Surface-to-air 
missile attacks were suspected only from unverified information that al Qaeda 
possessed this capability, but there were no such attacks by al Qaeda since the 
end of the Soviet occupation of Afghanistan. The target designations listed 
below would have been developed from an al Qaeda-perspective CARVER 
analysis, plus the counterfactual knowledge of where the actual attacks took 
place. This is a counterfactual analysis; that is, the final outcome is known. 
What we know now is that before 9/11, the New York World Trade Center (a 
1993 al Qaeda failed bombing target), the Pentagon, and U.S. Capitol should 
have been priority targets for this threat analysis. 
 
Potential attack scenarios (hypotheses) resulting from the in-depth analysis of 
the al Qaeda threat to the U.S. homeland (based on what was known in July 
2001): 
 
Scenario 1 (S1): Priority structural facilities with truck bombs. 
Scenario 2 (S2): Priority structural facilities with hijacked aircraft used as 
missiles. 
Scenario 3 (S3): Commercial aircraft hijacked and crew/passengers held hostage 
for exchange of al Qaeda prisoners. 
Scenario 4 (S4): Transportation facilities with chemical, biological, or 
radiological attacks. 
Scenario 5 (S5): Passenger aircraft shot down using surface-to-air missiles. 
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Analysis of Competing Hypotheses: Al Qaeda Terrorist Attack on the U.S. Homeland 
Evidence or Assumptions S1 S2 S3 S4 S5 
Meets al Qaeda goals to attack U.S. interests (per 
media reporting from announcements and interviews 
of bin Laden & assumptions) 

CC CC CC C C 

Meets bin Laden’s goal of a “spectacular” attack at the 
heart of the United States (media reporting) 

C CC I I II 

Known or suspected (assumed) al Qaeda 
capabilities 

attack CC C C I C 

Known al Qaeda command & control capabilities CC C C C C 
Known or suspected al Qaeda information, 
surveillance, and reconnaissance capabilities 

CC C C C C 

Known al Qaeda logistics capabilities (support of 
operatives, move weapons/explosives into U.S, etc.) 

CC C C I I 

ACH Results: Number of inconsistencies 0 0 1 3 3 
Al Qaeda Perspective CARVER Results 3 1/2 4 5 6 

Estimated Likelihood of Attack L L EC VU U 
Legend: Scenarios rated for consistency or inconsistency with evidence or assumption: C = 
consistent, CC = very consistent, I = inconsistent (1 point), II = very inconsistent (2 points) 
 
Based on the ACH results (assessing scenarios with least inconsistencies) and 
CARVER results (how al Qaeda might rate the scenarios) and the totality of 
information available, the analyst estimates the relative likelihood of each 
scenario taking place. Likelihood estimates might become more precise as 
additional information is collected. This estimate of a scenario taking place may 
be expressed in odds or its corresponding probability. For example, odds of 3-1 
of the attack scenario taking place are equal to a 75% probability of the scenario 
taking place. Likelihood also may be expressed in verbal statements (unlikely, 
very likely, etc.), which often are better understood by analytic customers. 
Likelihood ratings, assuming each scenario is a mutually exclusive event, may 
include:10 
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Likelihood rating NC VU U EC L VL AC 
Verbal 
statements of 
likelihood 

almost 
no 

chance  

very 
unlikely 

 

unlikely 
 

roughly 
even 

chance 

likely 
 

very 
likely 

 

almost 
certain 

 
Numeric 
probability 

01-05% 05-20% 20-45% 45-55% 55-80% 80-95% 95-99% 

 
Findings: The overall threat analysis indicates a truck bombing or attack by a 
hijacked aircraft used as a missile on U.S. structural targets were the most likely 
scenarios for a foreign terrorist attack on the U.S homeland. Scenarios 3 to 5; 
however, could not be completely discounted and must be included in Step 2 
below. 
 

    

 Step 2: Develop an indicators analysis. This type of analysis establishes an 
indicators list and then correlates the indicators with potential threat 
scenarios the adversary is likely to mount. The indicators list allows the 
analyst to watch for mounting evidence in support of a particular threat 
scenario, such as target location and type of attack. Indicators instill rigor in 
the analytic process when analysts inform policymakers and tactical 
commanders that a threat is about to materialize. When an indicators list is 
included with a threat analysis, it demonstrates to the decision maker or 
tactical commander how the analysts will track new developments as they 
keep them informed. In providing indicators before a threat materializes, 
the analyst makes the assessment much more transparent and available for 
scrutiny. In his book Intelligence and Surprise Attack, Erik Dahl highlights 
situations where national leaders are given only strategic warning and not 
specific warning of threats (how, where, when). Lacking specific warning 
usually results in low decision maker receptivity to the threat, which 
increases the probability of a successful attack.11 The indicators analysis 
technique entails: 
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• Identify the likely set of competing scenarios from the results of the ACH 
analysis above. 

• Create separate lists of observable indicators for potential activities, 
statements, or events expected for each likely scenario. 

• Regularly review and update the indicators list to assess any changes. 
• Identify which scenarios are unfolding based on changes to items 

identified in the indicators list. 
 

 Indicator lists should concentrate on those activities or events that can be 
observed by available intelligence collectors. The indicators list will consist 
of items on threat capabilities (weapons types, weapon delivery methods, 
etc.) and the adversary’s intentions to use those capabilities (weapon 
movements, training activities, statements of intent, changes in 
propaganda levels, etc.).12 When addressing a threats to a fixed structure, a 
good place to start is developing an indicators list from the actions 
attackers might take to surveil and collect information on a target, as 
shown in Figure 10.1. 

 
Figure 10.1 Infrastructure Attack Potential Observables13 
 
Information on Avenues of Approach and Ease of Access 
 1. Location of the target. 
  a. Surrounding terrain or buildings: 

- Maps 
- Blueprints 
- Types of building construction 
- Critical points 
- OCOKA (observation, cover and concealment; obstacles;                 
key terrain, and avenues of approach). 

  b. Available paths to target: 
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     - Exact path(s) to take 
   - Go and no-go areas (because of barriers, obstructions, or 
  impassable terrain) 
  - Areas of restricted or limited access (security restrictions) 
  - Rules or laws governing movement (vehicular and otherwise)  
in target area 
  - Traffic conditions (all relevant vehicular and pedestrian 
modes). 

 
Information on Characteristics of the Target 
 1. Possible locations from which to launch the attack. 
 2. Possible times or windows of time to launch the attack. 
 3. Mobility and variability of the target; if mobile, the predictable paths it 
 may take. 
 4. Relevant features and structure of the target; i.e., technical details. 
 
Information on Protective Security Forces 
 1. Locations of headquarters, stations, and checkpoints. 
 2. Overall size and types (e.g., uniformed, plainclothes, canine): 

  - Number on duty at any one time, hours of duty, and variation 
  - Applicable operational jurisdictions 
  - Capabilities 
  - Vehicles and other mobile assets 
  - Radio frequencies used (and other communications used) 
  - Rules of engagement or use-of-force policy. 

 3. Specific or individual deployments: 
   - Fixed positions 
   - Patrols (e.g., routes, schedules, number of personnel,       
vehicles) 
   - Times of observations (e.g., cameras, live operatives) 
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   - Number of security personnel required to be “passed” 
   - Variations by times of day. 

 4. Security plans (e.g., operational details): 
   - Security response plans 
   - Past performance in previous (or similar) incidents 
   - Behaviors, plans, and capabilities at different levels of alert 
   - Response times. 

 5. Kinds of checkpoints to be passed: 
   - Search procedures (e.g., What will officials be looking for or 
   asking for?) 
   - Cameras, scanners, and detection equipment in the area to 
   be traversed 
   - Sensitivity of detection devices 
   - Frequency at which sensors are “read” 
   - Illumination. 

 6. Specific countermeasures such as vehicle barriers. 
 7. Other people at the facility (Why are they there? What are they 
doing?): 

   - Bystanders, recreational users of facility, passengers 
   - Differences in population at different times of day 
   - Vigilance instructions or emergency phones 
   - Level of security training for non-security employees 
   - Schedules of regular arrivals and departures from target area 
   - Ease of camouflage as a member of one of these groups. 

 
Information on Threats to the Attackers 
 1. Threat posed by security forces and law enforcement measures: 

   - Deployments, response times, vehicles, equipment, and plans 
   - Cascading information (from organizational oversight and HQ 
   locations to who will be on the avenue of approach on attack  



397 
 

   day) 
 - Estimated effectiveness of security response capabilities 
 (including communications). 

 2. Threat posed by employees of the target. 
 3. Citizens (e.g., concentrations of, heightened vigilance of). 
 4. Weather as it affects effectiveness of the operation. 
 

 
 For threats that do not fit the Figure 10.1 framework, another technique to 

develop an indicators list is to conduct an informed-brainstorming What If? 
Analysis.14 This type of analysis assumes the action or scenario will occur 
and then focuses on explaining how the event might occur. To conduct a 
What If? Analysis, the analyst or group of analysts should: 

 

• Assume the action or scenario will happen or has happened. 

• Determine what triggering events permitted the action or scenario to 
unfold to help make the What If? plausible. Triggering events could 
include: death of a leader, a political or economic event, a religious date 
of significance, the anniversary of a significant societal event, etc.—
anything that could spark a change from the adversary planning an 
attack to actually carrying one out. 

• Develop a chain of events based on a combination of logic and evidence 
to explain how the event could have occurred. Events trees (Chapter 7) 
are a good technique to employ. Figure 10.1 provides information to 
assist in developing an events tree for an infrastructure attack. 

• “Think Backwards” from the event in concrete ways; that is, specify 
what must actually occur at each stage of the action or scenario. 

• Identify one or more plausible pathways that lead to the action or 
scenario; often, more than one pathway will appear possible. 
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• Generate an indicators list or “observables” for each action or scenario 
that would help to detect its origins. 

• Consider the scope of the positive and negative implications and 
consequences of the indicators list and their correlation to each action 
or scenario. 

  
 Box 10.3 provides an example of an indicators list and indicators analysis 
related to the Box 10.2 threat analysis results, based on a What If? Analysis. 
 
Box 10.3 Indicators Analysis: Al Qaeda Attack on the U.S. Homeland 
 
The Box 10.2 ACH provides only partial information needed by U.S. decision 
makers to counter an al Qaeda attack. In the al Qaeda case, the ACH threat 
analysis attempts to assess the how or type of attack. It only assesses the where 
in a general sense, as all the threat analysis scenarios could occur at hundreds 
of locations across the United States. To better assess the where and when in an 
I&W problem requires establishment of an indicators analysis that identifies 
those adversary activities associated with the potential types of attacks and 
locations of attacks that are observable by the U.S. intelligence collection 
system (Chapter 5). Based on the scenarios assessed in Box 10.2, the following 
indicators list can be established:15 
 
1. Identification and location of potential al Qaeda operatives residing in the 
United States or arriving by legal means. 
2. Travel of potential al Qaeda operatives inside the United States and overseas. 
Remember: prior to 9/11 the U.S. “no-fly” list did not exist. 
3. Personal contacts by al Qaeda operatives residing in the United States. 
4. Financial transactions of potential al Qaeda operatives inside the United 
States (bank accounts, credit cards, vehicle or housing leases, etc.). 



399 
 

5. Other transactions of potential al Qaeda operatives inside the United States 
(driver licenses, pilot licenses, education, training, religious activities, etc.). 
6. Facility surveillance by al Qaeda operatives (per Figure 10.1).  
7. Interest of potential al Qaeda operatives in aviation security or other 
aviation-related activities (surveillance of airports, etc.). 
8. Evidence of potential al Qaeda operatives being smuggled illegally into the 
United States. 
9. Al Qaeda operatives smuggling in or procurement of arms, ammunition, 
explosives, biological/chemical materials, or radiological materials. 
 
The indicators list then would be turned into an indicators analysis matrix. Each 
indicator is assessed for applicability to each scenario analyzed in Box 10.2 
 
Indicators Analysis: Foreign Terrorist Attack on the U.S. Homeland 

Indicators S1 S2 S3 S4 S5 
1. Al Qaeda operatives in United States X X X X X 
2. Al Qaeda operative travel inside U.S. or overseas X X X X X 
3. Contacts between al Qaeda operatives X X X X X 
4. Financial transactions by al Qaeda operatives X X X X X 
5. Other transactions by al Qaeda operatives X X X X X 
6. Key facility surveillance by al Qaeda operatives X X  X  
7. Aviation security surveillance by al Qaeda operatives  X X X X 
8. Illegal smuggling of al Qaeda operatives into U.S.  X X X X X 
9. Smuggling/procurement of weapons by al Qaeda  X  X X X 

 
The above indicators analysis correlates the indicators list with the threat 
analysis scenarios (Box 10.2). In this case, the indicators are general in nature, 
and most of the indicators correlate to all the scenarios. Thus, if any indicator is 
observed, it would be difficult to determine which scenario is more likely to 
take place. What this analysis reveals is a concentrated U.S. law enforcement 
and corporate security effort within the United States to gain information on 
the above indicators, could lead to developing more specific information on the 
how, where, and when of a foreign terrorist attack on the U.S. homeland. 
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Step 3: Develop and activate a focused intelligence collection plan. 
Obtaining information on each of the items on an indicators list usually 
requires a coordinated interagency intelligence collection effort. Depending 
on the nature of the threat, this intelligence collection effort could be 
mounted inside the United States, overseas, or a combination of both. 
Analysts first should start with a broad plan of the intelligence collection 
requirements. From this requirements summary, analysts or dedicated 
intelligence collection managers, then would activate the necessary 
collection systems. The intelligence management actions could include 
adding the requirements to the IC standing requirements for recurring 
long-term collection, the shorter-term (minutes to days) time-sensitive 
requirements, or ad hoc collection requirements generated when a formal 
collection requirement does not exist or a one-time collection effort is 
required.16 It is imperative that analysts provide the collectors the 
background on the threat, the full threat analysis, and specific collection 
actions required. This allows the collectors to tailor their efforts to obtain 
and report the desired information. Developing a focused interagency 
intelligence collection effort has the added advantage of informing the 
appropriate agencies of the priorities to be placed on the threat.  
 In addition to notifying federal agencies when a collection effort 
takes place inside the United States, it often requires the support of state 
and local law enforcement agencies. At times, support of corporate security 
officials also is required. The vast majority of the U.S. critical infrastructure 
is owned by businesses and corporations that employ thousands of their 
own security personnel. There are several considerations when soliciting 
intelligence collection support from other than federal agencies. First, any 
supporting documents or briefings will likely need to be declassified and 
provided to participating agencies. Second, depending on the nature of the 
threat, the analyst should ask several questions: 
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• Should the owners of the locations of the most likely attacks be 
informed of the threat? 

• Should the supervisors and workers at the locations of the most likely 
attacks be informed of the threat and asked to assist in the data 
collection efforts?   

• Should the general public be notified of the most likely attacks? 
• Should the general public be asked to assist in the data collection 

efforts?   
 
 Box 10.4 presents an example of a broad intelligence collection plan 
resulting from the Box 10.3 indicators analysis. 
 
Box 10.4 Intelligence Collection Plan: Al Qaeda Attack on U.S. Homeland  
 
Intelligence Collection Plan 
 
Period Covered: June to September 2001 
 

Indicators for Focused 
Collection Effort  

Location of Collection Effort 
(details attached as needed) 

Agencies/Platforms  
Tasked for Collection Effort 

1. Al Qaeda operatives in 
United States (arriving or 
already in U.S.) 

U.S. Borders and internal 
locations nationwide to 
include U.S. Ports of Entry 
and areas between Ports  

U.S. Immigration & 
Naturalization Service (INS), 
Border Patrol (BP), U.S. 
Customs Service (USCS), FBI, 
State/Local Police 

2. Al Qaeda operative travel 
inside U.S. or overseas 

Worldwide FAA, FBI, CIA, NSA, 
State/Local Police 

3. Contacts between al 
Qaeda operatives 

Worldwide NSA, FBI, CIA, State/Local 
Police 

4. Financial transactions by 
al Qaeda operatives 

Worldwide Department of Treasury, FBI, 
NSA, CIA, U.S. Secret Service 
(USSS) 

5. Other transactions by al 
Qaeda operatives 
(enrollment in aviation 

Nationwide in U.S. FBI, State/Local Police 
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training programs, obtaining 
drivers licenses, renting 
housing, renting vehicles, 
visiting public weapons 
ranges, etc.) 
6. Facility surveillance by al 
Qaeda operatives 

Nationwide in U.S. Federal Protective Service 
(FPS), National Park Service 
(NPS), State/Local Police, 
Corporate Security 

7. Aviation security 
surveillance by al Qaeda 
operatives 

Nationwide in U.S. FAA, Corporate Security at 
Airports 

8. Illegal smuggling of al 
Qaeda operatives into U.S.  

Nationwide in U.S., with 
main focus at U.S. Borders 

BP, USCS, INS, U.S. Coast 
Guard, State/Local Police 

9. Smuggling/procurement 
of weapons by al Qaeda  

Nationwide in U.S. Alcohol, Tobacco, Firearms, 
(& Explosives) (ATF), BP, 
USCS, U.S. Coast Guard, 
State/Local Police 

 
Unfortunately, there appeared to be no focused intelligence collection plan as 
shown above for potential al Qaeda attacks on the U.S. homeland prior to the 
9/11 attacks in 2001. It appears there was also no ACH threat analysis (Box 10.2) 
and no indicators analysis (Box 10.3). Instead, the IC appeared to handle the al 
Qaeda threat to the U.S. homeland as a current intelligence effort, waiting for 
new information to become available through normal intelligence collection 
and analytic sources. U.S. decision makers were given little more than broad 
strategic analysis on the al Qaeda threat and not the specific threat information 
(how, where, when) to spark decision maker action and increase intelligence 
collection and protective security measures. This largely explains why the al 
Qaeda 9/11 attacks were not prevented. 
 
Likely unknowingly, Al Qaeda exploited a seam where U.S. foreign and domestic 
intelligence standard operating procedures conflicted.17 The rules, routines, and 
repertoires of the CIA, responsible for U.S. foreign intelligence; and the FBI, 



403 
 

responsible for U.S. domestic intelligence; created almost impenetrable walls 
between U.S. foreign and domestic intelligence over the 50-plus-year history of 
the IC (see Figure 1.1). While there was limited cooperation between the CIA 
and FBI prior to 9/11, this foreign-domestic intelligence wall precluded sharing 
significant amounts of information. Thus, no one agency had all the pertinent 
information to “connect-the-dots.” Additionally, without a focused intelligence 
collection plan, there were numerous missing “dots.” 
 
As the lead federal law enforcement agency, the FBI’s intelligence functions 
prior to 9/11 focused on investigating crimes, apprehending criminals, and 
obtaining convictions. While counterterrorism was an FBI mission prior to 9/11, 
few resources were dedicated to this mission in the Clinton and early Bush 
administrations.18 The FBI rules, routines, and repertoires bounded its actions 
into a criminal case file mentality (i.e., resources were not dedicated to cases 
where a federal crime had not been committed and lacked a good chance of an 
eventual conviction). Without any hard evidence that al Qaeda was about to 
strike the United States in the summer of 2001, the FBI showed little interest in 
investigating that possibility. After the 9/11 attacks, the House-Senate Joint 
Inquiry counted a total of 12 lost opportunities by U.S. government agencies 
where aggressive follow-up on a lead could have uncovered the 9/11 plot.19  
The CIA focused its collection and analysis activities outside the United States. 
CIA’s mission was to inform and alert U.S. senior decision makers on foreign 
matters. Part of the alerting function is to warn decision makers of threats to 
U.S. interests. The CIA’s Counterterrorism Center’s (CTC) al Qaeda research 
section, which included FBI representatives, was focused on an overseas attack. 
In late-June 2001, as the CIA was focused on threats to U.S. interests overseas 
and the FBI was bounded by its criminal case file mentality, little attention was 
given to preventing al Qaeda attacks inside the United States.  
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In the months leading up to late-June 2001, the CTC staff, CIA Director Tenet, 
and NSAC Clarke and his staff kept in frequent contact as they followed the 
developing al Qaeda intelligence. During the first week of July 2001, NSAC 
Clarke convened the White House Counterterrorism Security Group (CSG) and 
asked each agency to consider itself on full alert. Clarke stated, “I asked the CSG 
agencies to cancel summer vacations and official travel for the counterterrorism 
response staffs. Each agency should report anything unusual…. I asked the FBI 
to send another warning to the 18,000 [U.S.] police departments, [Department 
of] State to alert the embassies, and Defense Department to go to Threat 
Condition Delta …. I asked the senior security officials at FAA, Immigration, 
Secret Service, Coast Guard, Customs and the Federal Protective Service to 
meet at the White House. I asked the FAA to send another security warning to 
the airlines and airports and requested special scrutiny at the ports of entry.”20  
 
NSAC Clarke’s actions in the first week of July 2001 did not mobilize the U.S. 
government to any great extent. The FBI did notify law enforcement agencies of 
possible al Qaeda strikes overseas. The notification included the statement: 
“The FBI has no information indicating a credible threat of terrorist attack in the 
United States.”21 It added; however, that domestic strikes could not be ruled 
out.22 Participants in the July CSG meeting at the White House with NSAC Clarke 
reported they were asked to take the information back to their home agencies 
and “do what you can” with it.23 An Immigration and Naturalization Service 
(INS) representative at the meeting asked for a summary of the information 
that could be shared with INS field offices, but the summary was never 
provided.24 Although NSAC Clarke made a well-intentioned attempt to mobilize 
the U.S. government to detect and prevent a potential attack, it was not 
successful domestically because Clarke did not convince agencies to change 
much in the way of their existing intelligence data collection and security 
protocols—changes that would have required Presidential or at least Cabinet-
level direction. 
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In accordance with the above hypothetical ACH threat analysis, indicators 
analysis, and intelligence collection plan, conducting these analyses, combined 
with a mobilization of U.S. federal, state, and local agencies in early-July 2001, 
could have averted the al Qaeda attacks on 9/11. 
 

 
 Step 4: Update the threat analysis likelihoods for each scenario. As new 

information is revealed from the indicators analysis and corresponding 
intelligence collection plan efforts, the analyst must continually revisit the 
original threat analysis and update the original likelihood estimates, as 
appropriate. For example, from the Box 10.4 intelligence collection plan, if 
it had been found several potential al Qaeda operatives had enrolled in U.S. 
aviation training programs, it may have resulted in an increase in the 
likelihood estimate from likely to very likely for the Box 10.2 scenario 2 
(possible attack of U.S. structural facilities with hijacked aircraft used as 
missiles). In fact, in summer 2001, two reports of aviation training 
enrollments by Middle Eastern males were reported to FBI headquarters, 
but both reports were discounted and further investigation not conducted. 
In these two reports, it was the 9/11 al Qaeda operatives being trained to 
fly—but not land—wide-body commercial aircraft in the training programs. 

  Bayesian analysis should be considered by analysts in revising 
estimated threat likelihoods (Chapter 7). There will seldom be sufficient 
information in a threat analysis to calculate precise numeric probabilities 
for use with Bayes’ Theorem to update probabilities. Instead, the warning 
analyst becomes more like a casino card-counter, who uses new 
information to make an intuitive estimate of how the likelihood of specific 
scenarios change, allowing the card-counter to adjust their betting and 
playing strategy. While warning analysts primarily are generating subjective 
estimates of likelihood, these estimates still provide the customer the best 
assessment of what may be about to happen. 
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 Warning analysts face the challenge of making estimates in highly complex 
situations, where information is usually incomplete, and with human adversaries 
often making unpredictable decisions. But the analysts still must provide decision 
makers the best estimates possible. The biggest failure in most warning analyses 
is when all the evidence available on the case is not examined closely; or, if an 
I&W problem is never established, as it appears was the situation in 9/11.  
 

Policy-Marketing Analysis 
 

Policy marketing refers to the “selling” of policy actions. Security policy analysts 
must develop a marketing plan to convince policy makers to adopt and support 
the policy recommendations resulting from the interpretation and inference 
element (Chapter 9) and implications and consequences element (this chapter). 
The consequences of not considering the needs and inclinations of policy makers 
could result in rejection of a recommended policy option. Policy analysts must 
keep in mind how the opportunities and limitations surrounding both politics and 
resources determine the acceptance or rejection of their recommendations. 
There may be resistance to changing existing policies, especially if the existing 
policies have been in place for a lengthy time and developed a strong supporting 
constituency. The ability of security analysts to present new or controversial 
material to policy makers is often called “speaking truth to power” and, when not 
handled properly, has been the downfall of many an analysis.25 The key to 
marketing policy recommendations is to ensure the policy analysis is based on the 
latest intelligence analysis (even if the policy analyst also must act as the 
intelligence analyst); verify that the policy analysis is grounded in facts, logic, and 
reasoning; consider the politics and resources of the issue; and prepare verbal 
and written reports with strong arguments that support the recommendations. 
 Security policy analysis may involve single or multiple issues. A single-issue 
policy analysis usually is limited to one policy action and addresses a single goal, 
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including revising or implementing a new program to address a specific problem. 
A multi-issue policy analysis usually addresses a number of policy actions or 
programs with multiple goals, and is packaged under an overarching strategy. 
Security policy analysts face several major challenges in marketing their 
recommendations for both single-issue policies and multi-issue strategies. The 
challenges include:26 
 

1. Assessing the tradeoffs posed when the goals of competing policies or 
strategies are incompatible. 
2. Measuring the costs and effectiveness of policies and strategies when 
the actions recommended are so different that they are not easily 
compared. 
3. Developing the program components—the action agenda—for policies 
and strategies in enough detail so policy makers know what they are 
approving and will support further planning and eventual implementation. 
 

 Below are three analytic techniques for assisting policy analysts to help 
ensure the policy analysis is complete and to develop sufficient details to 
convince policy makers to approve their recommendations—How-How Analysis, 
SWOT Analysis (Strengths, Weaknesses, Opportunities, Threats), and Acceptance 
Analysis. At times, the analyst may need only one or two of these techniques; at 
other times, all three techniques may be required. Depending on the policy 
analysis situation, these techniques provide systematic procedures for ensuring 
the analyst’s briefing or written report contains sufficient details to obtain policy 
maker approval and/or support for recommended policies. 
 
 How-How analysis.  The purpose of a How-How analysis is to generate 
initial steps toward planning and implementing recommended policy options. The 
How-How analysis begins with the results of the interpretation and inference 
element (Chapter 9) and completion of a cascading threat analysis (see above). 
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The technique follows a divergent-thinking approach to identify important 
general action steps. Depending on the situation, How-How analysis may be 
applied to the preferred, recommended policy option; several of the highest-
priority options; or to all the policy options developed in the interpretation and 
inference element results. The goal is to develop detailed options for policy 
makers to approve one or more options. Once a recommended policy option is 
approved, the How-How analysis can be revisited to develop even more in-depth 
actions and activities for policy implementation. The How-How analysis proceeds 
as follows: 
 

• Identify the recommended option. 

• Ask the first “how” question and record responses. 
• Ask “how’ again and record responses. 

• Continue to ask “how” questions until the level of required detail is 
achieved.27    
 

 To visualize a How-How analysis, an events tree diagram is provided in Box 
10.5. This example is based on the outcome matrix analysis presented in Box 9.3 
on President Obama’s decision about troop deployments in the Afghanistan war. 
 

Box 10.5 How-How Analysis: Obama’s War in Afghanistan 
 
Box 9.3 details the 2009 negotiations to decide on revised U.S. troop 
deployments in Afghanistan (AF). During these negotiations, the U.S. DOD 
offered the option of 45,000 additional troops with enablers (support units) to 
continue a counter-insurgency (CI) strategy. A How-How analysis could have 
been employed by DOD planners to develop this option. 
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From the above How-How analysis, DOD planners could generate the details of 
a plan to increase the number of U.S. troops in Afghanistan and pursue a CI 
strategy. Bob Woodward’s book Obama’s Wars28 captures how much of the 
above planning took place. President Obama initiated an independent think 
tank review of U.S. strategy in Afghanistan in spring 2009. The U.S. Commander 
in Afghanistan completed a force review and second strategy review in late-
summer and early-fall 2009. President Obama made his decision to increase 
troop deployments in Afghanistan on November 29, 2009. The main DOD actors 
in establishing the option for 45,000 troops plus enablers to conduct a CI 
strategy similar to the one successfully conducted earlier in the decade in Iraq 
were:  Secretary of Defense, Joint Chiefs of Staff, U.S. Central Command, and 
the U.S. Commander in Afghanistan. Other actors in the above How-How 
analysis were peripheral to the DOD planning. The next step would be to take 
the details of an initial plan and place them through a SWOT analysis. 
 

 

 SWOT analysis. The strengths, weaknesses, opportunities, and threats 
(SWOT) analysis is a systematic assessment of a recommended option (policy, 
program, or strategy) and is widely used in government and corporate 
management circles.29 Using their knowledge of the option under consideration, 
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combined with informed brainstorming, analysts develop a SWOT assessment for 
a recommended option. Strengths and weaknesses usually relate to the internal 
attributes of an option. Opportunities and threats usually relate to external 
conditions affecting the option. 
 The SWOT results should identify “gold badges” and “red flags.”  Gold 
badges are features of the option under assessment that would be attractive, 
necessary, or unavoidable; and would likely influence the policy maker to approve 
the option. Gold badges identify viable means to attain high-priority goals and 
protect vital interests. Red flags identify potential problems with the option, to 
include likely failure to achieve goals, payoffs too small, risks too high for the 
policy makers, or costs too high. Such red flags will usually result in the rejection 
of the option, irrespective of its strengths and opportunities.30 
 A SWOT analysis is facilitated through the use of a simple 2 X 2 matrix 
template as shown in Figure 10.2. Once the initial SWOT analysis is completed and 
gold badges and red flags identified, the policy analyst then may revise the option 
to make it more marketable to the policy makers. 
 

Figure 10.2 SWOT Analysis Template31 
Strengths 

 
List attributes of the option that are helpful 

in achieving the goal. 
 

Weaknesses 
 

List attributes of the option that are 
detrimental to achieving the goal. 

Opportunities 
 

List external conditions that are helpful to 
achieving the goal. 

 

Threats 
 

List external conditions that could be 
detrimental to achieving the goal. 

 

 Box 10.6 provides an example of a SWOT analysis based on the Box 9.3 
decisions surrounding President Obama’s decision on troop deployments in the 
war in Afghanistan. 
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Box 10.6 SWOT Analysis: Obama’s War in Afghanistan 
 
During the 2009 decision process on increasing U.S. troops in Afghanistan, there 
were three main options considered (see Box 9.3 for more details): 
 
Option 1: 10,000 additional troops to train the Afghan Security Forces (police 
and military). No additional U.S. combat troops. 
Option 2: 30,000 additional troops plus up to 3,000 additional enablers. Troops 
would train Afghan Security Forces and conduct counterterrorism (CT) 
operations. 
Option 3: 45,000 additional troops with unspecified number of enablers. Troops 
would train Afghan Security Forces and conduct CI operations. 
 
Option 3 was created and supported by the U.S. DOD. This option is the subject 
of the below SWOT analysis. 
 

Strengths 
• Trains Afghan Security Forces 

(Gold Badge). 
• Conducts CI similar to 

Afghanistan (DOD perspective). 
 

Weaknesses 
(All Red Flags) 

• No plan to end war. 
• Not politically acceptable to U.S.

Congress. 
 

• Cost was additional $10 billion 
per year (most of 3 options). 

• Does not send political message 
U.S. will not stay in AF long-term. 

• Does not address a primary CT 
mission with presidential 
support. 

 
Opportunities 

• Build size, capabilities, and 
combat experience of U.S. 
forces. 

Threats 
• May not be supported by 

President, National Security 
Advisor’s staff, U.S. Congress, 
and public. 
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If DOD planners had completed a SWOT analysis, they would have found their 
option for 45,000 additional troops, plus enablers, likely would not be 
approved. All the weaknesses listed are red flags because the concerns of 
President Obama were not given necessary attention in the DOD option. The 
above SWOT analysis would have indicated that DOD needed to adjust its 
planning. The only gold badge in this option concerned the training of Afghan 
Security Forces, which also was part of the other two options and had support 
from all sides. DOD planning appeared to be based on two false assumptions. 
First, over the past several decades, U.S. presidents had readily approved 
(“rubber-stamped”) all DOD recommendations on troop levels and military 
strategies—but that was not the case with President Obama. Second, similar to 
Iraq, they assumed a CI strategy was best for continuing the war; this 
assumption was not shared by President Obama, Vice President Biden, and the 
National Security Advisor’s staff who preferred a CT strategy. Thus, without 
adjustments to their option for 45,000 additional troops, and the support of key 
“stakeholders” in the decision process, this DOD option likely would be 
rejected. A plan to gain acceptance would require an Acceptance Analysis, 
discussed below. 
 

  

 Acceptance analysis. With a SWOT analysis completed and necessary 
revisions under consideration, an acceptance analysis allows the determination of 
conditions that might help or hinder an option’s final approval and 
implementation. Here contextual thinking is injected into the analytic process to 
develop an understanding of the decision’s implications, consequences, and 
overall environmental conditions. The analyst must be sensitive to the physical 
and psychological factors of stakeholders involved in the decision process. 
Stakeholders are individuals, groups, or organizations that have a vested interest 
in the approval or rejection of recommended policy options.  
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 Acceptance analysis should begin with a 5Ws + 1H analysis (Chapter 8). As 
part of this analysis a table is created with two columns:  one for sources likely to 
assist the approval or implementation of an option and one for those likely to 
resist the approval or implementation of an option. Then under each column, list 
the 5Ws + 1H results about the option from the perspective of those assisting or 
resisting the approval or implementation of that option. The next step is to use 
the results of the 5Ws + 1H to conduct an acceptance analysis by creating a table 
that lists stakeholders, their level of support for an option, and potential actions 
to gain support where it is lacking or to improve existing support. An acceptance 
analysis proceeds as follows:32 
 

• Generate a list of all stakeholders. 

• Identify each stakeholder’s existing level of support for the option. 
• Estimate each stakeholder’s level of support required for the option’s 

approval. 

• Generate action items to achieve the level of support required for the 
option’s approval. 
 

 Box 10.7 provides an example of an acceptance analysis surrounding 
President Obama’s 2009 decisions on troop deployments in Afghanistan (Boxes
9.3, 10.5, 10.6 provide details). 
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Box 10.7 Acceptance Analysis: Obama’s War in Afghanistan 
 
Option 3: 45,000 additional troops with unspecified number of enablers. Troops 
would train Afghan Security Forces and conduct CI operations. 
 

Stakeholder SO MO N MS SS Actions to Gain/Improve Support 
President Obama  X   O Specify war end date, plan would send 

political message to AF govt, reduce costs, 
adopt CT strategy 

VP Biden X   O  Same as President Obama 
Secy Def    X O Reduce costs 
DOD Sr. Military     X  
Secy State   X O  Show training of AF Security Forces would 

deepen AF democracy 
NSC Staff  X  O  Make acceptable to Obama & Biden 
U.S. Congress  X  O  Specify war end date, reduce costs 
U.S. Public  X O  Same as U.S. Congress  

Legend:  Strongly Oppose (SO), Moderately Oppose (MO), Neutral (N), Moderately Support 
(MS), Strongly Support (SS). X = Existing Level of Support, O = Required Level of Support 
 
The above acceptance analysis would have further informed DOD that its 
Option 3 was in danger of rejection without several revisions. This analysis 
reveals they needed to reduce the cost of their recommended option, either by 
reducing the numbers of troops deployed or by shortening the deployment 
period. The DOD option needed a projected end date for U.S. troop 
deployments in AF, with the end date sending a political message to the AF 
government. DOD also needed to develop a plan for shifting from a CI strategy 
to a CT strategy. 
 
Results: According to Bob Woodward’s book Obama’s Wars,33 DOD appeared 
not to have generated a SWOT analysis (Box 10.6) nor an acceptance analysis, 
and entered the fall 2009 National Security Council meetings adamant that 
Option 3 was the best solution. With DOD failing to do a good job at contextual 
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thinking in their planning, Option 3 was not selected by the President, who 
decided on Option 2 as detailed in Box 9.3. 
 

 

Key Concepts 
 
Acceptance Analysis 
Analysis of Competing Hypotheses 
Capabilities 
Cascading Threat Models 
Consequences 
Contextual Thinking 
How-How Analysis 
Implications 
Indication & Warning Problem 
Indicators Analysis 
Indicators List 

Intelligence Collection Plan 
Intentions 
Low Probability/High Impact Event 
Policy Marketing 
Positive Consequences 
Stakeholders 
SWOT Analysis 
Threat Analysis 
Unintended Consequences 
Warning Analysis 
What If? Analysis 

 

Discussion Points 
 

1. Using information in Boxes 6.3 and 7.1, conduct a cascading threat analysis of 
the implications and consequences from an Iraqi perspective of the 1980 Iraqi 
attack on Iran. 
2. Using information in Boxes 6.3 and 7.1, develop an Indications & Warning 
Problem—indicators list, indicators analysis, and intelligence collection plan—
from an Iranian perspective for a possible 1980 Iraqi attack on Iran. 
3. Using information in Boxes 2.1 and 7.2, develop a How-How analysis, SWOT 
analysis, and Acceptance analysis for the end of the day-one ExCom discussions
during the Cuban Missile Crisis (where President Kennedy’s advisors 
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recommended surprise surgical airstrikes on Cuban air defenses and Soviet missile 
sites, followed by an invasion of Cuba). 
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Chapter 11 
Written Reports and Verbal Briefings 

 

Bottom Line Up Front 
 
Written reports and verbal briefings in security analysis are meant to both inform 
and persuade customers and larger audiences. There are no standard formats for 
these reports and briefings. There are; however, some general guidelines for 
preparing reports and briefings. Most intelligence reports and briefings include a 
title, key judgments, detailed arguments, outlooks, and implication assessments. 
Security policy analysis reports and briefings are similar to those in intelligence, 
but include recommendations and often an initial implementation plan for solving 
the problem under study. Once an initial draft of a report or briefing is completed, 
it should be submitted to a review process consisting of a structured self-critique 
that looks deeper at the key judgments; then, a self-review of the draft report or 
briefing using critical-thinking Intellectual Standards. For intelligence written 
reports, a more formal, external Devil’s Advocacy challenge review is required. 
 

A Different Approach 
 

Security analysis written reports and verbal briefings likely differ from how 
analysts developed such material in the past. In elementary school, secondary 
school, and even college, most students are taught a general humanities writing 
approach:  organize and present the information and then lead the reader or 
listener to a final conclusion. This is not how security analysis reports and 
briefings are formatted. Academics using the scientific method may prepare 
reports with sections for a literature review, theoretical framework, research 
design, hypothesis tests, analysis, findings, and conclusions. Security reports and 
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briefings are formatted differently than those in academia. Many of the skills 
learned from research and analysis at all levels in academia are important to 
preparing security analysis reports and briefings, such as information searching, 
logic employment, punctuation, spelling, grammar, sentence construction, and 
paragraph construction.  
 Similar to journalistic stories, security analysis reports are prepared with 
the most important material presented first; that is, by addressing who, what, 
where, when, and how of the situation. Later in the journalist’s story, they present 
more detailed supporting evidence and reasoning. This journalistic formatting is 
due to two main factors. First, some customers will only “speed read” headlines 
and initial paragraphs or quickly listen to verbal story leads. Thus, the main points 
must be presented at the start. Busy customers often look to catchy headlines 
and the first few written paragraphs or lead statements of a story to “grab” their 
attention and convey the gist of the story—without reading or listening to the 
entire story. Second, editors for media written and verbal stories cut material 
from the bottom-up to fit existing page and column constraints or time allotted 
for verbal stories. Security analysis written reports and verbal briefings start with 
their findings followed by the evidence and reasoning that supported the findings. 
 There is no one format; however, for developing security analysis written 
reports and verbal briefings. Some will be written only, some verbal only, and 
some will require both written and verbal reports. Written reports range from 
one or two pages to hundreds of pages and may be published in a variety of 
locations. Verbal briefings normally focus on a single customer and related 
audience. Live or recorded video briefings also may be given and posted on the 
Internet. Written reports and verbal briefing formats will depend on the issue or 
development for the analysis (i.e., the questions being answered and/or problem 
being addressed), the primary customer or audience for the analysis, and the style 
guide for their home organization. Some reports and briefings, especially tactical 
or current-event reporting, may provide only one to three pages of written text or 
a few briefing slides. Other reports and briefings may take 10-20 pages of written 
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text or 20 or so briefing slides. Still other reports and briefings may require 50-100 
pages or more of written text, but still with 20 or so briefing slides, as long verbal 
briefings may lose the audience.  

The content and format for written reports and verbal briefings must be 
tailored for the customer and audience. Some customers or audiences may be 
new to the security field or specific event or development under analysis and may 
require more background and descriptive details. Other customers or audiences 
may be experienced and will need less descriptive details and require only the 
analytic insights. Many large security organizations publish a formal style guide 
for formatting written reports. Academic programs will use one of the standard 
academic style manuals (American Psychological Association, Chicago/Turabian, 
Modern Languages Association, etc.). Do not expect to find pre-formatted report 
templates where the analyst just fills in the blanks.  
 The analyst’s ultimate challenge is to inform and persuade the customer 
and audience about the event or development under analysis. In their reports and 
briefings, analysts must persuade the readers or listeners of the efficacy of the 
analytic findings. The message conveyed must be simple, concrete, and credible. 
Having first completed a good critical-thinking analysis makes report and briefing 
development easier. Reports and briefings are only prepared after the critical-
thinking analysis is complete. As the reports and briefings are in development and 
review, the analyst likely will find gaps in the analysis and will have to revisit one 
or more of the critical-thinking elements of thought. While there is no single 
format for preparing security analysis reports and briefings, this chapter provides 
general guidance for their drafting. This guidance is largely standard in the 
security field. This chapter also presents the process for conducting structured 
self-critiques, self-reviews, and challenge analyses before written reports and 
verbal briefings are published or presented to customers. Lastly, do not be 
surprised; however, if some readers or listeners initially are skeptical or even 
hostile toward the findings. 
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Getting Started: Title and BLUF 
 

The first item anyone notices in a written report or verbal briefing is the title. Use 
the title to catch the customer or audience’s attention from the start. It must also 
convey an analytic message,1 by providing the “who, what, and so what” of the 
written report or verbal briefing.2 The title must convey who the key actor(s) 
is/are in the analysis and should include an action verb to highlight the event or 
development addressed in the written report or verbal briefing. The action verb 
usually is followed by a few words to state the “so what” of the analysis; that is, 
indicate why it is important the reader or listener pay attention to the written 
report or verbal briefing. Be as specific as possible in the title without using too 
many words. Avoid using sub-titles or supporting clauses in titles. Also remember 
that the title may be the main focus of key word searches, so think about how 
other analysts may search to find the written reports or recorded verbal briefings. 
Examples of titles include: 
 
 Weak: Assessing North Korean Nuclear Weapons Developments 
 Better: North Korea Fields Nuclear Missiles with Reach to U.S. Pacific Coast 
  

Weak: Colombian Cocaine Supply Increases 
 Better: Colombian Cocaine Supply May Double Illegal Drugs in the United 
 States  
 
 At the start of the written report or verbal briefing, provide a contention or 
summary of the analytic message. The contention may be a thesis, key judgments, 
findings, conclusions, recommendations, or a combination of these items. The 
contention is not the question(s) being answered by the analysis. It is also not the 
hypotheses tested in the analysis. Placing the contention at the start of the 
written report or verbal briefing is referred to as providing the bottom-line-up-
front or BLUF.3 After a catchy title, the BLUF is the next item customers should 
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see in security analysis written reports or verbal briefings. Prepare the BLUF after 
developing the main arguments that support the contention. 
  BLUF statements depend on the type of written report or verbal briefing 
and length of the analysis. In verbal briefings, the BLUF should follow directly 
after the title slide. In shorter written reports, the BLUF should be in the first or 
second paragraph and often is included as part of the introduction. In longer 
written reports, the BLUF likely will be a separate initial section labeled the 
Executive Summary4 and could run a page or two in 10- to 20-page reports or 
several pages in 50- to 100-page or longer reports. The executive summary is 
similar to an abstract in academic writing, but with a different focus of 
summarizing the content and contentions of the entire report in a short space for 
busy customers.  

Box 11.1 provides an example of a short BLUF excerpt from the 
introduction to Congressional testimony by the Director of National Intelligence 
on the 2018 “Worldwide Threat Assessment.”  Examples of longer BLUF 
statements, normally in executive summaries, may be accessed by reviewing 
studies published by the U.S. Government Accountability Office5 or Congressional 
Research Service.6 

 
Box 11.1 BLUF Example7 
 
Competition among countries will increase in the coming year as major powers 
and regional aggressors exploit complex global trends while adjusting to new 
priorities in US foreign policy. The risk of interstate conflict, including among 
great powers, is higher than at any time since the end of the Cold War. The 
most immediate threats of regional interstate conflict in the next year come 
from North Korea and from Saudi-Iranian use of proxies in their rivalry. At the 
same time, the threat of state and non-state use of weapons of mass 
destruction will continue to grow…. 
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Tension within many countries will rise, and the threat from Sunni violent 
extremist groups will evolve as they recoup after battlefield losses in the Middle 
East…. 
 
                                                                 ODNI 2018 “Worldwide Threat Assessment” 
 

 
Depending on the type of written report or verbal briefing, the BLUF may 

be supported in the same section by additional information. This is especially true 
in executive summaries. The purpose or question(s) for the analysis are usually 
part of the BLUF. Further, the BLUF should make clear if the report or briefing is in 
response to a specific customer request, part of other formal analytic tasking, or 
as the result of a current event or recent development. The BLUF also may be 
supported by important background or contextual information, especially when 
the background or context clarifies the linkage between the purpose of the report 
and contentions. Providing the basics of who, what, where, when, and how of the 
situation also may be appropriate in a longer BLUF. The most important factor to 
remember is that busy decision makers may only read the BLUF. Think of the 
BLUF in shorter written reports as the “30-second elevator talk,” which conveys 
the purpose, main findings, and key information to the customer in the shortest 
time. A good BLUF should entice the reader or listener to want to learn more from 
the longer written report or verbal briefing.  

 

Building the Argument 
 

A good argument makes up the main body of a report or briefing. As with other 
types of professional or academic documents, drafting a security analysis written 
report or verbal briefing should start with an outline. The objective of the outline 
is to “…create a roadmap for writing [the]…paper down to the paragraph level.”8 
Security analysis written reports or verbal briefings employ a top-down “pyramid” 
approach as depicted in Figure 11.1.9 This approach calls first for the title and 
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BLUF, which are followed by the argument or main body of the report providing 
detailed reasons, evidence, and objections that support the BLUF. 
 The argument supports the contentions of the analysis. This includes the 
evidence, reasons, and objections that also support each analytic finding. The 
first sentence of each new argument point should be an analytic finding. Each 
argument point could be one paragraph or a series of paragraphs, with all 
argument paragraphs starting with an analytic insight or finding. An argument is 
organized in priority order, with the most important analytic finding provided 
first, followed by the other analytic findings in descending order of importance. 
Major objections to the analytic findings and rebuttals to those objections also 
are important components of the argument section. This recommended format 
follows the logical argumentation outline presented in Chapter 9. 
 

 

Finishing Touches 
 

After the title, BLUF, and argument of a written report or verbal briefing comes 
the finishing touches, which are items complementing or enhancing the 



425 
 

argument or main body of the report or briefing. In security analysis, these 
finishing touches should answer questions the reader or listener may have about 
the BLUF and arguments. Most written reports do not require a formal conclusion 
because the BLUF provided at the beginning summarizes the results of the 
analysis. There are some items; however, that may need to be provided later in a 
written report to support the BLUF and arguments. If the project’s purpose or 
question(s) did not specifically call for a predictive (what will happen?) analysis, it 
may be helpful to include an outlook discussion that highlights what to expect 
next in the event or development. If a “what next” analysis was part of the BLUF 
and arguments, then an outlook is not required. Also, if not addressed in the BLUF 
or arguments, the implications and/or consequences of the analysis concerning 
the contentions about the event or development also may be included near the 
end of a written report or verbal briefing. See Chapter 10 for specifics on 
developing implications and consequences. In a security policy analysis report or 
briefing, there should be a summary of the initial implementation plan for the 
recommendations, including any anticipated resistance to the recommendations. 
See Chapter 10 for details. 
 One item that must be in all intelligence analysis reports and briefings, and 
also may be appropriate for security policy reports and briefings, is the analyst’s 
determination of the uncertainty associated with the analytic results. This 
uncertainty usually is expressed in terms of likelihood and confidence levels. 
Likelihood focuses on the likely occurrence of the explanation for an event or 
development, likelihood of any predictions about the event or development, or 
likelihood of the report’s recommendations to solve the problem addressed. 
Confidence levels capture the analyst’s assessment of the quality of their overall 
analysis. In addition to the analyst’s estimates of likelihood and confidence levels, 
the written report or verbal briefing must indicate the causes of the uncertainty 
(information, sources, assumptions, models, etc.). The differences between 
likelihood and confidence levels often confuse readers or listeners; to avoid this, 
the Office of the Director of National Intelligence (ODNI) cautions that analysts 
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“must not combine a confidence level and a degree of likelihood…in the same 
sentence.”10 

Likelihood, which refers to the analyzed actor’s past or future behaviors in 
an event or development, may be expressed in statements, probabilities (either in 
words or numbers), or other likelihood measures such as odds (1 chance out of 5, 
2 chances out of 3, etc.). The main factor in determining likelihood is the analyst’s 
subjective estimate of how likely the event or development being explained or 
predicted did or will occur. Remember when analyzing human behavior, the world 
is probabilistic and not deterministic. This means while a human target may have 
acted one way in the past, or an event or development unfolded one way in the 
past, does not mean the same behaviors will be identical in the future; so, 
behavior tends to be very probabilistic. In order to standardize how likelihood and 
probability are expressed in intelligence reports and briefings, the ODNI provides 
the guidance summarized in Figure 11.2.  

 
Figure 11.2 Expressing Likelihood and Probability11 
almost no 

chance 
very 

unlikely 
unlikely roughly 

even 
chance 

likely very likely almost 
certain 

remote highly 
improbable 

improbable 
(improbably) 

roughly 
even odds 

probable 
(probably) 

highly 
probable 

nearly 
certain 

01-05% 05-20% 20-45% 45-55% 55-80% 80-95% 95-99% 
  

 Confidence levels are the analyst’s subjective assessment of the quality of 
their judgments. Analysts therefore must reflect on the quality of their 
information, sources, information gaps, assumptions, models, and analytic 
methods to determine their overall confidence in the report’s findings. For 
confidence level assessments in quantitative studies, the analyst should consider 
the statistical significance (p-value) of the computational results. The statistical 
significance is expressed as numeric probabilities (0 (least) to 1.0 (most)). In the 
social sciences (including security analysis), a statistical significance of .05 is 
normally the standard, indicating the results would be accepted but could still be 
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wrong in 1 out of 20 cases. This also means the results are likely correct 19 out of 
20 times or a 95% or high confidence level. Comparative analyses employ a 
benchmark proportion assessment—simply indicating the percentage of cases 
studied meeting the analytic findings. In qualitative analysis, there are no 
statistical or mathematical measures to assist in determining confidence levels, so 
the analyst must rely on a subjective estimate. The final confidence levels usually 
are stated as low, moderate, or high. Figure 11.3 provides the definitions of 
confidence levels used in the U.S. Department of Homeland Security. 
 
Figure 11.3 Department of Homeland Security Confidence Levels12 
  
High Confidence generally indicates that judgments are based on high-quality 
information from multiple sources or from a single, highly reliable source, and/or 
that the nature of the issue makes it possible to render a solid judgment. 
 
Moderate Confidence generally means that the information is credibly sourced 
and plausible, but can be interpreted in various ways, or is not of sufficient 
quality or corroborated sufficiently to warrant a higher level of confidence. 
 
Low Confidence generally mean that the information’s credibility and/or 
plausibility is questionable, the information is too fragmented or poorly 
corroborated to make solid analytic inferences, or there are significant concerns 
or problems with the sources. 
 

 

 Finally, security analysis written reports usually provide one or more 
supporting appendixes. The appendixes may include a number of different types 
of information to include historical or background material, organizational 
information on actors in the analysis, details on information sources, worksheets 
or results of the analytic methodology, technical or scientific information, or any 
additional supporting or peripheral information the reader may reference to 
better understand the report.13 Information is placed in appendixes to not 
overburden the BLUF or argument sections of the report. Chronologies of the 
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event or development under study are commonly provided in appendixes. 
Annotated charts or maps also are common in appendixes, with annotations 
limited to those assisting the reader’s understanding of the analysis. Detailed 
statistical data presented in tables and graphs also is common in appendixes. If 
needed to support questions about the report or briefing; or, if needed for the 
review process (presented later), the analyst may include worksheets employed in 
the analysis. Worksheets can include Quality of Information Checks, Four Ways of 
Seeing + Analyst, Assumptions and Beliefs analysis, conceptual model diagrams, 
or other details of the analytic methods used in the analysis. In an intelligence 
threat analysis report, appendixes should be included for creating an Intelligence 
and Warning (I&W) Problem, including an Indicators Analysis and its supporting 
intelligence collection plan. In a security policy analysis report, a detailed 
implementation plan is appropriate in one or more appendixes. Verbal briefings 
do not have appendixes, but the analyst may have additional slides available as 
supporting material in case they are needed to assist in the question-and-answer 
period. It is the analyst’s prerogative as to what goes into the appendixes, 
provided the information supports and helps clarify the written report or verbal 
briefing’s BLUF and arguments. 
 

Guidance for Preparing Written Reports 
 

Written reports must be precise, clear, accurate, consistent, digestible, and of a 
complexity level that does not confuse the reader. The following general guidance 
provides guidance on preparing written reports. 
 
 Answer the questions. Often a security analysis project will wander off-
track and fail to answer the questions asked at the start of the project. Make sure 
the report is consistent from the title and BLUF through the final appendix. The 
report focus must remain on the original purpose and questions. The overall 
report must anticipate and answer the questions customers or audiences may 
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have about the analysis. Thus, ensure the 5Ws + 1H questions (see Figure 8.1) are 
answered clearly. Additionally, make sure there is a focus on the “what, why now, 
impact so far, what next, and implications,” as appropriate, for the analysis at 
hand. These are the pillars of what the written report must convey to customers 
and audiences.14 
 
 Build strong paragraphs. Every paragraph in the argument should start 
with a topic sentence that contains an analytic insight or finding. Only one 
analytic insight or finding should be addressed per paragraph. A second strong 
sentence should provide context for the analytic insight or finding, elaborate on 
the topic sentence, and bridge the topic sentence to the rest of the paragraph.15 
The remaining sentences present evidence (information, data, facts) and reasons 
(logic) that support the analytic insight or finding. Ensure there are logical and 
easily understandable linkages between evidence and reasons that offer a smooth 
and consistent flow of information. Some of the words used to link evidence and 
reasons to build a good argument include:16 
 
as 
as indicated by 
as shown by 
assuming (that) 
because 
due to 

follows from 
for 
from 
given (that) 
in as much as 
in so far as 

in view of the fact that 
may be deduced 
may be derived from 
may be inferred from 
since 
the reason is that 

 

Words to introduce findings or conclusions based on evidence and reasons 
include:17 
 
accordingly 
as a result 
conclude that 

ergo 
for these reasons 
for this reason 

implies that 
in consequence 
is evidence that 
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is reason to believe 
is reason to hold 
it follows that 
hence 
means that 
so 

therefore 
thus 
we may infer 
which allows us to 
infer 
which entails that 

which implies that 
which means that 
which points to 

 

 Display important evidence. Security analysis relies on qualitative or 
quantitative evidence, or a combination of both. Similar to the Chapter 9 
guidance on pattern-matching analyses, evidence may be presented in many 
ways:18 
 

• Direct quotations from conversations, speeches, interviews, existing 
reports, articles, books, etc. 

• Observations by intelligence collectors, diplomats, media personnel, 
etc. 

• Words representing objects, images, or events using anecdotes, 
narratives, or descriptions. 

• Ground-truth photographs, overhead imagery, charts, maps, videos, 
voice recordings, communication intercepts, etc., representing 
objects or events visually or aurally. 

• Figures, tables, diagrams, graphs, boxes, charts, or maps. 
• Summaries and paraphrases of any of the above.  

 
     Use graphics widely. The old adage of “a picture is worth a thousand 

words” applies directly to security analysis reports. Graphics—especially figures, 
tables, diagrams, charts, maps, etc.—may be included to support the report’s 
arguments or the finishing touches discussed previously. Avoid placing large 
graphics in the main body of the report, as it is usually best to place them in an 
appendix if they run more than a half to three-quarters of a page. Where the 
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graphic is placed or first mentioned in the report text, a narrative description of 
the graphic contents must be provided so the reader better understands the 
information. Remember; however, that graphics alone do not tell the story, but 
good graphics can be valuable additions. 

 
     Do not describe the analytic process. Written reports present and support 

the analytic findings of the security analysis project. Keep in mind; however, that 
customers do not want a detailed description of how the findings were generated 
or presented. Nor do they want to read the words “bottom-line-up-front” or the 
acronym “BLUF” in the text of any report. Focus instead on presenting the insights 
and findings that resulted from the critical-thinking analysis. If customers want 
more details on how the analytic findings were generated, they will ask. There are 
a couple of exceptions to this guidance. First, sometimes an analytic figure, 
graphic, table, etc., used in reaching the findings may help the audience 
understand the report. As mentioned earlier, if one large figure, graph, or table 
extends to more than half to three-quarters of a page, it should be placed in an 
appendix; if smaller, it may be a candidate for placement in the report’s main 
body. For example, when using a matrix analysis method, such as an Analysis of 
Competing Hypotheses, placing that matrix in the main body or in an appendix 
may help the customer better understand the findings. Second, if the report goes 
through a formal review process before publication, either by supervisors or 
through a Devil’s Advocacy challenge process (detailed later), then it is 
appropriate to place the worksheets from the analytic process in appendixes or in 
a separate folder for reviewer reference.  

 
 Avoid logic fallacies. Use of logic fallacies can result in defective arguments 

that degrade the validity of the report’s analytic findings. A logic fallacy makes 
claims in reasoning or evidence that do not support a valid finding or conclusion. 
Formal logical fallacies usually are easy to detect as they result from untruthful 
information, obviously bad assumptions, or major flaws in reasoning. Informal 
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logic fallacies often are more difficult to detect, but they are used widely in 
societal discourse and are easily overlooked because they are so frequently used, 
even by analysts. Appendix I provides a summary of frequently encountered 
informal logic fallacies seen in security analysis. Analysts must ensure the linkage 
of evidence and reasoning that leads to analytic findings does not commit one or 
more formal or informal logic fallacies. The presence of logic fallacies reduces the 
validity of the analytic findings and the veracity of the overall contentions of the 
analysis. 

 
 Use proper English. Analysts must follow the grammar, spelling, 

punctuation, and abbreviation guidance in their home organization’s style guide. 
Word processor spelling and grammar checkers are highly recommended. Some 
common English and structural writing mistakes to avoid in professional reports 
include: 

 
Use active voice. Security analysis written reports are written in the active 
voice, which is when the subject of the sentence performs the action of the 
sentence verb. Active voice sentences indicate the subject and verb, and 
then demonstrate the action is being performed by the subject. In passive 
voice, the subject is usually the receiver of the action. Examples: 
  
 Passive Voice (avoid): The World Trade Center was attacked by the 
 terrorists. 
 Active Voice (best): Terrorists attacked the World Trade Center.  
 
Some word processors calculate the percentage of active and passive voice 
in a document. Not all passive voice must be avoided as the readability of 
the report may improve with an occasional sentence in passive voice; but, 
make sure the main narrative of a report is primarily in the active voice. 
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Write in third person. Minimize or avoid any use of first person (I, me, we, 
etc.) and second person (you, your) in security analysis reports and 
briefings (except in quotes from other parties). Many reports and briefings 
will be published to larger audiences where the first person or second 
person makes little sense. 
 
Eliminate contractions. It is not appropriate to use contractions in formal 
writing. Spell out the words rather than employ common contractions.  
 
Avoid expressing opinions. Do not include wording such as “In my 
opinion….,” “I think….,” I believe….,” I feel….,” or other similar phrases. Not 
only are such statements not in third person, but customers do not want to 
hear opinions or feelings. Instead, they want analytic findings based on 
solid evidence and reasoning resulting from an active and systematic 
analysis. Remember: “Provide Good Analysis Not Opinions!” 
 
Avoid rhetorical or hypothetical questions. Rhetorical questions are used 
to emphasize a point in a narrative and are not expected to be answered. 
For example: “Why would anyone want to study security analysis?” 
Hypothetical questions usually point to important evidence or causality in 
an argument; but, in effect, the evidence and or causality is wrong and has 
no effect on the issue under study. For example: “Is it not clear Country Z 
started the war to improve its economy?” (With no evidence to support the 
claim, it is probably not clear.) The only questions in a security analysis 
should be those resulting from the purpose and question elements in the 
critical-thinking process. Save the rhetorical and hypothetical questions for 
short stories and novels. 
 
Avoid colloquial sayings. Colloquial sayings are words, phrases, or sayings 
used in informal communications, but are not appropriate in professional 
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or academic reports or briefings. Analysts should not write the way they 
speak. For example, never write words such as “this study does not hold 
water.” Instead write “this study has problems with its evidence and 
reasoning.”   
 
Avoid value-laden statements. These types of statement offer the analyst’s 
subjective and often-biased perception of a situation, which could be either 
good or bad. For example, avoid wording such as “the United States is the 
most powerful nation on Earth, therefore….” Customers do not want to see 
or hear such exaggerations supporting an argument.  
 
Provide a readable text. Make sufficient use of main headings and sub-
headings throughout the report to break up the text and provide the reader 
a logical outline of the report. The home organization’s style guide usually 
will provide the formatting for headings. Readers prefer a layout that 
includes white space. Pages should include at least two or three paragraph 
starts, and each paragraph should normally contain at least three 
sentences.  
 
Document everything.  Make wide use of either bibliographic in-text 
citations, endnotes, footnotes, or other procedures for documenting the 
sources of the analysis as called for in the home organization’s style guide 
or by other supervisory guidance. In academic circles, not thoroughly 
documenting sources is plagiarism. In practitioner circles, not documenting 
sources is unprofessional, usually unethical; and in commercial circles, 
might result in a lawsuit. 
 

Proofread, proofread, proofread. Even when the written report is a draft be 
sure to proofread and continue proofreading before and throughout the self-
review, structured self-critique, and Devil’s Advocacy challenge process discussed 
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below. Make maximum use of word processor spelling and grammar checkers. Be 
careful as some words will pass a spell check because they are spelled correctly, 
but will not be correct for the context of the report. For example, the words 
“border” and “boarder” will both pass a spell check, but mean far different things. 
Once an analyst has worked on a written report in a digital file format for a long 
time, they may overlook simple errors because they have seen and not corrected 
those errors numerous times. It is useful to have a colleague not involved in the 
project to proofread the report. Always print and proofread a written copy of the 
report to uncover any errors not readily found in an on-screen digital file format. 
Also, make at least one proofreading review where only the topic sentences of 
each paragraph are read; this helps ensure the analytic findings are 
understandable and consistent.19 

 

Guidance for Verbal Briefings 
 

Verbal briefings offer some unique challenges. In general, all the guidance above 
for written reports also applies to verbal briefings. The following is additional 
guidance on preparing verbal briefings: 
 
 Murphy will be there. Murphy’s Law states “Whatever could go wrong, will 
go wrong.” This applies a hundred times over to verbal briefings. For example, 
most briefings consist of digital slides produced with MS PowerPoint or other 
presentation software. If planning a digitally supported briefing, the analyst 
should have a back-up plan if the computer or projector fails (e.g., ensure spare 
equipment or spare bulbs are available), the digital file is corrupted (have paper 
copies), or other electronic problems are encountered. It is always a good idea to 
have paper back-ups for the main customer(s) when planning digital-supported 
briefings. Paper copies also can be handed out after the briefing. If the briefing is 
scheduled for 20 minutes and the customer arrives 10 minutes late, have a plan 
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to reduce the briefing to 10 minutes. It is best to have a back-up plan for any 
problems that may occur.  
 
 Give the customer a break. It is possible that the customer and audience 
for a verbal briefing may not have read the corresponding written report. It is 
important; therefore, to construct a verbal briefing that is informative and 
persuasive and does not lose the customer and audience. There is an adage that 
the best briefings will “tell them what you are going to tell them (the BLUF), then 
tell them (the argument), and then tell them what you told them (the BLUF 
again).” This is good advice for most verbal briefings, especially because after five 
to seven minutes, the attention of listeners may start to wane. Do not use slides 
that contain dense narratives. Use a “bullet” (short statement) format for key 
findings, evidence, and reasoning; the presenter can then fill in the details with 
their actual briefing. Use of photographs and graphics are strongly recommended, 
but select such material only if it directly supports evidence and reasoning in the 
briefing. Keep graphics professional; i.e., do not use more than three colors, avoid 
moving characters, and eliminate complex graphics. Make sure digital briefing 
slides are readable in the back of the room. Spend no more than three-quarters of 
the time allotted delivering the verbal briefing so there is time for a question-and-
answer (Q&A) period. It is best not to go over the allotted time for the briefing. 
Time may be exceeded to extend the Q&A period provided the customer and 
audience agree. Remember: The goal is to inform and persuade the customer and 
audience and to do so in a clear, precise, and accurate manner.  
 
 Practice. practice, practice. Do not assume the verbal briefing will fill the 
time available. Practice the briefing and time the sessions to make sure it can be 
completed in the allotted time. Most busy customers do not appreciate briefings 
running over. Video record the initial practice sessions and also have colleagues 
listen to live verbal briefing practices and request they make comments on how it 
may be improved. When colleagues and immediate supervisors provide critical 
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feedback on a briefing, it often is referred to in government and military circles as 
a “murder board.” Remember the 5 P’s: Prior Planning Prevents Poor 
Performance! 
 

Reviewing the Report or Briefing 
 

Review and critique of a written report or verbal briefing is critical to its quality 
and effectiveness. In the active and systematic process of critical thinking, there 
are a number of checks on the quality of the actual analysis; they include 
assessing the quality of information, investigating potential deception, assessing 
points of view and assumptions, generating conceptual models, using analytic 
methods to reach findings, and generating implications and consequences of the 
findings. However, the initial draft of written reports and verbal briefings still 
requires the analyst (or analytic team) and supervisors to conduct a robust review 
and critique. Feedback from colleagues and supervisors is important.  

In this book, a three-part review and critique process is recommended. 
First, complete a deep, structured self-critique focusing on the veracity of the 
analytic findings. Second, the drafts of written reports and verbal briefings 
undergo a critical self-review. Third, intelligence-related written reports may be 
submitted to a challenge analysis Devil’s Advocacy process. A Devil’s Advocacy 
challenge analysis seeks to refute the report’s findings through a review of the 
analytic process and by attempting to use the same evidence to reach different 
findings.20 Such a process also is recommended for security policy analysis 
reports. After the Devil’s Advocacy process is complete, the written report can be 
published. This process mainly applies to strategic or operational reports without 
sensitive time limits for report submission. Time-sensitive, current event or 
tactical reports and briefings likely will only undergo the analyst’s (or analytic 
team’s) structured self-critique, self-review, and a supervisory review before 
publishing. 
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Start the review with an assessment of the draft report or briefing’s analytic 
findings through a structured self-critique. This is a deep review of the analytic 
process used to reach the findings, because it is better to identify why the 
findings are wrong before the report is published or briefing given than to have to 
later explain why it was wrong.21 It may take only a couple of hours to conduct a 
structured self-critique and identify problems early, or it could take days or weeks 
to later explain to angry customers why the analysis was wrong.  

In a structured self-critique, the analyst goes back through the entire 
analysis and examines the analytic process to see what factors might lead to the 
analytic findings being wrong. Figure 11.4 provides a list of the key questions 
analysts must consider to help avoid errors.22 As a result of the structured self-
critique, the analyst may need to revisit each of the critical-thinking elements 
used to reach the analytic findings and make revisions to the latest draft.  

 

Figure 11.4 Structured Self-Critique Key Questions23 
 
What if my main conclusion or key judgment turns out to be wrong? 
 
     How reliable was the key evidence? 
     Were there significant information gaps? 
     What should the absence of information indicate? 
     Was contradictory evidence ignored? If so, why? 
     Was past or emerging contexts ignored? 
     Did deception go undetected? 
     Were assumptions and beliefs critically evaluated and deemed valid? 
     Was a broad range of diverse perspectives solicited? 
     Were alternative explanations or hypotheses considered? 
     Were both agency and structural factors considered? 
     Was a critical-thinking framework followed? 
     Were common analytic pitfalls avoided? 
      

 
 The latest draft of the written report or verbal briefing should then 

undergo a self-review of its critical-thinking Intellectual Standards,24 detailed in 
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Figure 11.5. The Intellectual Standards check on the quality of the critical thinking 
used in the analysis and the quality of the draft written report or verbal briefing. 
Both the entire draft and each major analytic finding should be examined through 
the Intellectual Standards checklist. Depending on the type of report or briefing, 
other standards the analyst may consider include whether the critical thinking 
and draft report or briefing are reasonable, consistent, falsifiable, testable, well 
organized, authenticated, effective, and/or factual.25 As a result of the self-review, 
the analyst may find a need to revisit the elements of thought used to reach the 
analytic findings and make revisions to the draft. 

  

Figure 11.5  Checklist for Intellectual Standards Assessing Critical Thinking26 
   

  _____Clarity 
          Could you elaborate? 
          Could you illustrate what you mean? 
          Could you give me an example? 
  _____Accuracy 
          How could we check on that? 
          How could we find out if that is true? 
          How could we verify or test that? 
  _____Precision 
          Could you be more specific? 
          Could you give me more details? 
          Could you be more exact? 
  _____Relevance 
          How does that relate to the problem? 
          How does that relate to the question? 
          How does that help us with the issue? 
  _____Depth 
          What factors make this difficult? 
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          What are some of the complexities of this question? 
          What are some of the difficulties we need to deal with? 
  _____Breadth 
          Do we need to look at this from another perspective? 
          Do we need to consider another point of view? 
          Do we need to look at this in other ways? 
  _____Logic 
          Does all of this make sense together? 
          Does your first paragraph fit in with your last one? 
          Does what you say follow from the evidence? 
  _____Significance 
          Is this the most important problem to consider? 
          Is this the central idea to focus on? 
          Which of these facts are most important? 
  _____Fairness 
          Is my thinking justifiable in context? 
          Am I taking into account the thinking of others? 
          Is my purpose fair given the situation? 
          Are concepts clear? 
          Am I distorting concepts to get what I want? 
 

  
 Once the self-review using the Intellectual Standards is completed and 
appropriate revisions made, the analyst should feel confident in placing the 
revised draft of written reports into the challenge analysis process. At this point, 
the analyst can provide the draft to their supervisors and/or the home 
organization’s Devil’s Advocacy process. This structure may be a comprehensive 
supervisory review or a more formal Devil’s Advocacy process managed by a 
separate office or staff. Verbal briefings usually are reviewed only by supervisors 
and do not normally undergo challenge analysis. In the IC, challenge analyses seek 
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to refute the report’s findings through a review of the analytic process and by 
attempting to use the same evidence to reach different findings. It also includes 
the analytic standards published by ODNI in Intelligence Community Directive 
(ICD) 203,27 which also pertains to security policy analysis reports and should be 
used as appropriate. Figure 11.6 summarizes the ICD 203 requirements. 
 Upon completion of the structured self-critique, self-review with the 
Intellectual Standards, and the Devil’s Advocacy challenge process, a written 
report should be ready for publication. Verbal briefings also will be ready for 
delivery upon completing any “murder boards” and supervisory reviews. This is 
the culmination of a security analysis project. The analyst will have taken their 
project from the critical-thinking purpose and question elements through each 
critical-thinking element leading to the final written report and/or verbal briefing. 
The critical-thinking elements require a more robust process of thinking and 
analysis than what most new analysts or academic students have experienced in 
the past. The more the analyst uses this analytic process, the more proficient they 
will become.  
 

Figure 11.6 Checklist for ICD 203 Analytic Standards28 
 
  _____Analysts must perform their work with objectivity and with awareness of 
their own assumptions and reasoning. 

 
  _____Analytic assessments must not be distorted by, nor shaped for, advocacy 
of a particular audience, agenda, or policy viewpoint. 

 
  _____Analysis should be informed by all relevant information available. 

 
  _____Analysis must exhibit analytic tradecraft standards, specifically: 
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     _____Properly describe quality and credibility of underlying sources, data, 
and methodologies. 
     _____Properly express and explain uncertainties associate with major 
analytic findings. 
     _____Properly distinguish between underlying information and analysts’ 
assumptions and judgments. 

  _____Incorporate analysis of alternatives. 
     _____Demonstrate customer relevance and addresses implications and 
consequences. 

  _____Use clear and logical argumentation. 
  _____Explain change to or consistency with past analytic judgments. 
 _____Makes accurate judgments and assessments. 
  _____Incorporates effective visual information where appropriate. 

_____Analysis must be disseminated in a timely manner to be actionable by 
customers. 

Key Concepts 

Analytic Findings 
Appendixes 
Argument 
Argument Map 
BLUF 
Challenge Analysis 
Confidence Levels 
Consequences 
Contention 
Devil’s Advocacy 
Evidence 

Executive Summary 
Finishing Touches 
Implications 
Intellectual Standards 
Likelihood 
Logic Fallacies 
Objections 
Outlook 
Rebuttals 
Reasons 
Structured Self-Critique 
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Title 
Uncertainty 

Verbal Briefings 
Written Reports 

 

Discussion Points 
 

1. Why are the general humanities and scientific method writing approaches not 
appropriate for writing security analysis intelligence or policy reports? 
2. Why is the bottom-line-up-front (BLUF) approach used for security analysis 
written reports and verbal briefings? 
3. Why must argument objections and rebuttals be included in security analysis 
written reports and verbal briefings? 
4. Select your last analytic paper and compare it to the material in this chapter. 
What did you do right and what did you do wrong in preparing this paper? 
5. Compare and contrast the review process you used in the past to the 
techniques covered in this chapter for structured self-critique, self-review, and 
Devil’s Advocacy. How will you review your reports and briefings in the future? 
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Appendix I 
Informal Logic Fallacies 

Introduction 
 
Logic fallacies result in defective arguments.1 Formal logic fallacies are usually 
easy to identify due to the recognizeable false premises presented.2 Formal logic 
fallacies result from invalid evidence, bad assumptions, or poor reasoning that do 
not guarantee the truth of a corresponding statement, finding, or conclusion.3 
Informal logic fallacies also may display these same corrupt charateristics, but are 
harder to identify as they are so common in society where bad reasoning often 
leads to equally bad arguments. Many people have become desensitized to 
informal logic fallacies as they are rampant in human discourse and are constantly 
reinforced as a result of their frequent use in the news media, editorials, 
entertainment media, marketing and advertising, political discourse, personal 
conversations. In these situations, individuals are trying to convince an audience 
of the correctness of their points of view, perspectives, findings, or 
recommendations. Avoiding both formal and informal logic fallacies is critical to 
ensuring valid security analysis written reports and verbal briefings. 
 Informal logic fallacies leading to defects in reasoning may be separated 
into four categories: fallacies of ambiguity, falacies of relevance, fallacies of 
presumptions, and fallacies of weak induction.4 Fallacies of ambiguity result in 
defective arguments due to problems with the wording or sentence structure of a 
statement. Fallacies of relevance concern cases in which the reasons given are not 
pertinent to the truth or falsehood of a statement. Fallacies of presumptions 
focus on how assumptions used in reasoning do not support the argument being 
made. Fallacies of weak induction result from the use of poor evidence and weak 
reasoning that do not support the findings or conclusions. Definitions and 
examples of specific informal logic fallacies under these four categories are 
presented in this appendix.5    
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Fallacies of Ambiguity 
 
 Equivocation. Fallacies that result from different meanings of a word in an 
argument (see Example 1), or using different definitions of words to support an 
argument (see Example 2).  
 
 Example 1--Sergeant: “I am going to turn you into a responsible soldier.” 
 Soldier: “I am already responsible. Whenever something goes wrong around 
 here, I am always held responsible.” 
 (Notice the different meanings of the word responsible.) 
 
 Example 2—Politician A: “I seek a structure of democratic socialism, where 
 citizens share in the benefits of our economic output.” 
 Politician B: “See, Politician A is a socialist and will turn our country into an 
 authoritarian state.” 
 (Notice the two Politicians are using different defintions of socialism—one 
 the democratic socialist structure employed in many modern democratic 
 states, the other the authoritarian socialism of the Soviet Union and other 
 authoritarian states.) 
 
 Amphiboly. Fallacies based on loosely constructed sentences.  
 

Example—“Today we will celebrate the one-hundred fiftieth anniversay of 
the Battle of Gettysburg in Washington D.C.”  
(Was the Battle of Gettysburg fought in Washington D.C., or will the 
celebration be held in Washington D.C.?)  

 
 Accent. Fallacies commited due to either emphasizing certain words such 
that their meaning shifts (see Example 1) or a statement’s meaning is shifted by 
using it partly out of context (see Example 2). 
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Example 1—Soldier: “It is a general principle a soldier should seek to get all 
the military training and education they can. So, I do not have to go to 
college for an education.”  
(Military education and college education are not necessarily the same, but 
most soldiers are encouraged to seek college degrees.) 

 
Example 2—Politician A: “I agree with the Second Amendment to the U.S. 
Constitution that gives the right to citizens to bear arms, but I also support 
common-sense gun safety laws, including restricting certain citizens 
(mentally ill, convicted criminals, minors, etc.) so they do not have access to 
guns.” 
Politican B:  “See, Politician A does not support the Second Amendment.  
(Full context not provided of Politican A’s or B’s views on the Second 
Amendment.) 

 
 Whole-to-part (division). Fallacies that assert what is true of something as 
a whole must also be true of each ot its parts. 
 

Example—NATO is the most powerful defense force alliance on Earth. 
Estonia is a member of NATO. So, Estonia must have one of the most 
powerful defense forces on Earth.  
(Estonia is a small European country on the Baltic bordering Russia and 
does not have powerful defense forces, which is why it is in the alliance.)   

 
 Part-to-whole (composition). Fallacies that assert what is true of part of 
something also must be true of the whole thing. 
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Example—Saudi Arabia is one of the richest nations on Earth. Saudi Arabia 
belongs to the Arab League; so, the Arab League is made up of the richest 
nations on Earth.  
(All members of the Arab League are not rich.) 

 

Fallacies of Relevance 
 
 Appeal to force. Fallacies resulting from an improper or inappropriate 
threat. 
 

Example—Politician: “Country A must contribute its fair share to the 
security alliance. After all, they are currently allowed to be part of the 
alliance.” 
(Implied threat that Country A may be thrown out of the alliamce if it does 
not pay its fair share. This draws on the emotion of being threatened if 
action stated or implied is not carried out—also known as blackmail!) 

 
 Appeal to fear. Fallacies that move a person, country, etc., to fear the 
consequences of not doing what the other person, country, etc., wants. 
 

Example 1—Country A: “Our security alliance must conduct a pre-emptive 
attack on Country Z, or other members of the alliance may be attacked soon 
by Country Z.”  
(Draws on the emotion of fear to incorrectly support an argument.) 
 
Example 2—Politician: “If you vote for the opposing party our economy will 
be destroyed, unrestricted immigration will raise crime rates, and we will no 
longer be a democracy.” 
(Draws on the emotion of fear—with no supporting evidence—to convince 
voters not to vote for the opposing party.) 
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 Personal attack (Ad hominem attack). Fallicies created by attacking an 
opponent’s character or their motives for believing something instead of 
disproving their argument. There are three types of fallacies of personal attacks: 
abusive, circumstantial, and tu quoque (you too). 
 
 Abusive. Fallacies where there is a direct attack on an opponent’s 
 character. 
 

Example—Politician: “The President says better relations with Country Z 
benefit our country. But, the President is a known liar and cheat so there is 
not reason to believe him.” 
(The politician attacks the President’s character and not the argument of 
whether there will be benefits by improving relations with Country Z.) 

 
Circumstantial. Fallacies where aspects of the opponent’s circumstances 
are given as a reason not to support the argument. 

  
 Example—Politician A: “We must make use of better technology to secure 
 our borders.”  
 Politician B: “We cannot believe Politican A because her family owns 
 companies that may provide and install the technology, and thus financially 
 benefit from Politican A’s statement. So, we cannot take her argument 
 seriously.”  
 (The fact that politician A’s family owns technology companies does not 
 refute her argument of how better technology would secure the borders.) 

 
Tu quoque (You too). Fallicies caused by dismissing an opponent’s 
viewpoint or behavior on an issue because they were inconsistent on the 
same thing in the past. 
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Example—Country Z invades Country A and seizes portions of Country A 
territory. Country Z justifies its actions as protecting Country A citizens who 
speak Country Z’s native language. The invasion was after Country Z 
previously made statements supporting the territorial integrity of Country A 
on numerous past occasions. Therefore, Country Z’s statements and 
behaviors are inconsistent and must be rejected.  
(Just because a past statement or action was inconsistent with recent 
actions does not invalidate the current justification by Country Z—even if 
its recent actions are illegal, unethical, or immoral.) 

 
 Mob appeal (Appeal to the people). Fallacies that play on people’s 
emotions by claiming a viewpoint is correct because many other people agree 
with it.  
 
 Example—Politician: “My opponent says we must better protect the borders 
 because criminal gang members are entering the country illegally and 
 committing murder, rape, and a host of other crimes. Many candidates in 
 my opponent’s political party cite these same conditions. FBI statistics, 
 though, say there are only a handful of crimes conducted by criminal gang 
 members entering the country illegally, while per-capita crime rates are 
 much higher for native-born citizens.”  
 (Avoid accepting conditions or viewpoints that “many (or some) people say 
 or know” without seeking reliable statistics or other evidence concerning 
 the stated conditions.) 
 
 Pity. Fallacies that result from urging someone to do something only 
because of an emotional argument stating they pity us or something associated 
with us, or seek pity themselves. 
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Example—Recruit: “Sergeant, I tried, but I have never passed the obstacle 
course. If you do not pass me, I will not graduate from recruit training. My 
great-grandfather, grandfather, and father all served in the military with 
honor. If I do not pass recruit training I will disappoint my family and it will 
ruin my entire life.” 
(The Sergeant must weigh what is legally, ethically, and morally the best 
decision for this recruit and the service.) 

 
 Accident. Fallacies wherein a general principle (legal, ethical, or moral) is 
applied in a situation where the principle does not apply. 
 

Example—Interrogator: “This terrorist admits he has planted a large “dirty 
bomb” set to explode in two days in a major city. Normal interrorgation 
techniques have not convinced the terrorist to reveal the city and location of 
the bomb. Therefore, we need to immediately employ enhanced 
interrorgation techniques, including torturing the terrorist, to hopefully save 
thousands of citizens.” 
(What legal, ethical, or moral principles do or do not apply in this case?) 

 
 Stereotyping. Fallacies arguing that an opponent’s decisions or behaviors 
are based on their ideology or other traits (e.g., political views, religion, ethnic 
group, language, country of origin, etc.). 
 

Example—Politician: “All communists want to overthrow democracies and 
destroy capitalism. Since President Z is a communist, he wants to overthrow 
all democracies and destroy capitalism.” 
(The statement “all communists want to overthrow democracies and 
destroy capitalism” is invalid.) 
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 Genetic fallacy. Fallacies condeming an argument because of where it 
began, how it began, or with whom it began (type of stereotyping). 
 

Example—Speaker: “All persons born in Country Z want that country to rule 
the World. My next door neighbor here in Country A was born in Country Z 
and has lived here 20 years. Therefore, my next door neighbor wants 
Country Z to rule the World.” 
(The statement “all persons from Country Z want that country to rule the 
World” is invalid.) 

 
 Straw person (Strawman). Fallacies that distort the opponent’s point of 
view or stance on an issue to make it easier to attack and disprove the opponent’s 
arguments; thus, the attack is really about a point of view or stance that does not 
exist. 
 

Example—Person A: “Increasing terrorist attacks are causing us to change 
our views of  civil liberties such as free speech and privacy. Our country’s 
policies and actions should weigh slightly more on the side of improved 
security to keep our citizens safe, which will likely impinge on our civil 
liberties. Our citizens will support the slight loss of some civil liberties to 
gain more personal security.”  
Person B: “Person A is advocating a Machiavellian approach saying the 
desireable ends (more security) justifies the means (impinging on civil 
liberties). This means in the interest of more security we will all be the 
subject of intrusive government surveillance, and we could all be locked up 
in detention camps if the government decides it needs to protect us.”  
(Person B distorted the original argument and then provides a “worst case” 
scenario not related to Person A’s original statements about slight changes 
in civil liberties.) 
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 Red herring. Fallacies that introduce an irrelevant point into an argument. 
Someone may think (or want people to think) it proves their point, but it really 
does not. Introducing material not related to the core argument is included in this 
fallacy. This fallacy takes its name from the British practice of dragging a bag of 
red herring across the trail in a fox hunt to distract the foxhounds off the actual 
trail of the fox. Red herring is similar to the Straw person fallacy. 
 

Example—Reporter to President: “Will you start arms control talks with 
Country Z?  President’s response: “It would be terribly presumptive for us to 
discuss arms control talks with Country Z when we have not yet talked to 
them about the issue. Most countries see arms control treaties as one way 
to help reduce violence and conflict in search of peace. I am sure Country Z 
has aspirations for peace like other countries.”  
(The President did not answer the original question but offered a Red 
herring response on a related issue (world peace) that she probably 
thought did answer the question.) 

 
 Bandwagon. Fallacies that pressure someone to do something just because 
many other people are doing it. This is similar to the Mob appeal (Appeal to the 
people) fallacy. 
 

Example—Soldier: “All soldiers are reading the biography of General A; so, 
you should read it too if you want to be able to talk with other soldiers.”  
(It may not hurt to read the biography, but you could still talk with other 
soldiers if you did not.) 

  
 Irrelevant conclusion. Fallacies in which conclusions are reached bearing 
little resemblence to the supporting argument. 
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Example—Sailor: “We have put in a lot of hard work in preparing for the 
upcoming shipboard inspections and operational readiness evaluations. 
Therefore, we are going to pass with flying colors.”  
(A lot of hard work does not always result in the desired outcome, but it 
increases the probabilities of success.) 

 
 Repetition. Fallacies based on repeating a message loudly and often in the 
hope that it will eventually be believed. 
 

Example—President: “I am not a crook! I am not a crook! I am not a crook! I 
have never been involved in anything illegal. I am not a crook! I will repeat 
this statement every day until the charges against me are dropped. I am not 
a crook!”  
(Just because a message or idea is repeated frequently does not make it 
true.) 

 
 Appeal to tradition. Fallacies that result from encouraging someone to buy 
a product or do something because it is associated with something old. 
 

Example—General: “We must buy the new rapid fire gatling guns because 
the gatling gun has been a major part of our success in every war over the 
last 100 years.”  
(Just because something worked previously does not mean it is the best 
choice for the future.) 

 
 Appeal to hi-tech (Latest thing). Fallacies based on urging someone to buy 
something because it is the “latest thing,” but not necessarily because it is the 
best thing. 
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Example—Admiral: “We need to procure the latest laser missile defense 
systems for our ships as they are the most advanced technology available.”  
(Just because they are the latest technology does not mean they will work 
better than existing missile defense systems.) 

 

Fallacies of Presumption 
 
 Circular reasoning. Fallacies attempting to support a conclusion by simply 
restating it in the same or similar wording. Someone says P is true because Q is 
true, and Q is true because P is true. 
 

Example—Major: “We know our counterinsurgency doctrine is true, 
because it was written by our most inspired General. And, we know she is 
our most inspired General, because she wrote the truthful 
counterinsurgency doctrine.”  
(Notice the argument both assumes and concludes the counterinsurgency 
doctrine is true.) 

 
 Complex question (Loaded question). Fallacies resulting from loaded 
questions, where the respondent is put in a bad situation no matter the answer, 
or the answer to the presumed question is false. 
 
 Example 1—Politican A to Politician B: “When did you stop stealing your 
 campaign funds?” 
 (This assumes Politician B was in fact stealing campaign funds, which might 
 not be true.) 
 
 Example 2—Sergeant: “Where did you get that ridiculous idea?” 
 Soldier: “I saw it in my dreams last night.” 
 Sergeant: “So you admit it is a ridiculous idea! We need a lot less sleeping 
 around here.” 
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            (The Sergeant assumes it is a ridiculous idea, which might not be true.) 
 
 Suppressed evidence. Fallacies that result from withholding relevant 
evidence. 
 

Example—Politician: “If we want to get rid of chemical weapons, just take 
them to a barren desert and bury them. There will be no chemical weapons 
after that.”  
(These statements suppress the relevant evidence on the effects of burying 
chemical weapons on the desert’s ecosystem and the ability to produce 
more chemical weapons.) 

 
 Either-or (False dichotomy). Fallacies asserting that we must choose 
between only two things, when in fact there are a number of different 
alternatives we could choose. 
 

Example—General to President: “We either need to conduct a full-on 
military assault or do nothing in reaction to Country Z’s aggressive actions.” 
(Statement does not consider diplomatic or alternative, lesser military 
options.) 

   

Fallacies of Weak Induction 
 
 Appeal to authority (Illegitimate authority). Fallacies due to an appeal to 
someone in authority but who has no special knowledge in the area they are 
discussing or due to tradition or rumors. 
 

Example 1—Politician: “We must invade Country Z because Singer A, the 
most famous singer in the world, says we should.”  
(Singer A is outside their area of expertise.) 



458 
 

 
Example 2—Voter: “I must vote for all candidates from Political Party A 
because my family has voted for all candidates from this party over the past 
five decades.”  
(Play to tradition.) 
 
Example 3—Voter: “Politicain A reported many studies (no specifics) 
showing his foreign policy agenda is the best.”  
(No information on exactly what studies say or if they even exist.)  

  
 Proof by lack of evidence (Appeal to ignorance). Fallacies claiming 
something is true simply because nobody has yet given any evidence to the 
contrary.  
 

Example—General: “Country Z must have laser weapons as we have seen 
no evidence such weapons are located in Country Z.”  
(If there is no evidence whether a statement is true or false, it is best to 
suspend judgment regarding its truth.) 

 
 Hasty generalization. Fallacies using a very limited sample to generalize to 
a larger group or set of actions. Similar to the Part-to-whole fallacy. 
 

Example—Admiral: “The shipboard surface-to-air missile test failed to 
destroy an inbound enemy aircraft, so we must remove all of these missiles 
from the fleet.”  
(Just because one missile failed does not mean they will all fail; more 
testing is needed.) 

 
 False cause. Fallacies due to a result of a false causal claim. Some false 
causal claims are due to myths and superstitions. 
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Example—Petty Officer: “Nautical superstitions say to never whistle on a 
ship, as whistling aboard ship will bring strong winds, placing the ship and 
crew in danger. One of our new sailors whistles onboard all the time. Sure 
enough, on our next deployment we ran smack into a hurricane.”  
(Science cannot prove whistling will generate a hurricane.)  

 
 Slippery slope. Fallacies asserting that if one thing happens, that one or 
more other things will follow; when there is no evidence to support the follow-on 
actions. 
 

Example—Containment of the spread of Communist Soviet Union influence 
was a major part of U.S. strategy in the Cold War. The Domino Theory was 
part of this strategy as it offered: “if one country fell to Communism, then 
another would fall, then another, and another, just like a line of dominoes 
would fall in sequence if lined up in a row.” Domino Theory was seldom 
questioned. It was a classic example of an invalid Slippery slope argument 
as there was no causal basis supporting this theory. In fact, whether a 
country fell to communisim was related to its internal political, economic, 
and social conditions, and had little to do with domino-like forces pushing 
one country over after another.  
(This is another case related to the False cause fallacy.) 

 
 Weak analogy. Fallacies claiming that some items or events that have only 
a few similarities are practically the same in almost everything else. This is 
especially true when trying to analyze current or future behaviors or situations 
based on past behaviors or situations, because there may be significantly 
different contexts between the past and current or future behaviors or situations. 
(This is why incorporating analogies into security analysis is not recommended.) 
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Example 1—Politician: “The U.S. Military Academy (West Point) and U.S. 
Naval Academy (Annapolis) should merge into one institution as they both 
graduate future military leaders.”  
(Other than both graduating future military leaders, the two academies are 
very dissimilar in terms of their curriculums, customs used to socialize 
cadets, organizational cultures, and the focus of preparing graduates for 
future careers:  one produces U.S. Army soldiers, the other U.S. Navy sailors 
and aviators, plus U.S. Marine Corps infantry and aviators.) 

 
Example 2—U.S. Presidential Advisor during 1962 Cuban Missile Crisis, 
when short and intermediate range nuclear missiles were found in Cuba: 
“We can expect the Soviets to behave in the exact same ways they did in the 
Greek Revolution and during their interventions in Czechoslovakia and 
Hungary as they will in Cuba. The Soviets only understand brute force, so we 
must attack Cuba!”  
(The U.S. proximity to Cuba and the situation with nuclear weapons make 
the context of these past situations and the current (1962) Cuban situation 
completely different; in fact, President Kennedy did not take the advisor’s 
advice, and the crisis was solved peacefully.)   
 

 Post hoc ergo proctor hoc. Fallacies stating since A happened before B, A 
must have caused B. This is similar to the False cause fallacy. 

 
Example—Politician:  “Our political party was born over 100 years ago. Last 
year we won a war while our political party controlled the executive and 
legislative branches of government. Therefore, the formation of our political 
party caused us to win the war.”  
(There are a number of other factors other than political party influencing 
the outcome of a war. Remember:  Correlation does not mean causation.) 
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 Exigency. Fallacies offering nothing little more than a time limit as a reason 
for a person to do what someone wants. 
 

Example—Politician: “We need to pass the defense budget with the new 
shipbuilding authorizations by tomorrow or we may not get to it for 
months, since we have summer recess and national elections coming up 
next.”  
(Shipbuilding plans take years to create and even longer for construction—
a few months delay is not much in the larger scheme.) 

 
 Leap of faith. Fallacies asserting a causal linkage or condition exists with no 
good supporting reasons or evidence.  
 
 Example—Analyst: “We estimate that terrorist group A will attack our 
 country soon.” 
           Customer: “What are your reasons and evidence for that finding?” 
  Analyst: “Despite the terrorist group never stating it would attack our 
 country, it does have the capabilities and logistic support to do so. Although 
 it has never attacked us before, they have attacked our allies’ interests. We 
 therefore estimate they will attack us soon, even though we are 4,000 miles 
 away from their normal operating area. They must be planning attacks on 
 our country.”  
 (More evidence and reasoning is needed to declare a threat than just that it 
 exists in a distant region or may have done so in the distant past.)  
 

 
Notes 
 

 
1 Material for this appendix was synthesized primarily from Noel Hendrickson et al., The 
Rowman and Littlefield Handbook for Critical Thinking (Lanham, MD: Rowman and Littlefield 
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Publishers, Inc., 2008), 111-126; and Nathaniel Bluedorn and Hans Bluedorn, The Fallacy 
Detective, Thirty-Six Lessons on How to Recognize Bad Reasoning, 2nd ed. (Muscatine, IA: 
Christian Logic, 2003), 205-208.  
2 See Patrick J. Hurley, A Concise Introduction to Logic, 10th ed. (Belmont, CA: Thomson 
Wadsworth, 2008). 
3 Informal logic fallacies include flaws in the evidence or reasoning of an argument and may be 
found in both inductive and deductive arguments. Formal logic fallacies are normally found in 
deductive arguments and refer to errors in the scientific method or actual structure of the 
argument, which make the argument invalid. 
4 Hendrickson et al., 111. 
5 All examples prepared by the author, often modifying examples in Hendrickson et al. and 
Bluedorn and Bluedorn. 
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Appendix II 
Heuristics and Cognitive Biases 

 

Introduction 
 
In his book Thinking, Fast and Slow,1 Daniel Kahneman aims to make psychology, 
perception, irrationality, decision making, errors of judgment, cognitive science, 
intuition, statistics, uncertainty, illogical thinking, and behavioral economics all easy for 
the masses to grasp. Kahneman’s book, which all security analysts should read, is about 
the biases of people’s intuition. That is, people assume certain things without having 
thought through them carefully. Kahneman calls those assumptions heuristics,2 which 
lead to biases in thinking. He spends over 400 pages providing examples of how certain 
heuristics can lead to muddled thinking and gives each heuristic a name such as 
“confirmation bias,” “cognitive ease,” “halo effect,” “availability bias,” and so forth. 
This appendix provides a summary of Kahneman’s heuristics, associated biases, and the 
potentials for error in thinking that heuristics and biases can cause.3 
  Kahneman highlights how a person’s brain works within two abstract systems: 
one that thinks fast, System 1; and one that thinks slowly, System 2.4 System 1 (fast) 
thinking operates automatically, intuitively, involuntarily, and effortlessly—as when 
people drive, recall their age, or go through their morning routine to get ready for 
school or work. System 1 thinking tends to jump to quick solutions. System 2 (slow) 
thinking requires slowing down to solve problems through deliberate, reasoned, 
focused thinking such as when calculating a math problem, choosing where to invest 
money, or filling out a complicated form. System 2 thinking tends not to jump to quick 
solutions. These two systems often conflict with one another. System 1 thinking 
operates with heuristics that may lead to inaccurate conclusions, while System 2 
thinking requires mental effort because it evaluates the situation and potential 
heuristics, but may still be error prone. Kahneman’s book reveals how to recognize 
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situations in which mistakes are likely and provides guidance to avoid significant 
mistakes when stakes are high.5 This is the essence of critical thinking.  
 System 2 thinking affects people’s bodies (dilates pupils), attention (limits 
observation), and energy (depletes resources). Because System 2 thinking takes mental 
effort, people are prone to use System 1 thinking—the path of least resistance. 
Kahneman highlights how laziness is built deep into human nature, causing thinking to 
often default to the easiest path to reach a solution.6 People use System 1 thinking to 
accomplish routine tasks. They use System 2 thinking to manage complicated tasks. 
Thinking fast says, “I need groceries.” Thinking slow says, “I will not try to remember 
what to buy but write myself a shopping list.”7  
  People on a leisurely stroll will stop walking when asked to complete a difficult 
mental task. Calculating while walking is an energy drain. This is why being interrupted 
while concentrating is frustrating, why people forget to eat when focused on an 
interesting project, why multi-tasking while driving is dangerous, and why resisting 
temptation is extra hard when a person is stressed. Self-control shrinks when people 
are tired, hungry, or mentally exhausted. Because of this reality, humans are prone to 
let System 1 thinking take over intuitively and impulsively. Kahneman argues people 
often do not take the time and effort to think slowly through problems. He also cites 
how intelligence is not only the ability to reason; it is also the ability to find relevant 
material in memory and apply attention when needed.8 Accessing memory takes effort; 
but, by not doing so, people are prone to make mistakes in judgment.  
 Kahneman also offers how one or more of the heuristics, summarized in the 
remainder of this appendix, will be at work in any decision process. More of the 
heuristics likely will be at play in most System 1 thinking situations. While fewer 
heuristics likely will be at work in System 2 thinking, there may still be some there. 
Critical thinking seeks to generate more System 2 thinking, which will hopefully 
overcome many of the thinking biases. Kahneman describes the workings of the mind 
as an uneasy interaction between the two abstract systems, which are summarized in 
Figure II.1.9 The way to block errors originating in System 1 thinking is simple in 
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principle:  recognize the signs a person is in a “cognitive minefield,” slow down, and ask 
for reinforcement from System 2 thinking.10   
 
Figure II.1 Summary of System 1 (Fast) Thinking and System 2 (Slow) Thinking 

System 1 System 2 
Uses subconscious values, drives, beliefs that 
influence “gut reactions.”  

Articulates judgments, makes choices, endorses 
or rationalizes ideas and feelings.  

Jumps to conclusions regarding causality.  Makes up stories to either confirm or deny those 
conclusions.  

Operates effortlessly.  Requires conscious effort to engage.  
Can be wrong but is more often right.  Can be right or wrong depending on the level of 

effort.  
Heavily influenced by heuristics.  Examines those heuristics when so inclined.  

  

  
Frequently Encountered Heuristics  

 Heuristic #1: Priming. Conscious and subconscious exposure to an idea “primes” 
people to think about an associated idea. Things outside human conscious awareness 
can influence how they think. For example, if a person has been talking about food, 
they will fill in the blank SO_P with a U; but, if they have been talking about cleanliness, 
they will fill in the blank SO_P with an A. These subtle influences also affect behavior in 
ways people do not realize.11 People reading about the elderly will unconsciously walk 
slower, and people who are asked to walk slower will more easily recognize words 
related to old age. People asked to smile find jokes funnier, while people asked to 
frown find disturbing pictures more disturbing. It is true that if humans behave in 
certain ways, their thoughts and emotions will eventually catch up. People cannot only 
feel their way into behavior but also behave their way into feelings. Potential for 
error—people often are not objective, rational thinkers. Multiple factors can influence 
judgment, attitude, and behavior that people are not even aware of.  
  
 Heuristic #2: Cognitive ease. Things that are easier to compute, more familiar, 
and easier to read seem truer than things that require hard thought, are novel, or are 
hard to see. Kahneman offers that predictable illusions inevitably occur if a person’s 
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judgment is based on a condition of cognitive ease or strain.12 How does a person know 
a statement is true? If it is strongly linked by logic or association to other beliefs or 
preferences a person holds, supported by evidence, or comes from a source they trust 
and like, they will feel a sense of cognitive ease and assess the statement as true.13 
Because things that are familiar seem truer, it is common for teachers, advertisers, 
marketers, authoritarian tyrants, and even cult leaders to repeat their messages 
endlessly. This is related to the Repetition informal logic fallacy in Appendix I. Cognitive 
ease is also related to “cognitive dissonance,” a condition where a person faces two 
conflicting ideas in their brains and, in order to relieve the dissonance, they select the 
idea that is already familiar or seems truer—and subsequently discard the other idea. 
Potential for error—if people are comfortable reading or hearing a lie often enough, 
they tend to believe it. 
  
 Heuristic #3: Coherent stories (Associative coherence). To make sense of the 
world, people often tell themselves stories about what is going on, such as making 
associations between events, circumstances, and regular occurrences. The more these 
events fit into their stories, the more normal they seem. Things that do not occur as 
expected take people by surprise, so people create stories to make them fit. Examples 
include phrases such as “everything happens for a purpose,” “that person acted out of 
character,” or “that was so weird it cannot be random chance.”  Abnormalities, 
anomalies, and incongruities in daily living beg for coherent explanations. Often those 
explanations involve either (1) assuming intention, “it was meant to happen;” (2) 
assuming causality, “they are homeless because they lack ambition;” or (3) interpreting 
providence, “there is a divine purpose in everything.” Humans are programmed from 
birth to have impressions of causality, which do not depend on reasoning about 
conditions of causation.14 The mind is ready and even eager to identify agents (decision 
makers), assign them personality traits and specific intentions, and view their actions as 
expressing individual propensities.15 This is related to the Fundamental attribution bias 
described in Figure 2.3. Potential for error—people tend to posit intention and agency 
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where none exists, confuse causality with correlation, and make more out of 
coincidences than is statistically warranted.  
  

 

  

 Heuristic #4: Confirmation (affirmation) bias. This is the tendency to find 
confirming evidence for an existing belief while overlooking conflicting evidence. 
Jumping to conclusions is efficient if the conclusions are likely to be correct and the 
costs of an occasional mistake acceptable, and if the jump saves time and effort. 
Jumping to conclusions is risky when the situation is unfamiliar, the stakes are high, and 
there is no time to collect more information.16 System 1 thinking fills in ambiguity with 
automatic guesses and interpretations that fit into Coherent stories; this type of 
thinking rarely considers other interpretations. When System 1 thinking makes a 
mistake, System 2 thinking jumps in to slow the thinking down and consider alternative 
explanations. System 1 thinkers can be gullible and biased to believe the familiar, while 
System 2 thinking is in charge of doubting and unbelieving. System 2 thinking; however, 
is sometimes busy, often lazy, and will defer to System 1 thinking when it can.17 
Potential for error—people are prone to over-estimate the probability of unlikely events 
(irrational fears) and accept uncritically every suggestion matching their pre-formed 
views of a situation. 

Note: Confirmation (affirmation) bias can be troublesome, especially when employed 
in conjunction with Cognitive ease (cognitive dissonance). Combining lies or 
misinformation with confirmation bias and cognitive ease can result in gross thinking 
errors and lead to conditions supporting addictions, cults, and conspiracy theories. 
Refer to Critical Belief Analysis in Chapter 6. 

 Heuristic #5: Halo effect. This is the strong tendency to like or dislike everything 
about a person, including things people have not observed.18 The warm emotion or 
“halo” attributed to a person, place, or thing predisposes people to like everything 
about that person, place, or thing. Good first impressions tend to positively color later 
negative impressions and, conversely, negative first impressions can negatively color 
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later positive impressions. The first to speak their opinion in a meeting can influence 
others’ opinions. A list of positive adjectives to describe a person influences how people 
interpret negative adjectives that come later in the list. Likewise, use of negative 
adjectives early can color later positive adjectives. The problem with all these examples 
is that a person’s intuitive judgments can be impulsive, not clearly thought through, or 
critically examined. To remind System 1 thinking to stay objective, to resist jumping to 
conclusions, and to enlist the evaluative skills of System 2 thinking, Kahneman coined 
the abbreviation, “WYSIATI” (what you see is all there is).19 In other words, do not lean 
on information based on first impressions or intuitions; stay focused on the hard data 
observed. Potential for error—people should try to combat overconfidence by basing 
their beliefs on critical thinking, not on subjective feelings. People can increase clear 
thinking by expressing doubt and ambiguity.  
  

  

 Heuristic #6: Judgment. System 1 thinking relies on intuition, a basic assessment 
of what is going on inside and outside the mind. It is prone to ignore “sum-like 
variables”—such as when dealing with mutually exclusive events or conditional 
probability events (Chapter 7).20 People often fail to accurately calculate sums but rely 
instead on often-unreliable intuitive averages by automatically and subconsciously 
rating the relative merits of a thing by matching dissimilar traits. Moreover, people are 
prone to evaluate a decision without distinguishing which variables are most important; 
this is called the “mental shotgun” approach.21 Basic intuitive assessments can easily 
replace the hard work System 2 thinking must do to make judgments. Potential for 
error—without a person assessing the process of their thinking, they may make bad 
decisions.  

 Heuristic #7: Substitution. When confronted with a perplexing problem, 
question, or decision, people tend to make life easier for themselves by answering a 
substitute or simpler question. In other words, instead of estimating the probability of a 
certain complex outcome, people rely on an estimate of another less-complex 
outcome. For example, instead of grappling with the mind-bending philosophical 
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question, “What is happiness?” a person may resort to answering the easier question, 
“What is my mood right now?”22 Even though anxious people may activate System 2 
thinking, they often still obsess over and second guess every decision, fear, or risk. It is 
surprising how often System 1 thinking works just fine for highly anxious people. Even 
chronic worriers function effortlessly in many areas of life while System 1 thinking is 
running in the background. They walk, eat, sleep, breath, make choices, make 
judgments, trust, and engage in enterprises without fear, worry, or anxiety. Why? They 
replace vexing problems with easier problems. Potential for error—people will be 
unlikely to get around to answering the harder questions.  
  

  

  

 Heuristic #8: Affect. Emotions influence judgment, which influences behavior. 
People frequently let their likes and dislikes influence their beliefs about the world.23 
Potential for error—people can let their emotional preferences cloud their judgment and 
either underestimate or overestimate risks and benefits.  

Heuristics Leading to Key Biases   

 Heuristic #9: Law of small numbers. Often, small statistical samples are more 
prone to interpretation resulting in extreme outcomes than large samples, because 
people tend to lend the outcomes of small samples more credence than statistics 
warrant. System 1 thinking is impressed with the outcome of small samples but should 
not be. Small samples are not necessarily representative of large samples, which usually 
are more precise. People err when they intuit rather than compute, which may add 
significant bias to their thinking.24 This is related to the Part-to-the-whole informal logic 
fallacy in Appendix I. Also see Chapter 3 for more information on sampling theory. 
Potential for error—people make decisions on insufficient data. 
  
 Heuristic #10: Confidence over doubt. System 1 thinking suppresses ambiguity 
and doubt by constructing coherent stories from pieces of data. System 2 thinking is a 
person’s inner skeptic, weighing those stories, doubting them, and suspending 
judgment. But, because disbelief requires lots of mental effort, System 2 thinking 
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sometimes allows people to slide into a state of false certainty. Because the human 
brain is a pattern-recognition device, people tend to attribute causality where none 
exists. Regularities can occur at random. A coin flip of 50 heads in a row seems 
unnatural but, if one were to flip a coin billions and billions of times the odds are that 
50 heads in a row would eventually happen. When people detect what appears to be a 
rule, they may reject the idea that the process is truly random.25 Attributing oddities to 
chance takes work; it is easier to attribute them to some intelligent force in the 
universe. Kahneman highlights how some outcomes may be due to blind luck.26 There 
are many facts in this world that occur by chance and do not lend themselves to 
explanations. Potential for error—making connections where none exist.  
  

 

  

 Heuristic #11: Anchoring effect. This is the subconscious phenomenon of making 
incorrect estimates due to previously heard or seen quantities or information.27 For 
example, people feel as though 35 mph is fast if they’ve been driving 10 mph but slow if 
they just got off the freeway doing 65 mph. Or, buying a house for $200K seems high if 
the asking price was raised from $180K but low if the asking price was lowered from 
$220K. Potential for error—people are more susceptible to suggestions than they 
realize.  

Note: There was a classic case of the Anchoring effect in the October 2002 D.C. Sniper 
case. One or more snipers were terrorizing the metropolitan Washington D.C. area, 
randomly killing 10 and injuring three citizens. Reports from the crime scenes indicated 
several sightings of a “white van” fleeing most shootings, but there were a few other 
reports of a “blue sedan” fleeing the scenes. Because criminal profilers in this case 
anchored on the white van reports, local law enforcement focused its efforts primarily 
on finding a white van. In the end, two snipers were captured in a blue sedan. 

 Heuristic #12: Availability heuristic. When asked to estimate numbers like the 
frequency of divorces in Hollywood, the number of dangerous plants, or the number of 
deaths by plane crashes, the ease with which people retrieve an answer influences the 
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size of their answer.28 People are prone to give bigger answers to questions that are 
easier to retrieve, especially when a person has had a related emotional personal 
experience. For example, a person who got mugged overestimates the frequency of 
muggings, one exposed to news about school shootings overestimates the number of 
gun crimes, and one who does chores at home overestimates the percentage of the 
housework he/she does. Potential for error—under or overestimating the frequency of 
an event based on ease of retrieval rather than statistical calculation adds bias to 
thinking.  
  

  

 Heuristic #13: Availability cascades. When media outlets report information that 
overwhelms a person’s statistical senses, his/her ability to objectively assess a situation 
can be distorted. For example, a recent plane crash can cause people to think air travel 
is more dangerous than car travel. This can then start a negative feedback loop, which 
can create a cascade of fear. In other words, this can become a situation where the 
emotional tail wags the rational dog.29 Potential for error—overreacting to a situation 
or problem simply because people hear a disproportionate number of negative stories 
can bias thinking.  

 Heuristic #14: Representativeness. Similar to profiling or stereotyping, 
Representativeness is the intuitive leap to make judgments based on how similar 
something is to something a person likes; this is usually done without taking into 
consideration other factors such as probability (likelihood), statistics (base rate), or 
sampling sizes. For example, just because a person likes the design of a book cover does 
not mean they will like the contents. To overcome biases generated by the 
Representativeness heuristic, people must discipline their intuition and make 
judgments based on probability and base rates. People should learn to question facts or 
analysis used to come up with their assumptions. In other words, think like a 
statistician.30 Potential for error—evaluating a person, place, or thing on how much it 
resembles something else without taking into account other salient factors can add bias 
to thinking.  
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 Heuristic #15: Conjunction fallacy. This heuristic is about violating logic and the 
laws of probability. When given a set of priming details—some true and some 
assumed—about a person, place, or thing, people often create a plausible story based 
on both facts and assumptions over a more probable story based in facts alone. The 
notions of coherence, plausibility, and probability are often confused by the unwary 
when faced with a combination of facts and assumptions, some of which may be 
false.31 The more assumptions added to a description, forecast, or judgment, the more 
likely the conclusions are plausible but improbable. Why? System 1 thinking overlooks 
logic in favor of a plausible story, whether based in facts or not. Potential for error—
thinking can be biased when intuition favors what is plausible but improbable over what 
is implausible and probable.  

 Heuristic #16: Overlooking statistics. When given purely statistical data and 
familiar with how to use statistics, people generally make accurate inferences. But 
when given statistical data and an individual story that explains things, people tend to 
go with the story rather than the statistics; that is people favor stories with explanatory 
power over mere data.32 This is related to the Part-to-the-whole informal logic fallacy 
in Appendix I. Potential for error—stereotyping, profiling, and making general 
inferences from a limited number of cases, rather than making general inferences from 
a larger number of cases, can generate bias in findings and conclusions. 
  
 Heuristic #17: Overlooking luck. Most people love to attach causal 
interpretations to the fluctuations of random processes. It is a mathematically 
inevitable consequence that luck plays a role in many outcomes. This; however, is not a 
satisfactory theory. People prefer a causal explanation—but often WYSIATI, what you 
see is all there is, comes into play.33 When a person removes causal stories and solely 
considers statistics, they often infer regularities; this is called regression to the mean. 
Those statistical regularities—regression to the mean—are explanations but not causes. 
People tend to be strongly biased toward causal explanations and generally do not deal 
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well with pure statistics.34 Potential for error—seeing causes that do not exist can bias 
thinking.  
  

  

  

 Heuristic #18: Intuitive predictions. Conclusions drawn with strong System 1 
thinking often feed overconfidence. Just because something “feels right” (intuitive) 
does not make it right. System 2 thinking is needed to carefully examine intuition, 
estimate baselines, consider regression to the mean, evaluate the quality of evidence, 
and so forth. Extreme predictions and a willingness to predict rare events from weak 
evidence are both manifestations of System 1 thinking.35 Potential for error--
unwarranted confidence when the information, logic, or reasoning are in error can bias 
thinking.  

  Heuristic #19: Narrative fallacy. In their continuous attempt to make sense of 
the world, people often create flawed explanatory stories of the past that shape their 
points of views, assumptions, and beliefs for the future; see Chapter 6 for more on 
evaluating points of view, assumptions, and beliefs. People often assign larger roles to 
talent, stupidity, and intentions, than to luck. A comforting conviction that the world 
makes sense rests on a secure foundation—people’s almost unlimited ability to ignore 
ignorance.36 This is particularly evident when a person hears, “I knew that was going to 
happen!” Potential for error--unwarranted comfort in conclusions can biases thinking.  

 Heuristic #20: Hindsight illusion. People often think they understand the past, 
which implies the future should be knowable; but, they understand less than they 
think. This is likely because a person’s intuitions and premonitions feel truer after the 
fact. Once an event takes place, they forget what they believed prior to that event; that 
is, before they changed their minds. For example, prior to 2008, financial pundits 
predicted a stock market crash, but they did not know it. Knowing requires showing 
something to be true, but no one could show that a potential crash was true because it 
had not happened yet. But after it happened, their hunches were retooled and became 
proofs. The tendency to revise the history of one’s beliefs in light of what actually 
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happened produces a robust cognitive Hindsight illusion.37 Potential for error--people 
are prone to blame decision makers for good decisions that worked out badly and to 
give them too little credit for successful moves that appear obvious only after the fact. 
When the outcomes are bad, customers often blame their agents (analysts) for not 
seeing the potential problem. Actions that seemed prudent in foresight can look 
irresponsibly negligent in hindsight.38  
  

 
Heuristics Leading to Overconfidence 

 Heuristic #21: Validity illusion. People sometimes confidently believe their 
opinions, predictions, and points of view are valid when that confidence often is 
unwarranted. Some even cling with confidence to ideas in the face of counter-evidence. 
Confidence in a judgment is not always a reasoned evaluation of the probability that 
the judgment is correct; it is a feeling that reflects the apparent coherence of the 
information and the cognitive ease of processing it.39 Factors that contribute to 
overconfidence include being impressed by one’s own brilliance, affiliating with like-
minded peers, and over valuing one’s track record of wins and ignoring losses. Potential 
for error—basing the validity of a judgment on the subjective experience of confidence 
rather than objective facts creates bias. Unwarranted confidence is not a substitute for 
accuracy.  
  
 Heuristic #22: Ignoring facts and algorithms. People often overlook statistical 
information or other evidence and favor their gut feelings. Forecasting or predicting the 
future of stocks, diseases, car accidents, and weather should not be influenced by 
intuition, but they often are. People do well to consult facts, algorithms, check lists, 
statistics, and numerical records and not rely on subjective feelings, hunches, or 
intuition. Potential for error—relying on intuitive judgments for important decisions, 
particularly if an algorithm or other tool is available that will make fewer mistakes, has 
the potential for bias.40  
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 Heuristic #23: Trusting expert intuition. Some experts are confident when the 
story they tell comes easily to mind, with no contradiction and no competing story. 
However, ease and coherence do not guarantee that a belief held with confidence is 
true. System 1 thinking often suppresses doubt and evokes ideas and information that 
are compatible with the currently dominant story.41 Kahneman is skeptical of experts 
because they often overlook what they do not know. He trusts experts only when two 
conditions are met: (1) the expert is in an environment that is sufficiently regular to be 
predictable, and (2) the expert has learned these regularities through prolonged 
practice. Potential for error—being misled by “experts” is a frequent source of bias. 
  

  

 Heuristic #24: Planning fallacy. This fallacy refers to taking on a risky project, 
confident of the best-case scenario without seriously considering the worst-case 
scenario. If people consult others who have engaged in similar projects, they will get an 
alternate perspective. Failure to consult others increases the risk of failure. Cost 
overruns, missed deadlines, loss of interest, and waning urgency, all can result from 
poor planning. Potential for error—making decisions based on delusional optimism 
rather than on a System 2 thinking analysis of gains, losses, and probabilities.42 In other 
words, poorly planned projects have a high probability of failure.  

 Heuristic #25: Optimism bias. People are prone to neglect facts, others’ failures, 
and what they do not know in favor of what they know and their perception of how 
skilled they are. People often do not appreciate the uncertainty of their environment, 
believing that the outcome of their achievements lies entirely in their own hands, while 
neglecting the luck factor. They suffer from the illusion of control, and often neglect to 
look at the competition. Experts who fail to acknowledge the full extent of their 
ignorance may expect to be replaced by more confident competitors who are better 
able to gain the trust of customers.43 Being unsure can be perceived as a sign of 
weakness, so people may turn to confident experts who may be wrong. Potential for 
error—unwarranted optimism, which does not calculate the odds and therefore could 
be risky, can bias thinking and led to failed actions.  
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 Heuristic #26: Omitting subjectivity. People often think an object has only 
intrinsic objective value. A million dollars is worth a million dollars, right? Wrong! 
Magically making a poor person’s investment portfolio worth a million dollars would be 
fabulous! Magically making a billionaire’s investment portfolio worth a million dollars 
would be agony! One gained, the other lost. Economists have erred by failing to 
consider a person’s psychological state regarding value, risk, anxiety, or happiness. The 
18th-century economist Bernoulli thought money had utility (fixed worth), but he failed 
to consider a person’s reference point.44 Potential for error—making decisions on pure 
logic without considering psychological states can bias thinking.  

 Heuristic #27: Theory-induced blindness. Once a person accepts a theory or 
model and uses it as a tool in their thinking, it is extraordinarily difficult to notice its 
flaws. If the person comes upon an observation that does not seem to fit a current 
theory or model, it is assumed that there must be a perfectly good explanation that was 
somehow missed.45 When the blinders fall off, the previously believed error seems 
absurd, and the real breakthrough occurs when the person cannot remember why 
he/she did not see the obvious. Potential for error—clinging to old paradigms (theories 
or models) that have outlived their validity may bias thinking.  

Heuristics Affecting Decisions 

  Heuristic #28: Loss aversion 1. Kahneman’s claim to fame is Prospect Theory, 
which he created with his colleague Amos Teversky. After Teversky’s death, Khaneman 
won the 2002 Nobel Prize in Economics for his and Teversky’s joint efforts and 
Kahneman’s later work on cognitive influences on decision making (i.e., presented in 
his book Thinking, Fast and Slow). Economists previously believed the value of money 
was the sole determinant in explaining why people buy, spend, and gamble the way 
they do. Prospect Theory changed those beliefs by explaining three things. First, the 
value of money is less important than the subjective experience of changes in one’s 
wealth. In other words, the loss or gain of $500 is psychologically positive or negative 
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depending on a reference point of how much money one already possesses. Second, 
people experience diminished sensitivity to changes in wealth. Losing $100 hurts more 
if they start with $200 than if they start with $1000. Third, people are generally loathe 
to losing money. People like winning and dislike losing, and people almost certainly 
dislike losing more than they like winning.46 System 1 thinking compares the 
psychological benefit of gain (win) with the psychological cost of loss, with the fear of 
loss usually influencing their behavior. Potential for error—passing by a decision for a 
sure win to avoid what a person thinks might be a possible loss, even when the odds 
are in favor of winning.  
 

 

 

 Heuristic #29: Loss aversion 2. Generally, people will work harder to avoid short-
term losses than to achieve short-term gains.47 For example, a golfer may play it safe 
and putt for par to avoid bogeys (loosing points for going over par) rather than being 
more aggressive and putting for birdies (gaining points by putting under par). Contract 
negotiations stall when one party feels they are making more concessions than their 
opponent. Potential for error—biasing decisions by underestimating one’s own and 
other’s attitudes toward loss/gain, which are asymmetrical.  

  Heuristic #30: Endowment effect. An object a person owns and uses is more 
valuable to them than an object they do not own and do not use.48 People endow an 
object they own and use with significance and are unwilling to part with them for two 
reasons:  they hate loss and the object has a history with them. Thus, people will not 
sell a beloved, useful object unless a buyer offers a significant payment. Objects a 
person does not like or does not use will sell for less or they may be given away. 
Potential for error—decisions to cling to objects for sentimental reasons can lead to 
considerable loss of income or other benefits.  

 Heuristic #31: Possibility effect. When highly unlikely outcomes are weighted 
disproportionately, people commit the Possibility effect heuristic.49 For example, while 
there may be a one in 10 million chance of winning the lottery, people rationalize that 
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someone must win and buy a lottery ticket anyway because their loss would be only $2. 
Probability of error—decisions that discount the possibility or probability of an event 
often are risky and, in certain situations, have adverse consequences.  
  

 

 Heuristic #32: Certainty effect. The opposite of the Possibility effect, this 
heuristic concerns outcomes that are almost certain but are given less probability.50 For 
example, lawyers often try to convince clients to take a plea bargain or settlement that 
is “less than perfect” rather than go to trial, even though the trial almost certainly 
would result in a victory for the client. In these cases, the lawyers are under the 
influence of a Loss aversion heuristic because there is always a chance a trial will be 
lost. Probability of error—decisions that discount a high probability of success often do 
not serve the client or decision maker well.  

 Heuristic #33: Expectation principle. Similarities between Probability effect and 
certainty effect heuristics are that decision weights (probabilities) that people assign to 
outcomes are not always identical to the probabilities of these outcomes occurring. 
This is contrary to the Expectation principle of wins and losses summarized below.51   
 

  

  

  GAINS LOSSES 

HIGH PROBABILITY  
(Certainty effect)  

95% chance to win $10,000. Fear 
of disappointment, risk averse, 
accept unfavorable settlement.  

95% chance to lose $10,000. 
Hope to avoid loss, risk seeking, 
reject favorable settlement.  

LOW PROBABILITY  
(Possibility effect)  

5% change to win $10,000. Hope 
of large gain, risk seeking, reject 
favorable settlement.  

5% chance to lose $10,000. Fear 
of large loss, risk averse, accept 
favorable settlement.  

The above reveals people attach values to gains and losses, and decision weights 
assigned to outcomes often differ from actual probabilities. The risk aversion of the 
decision maker influences the actual decisions. A fourfold pattern of preferences 
usually accounts for the potential for error:   
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• People are often risk averse when they look at the prospects of a large gain. 
They will lock in a sure gain and accept a less-than-expected value of the 
gamble.  

• When the potential gain is extremely large, such as a multi-million-dollar 
lottery ticket, the person is indifferent to the fact that their chance of winning 
is extremely small. Without the ticket they cannot win; but, with the ticket, 
they can at least dream.  

• This explains why people buy insurance. People will purchase insurance 
because they are buying protection and peace of mind.  

• This also explains why people take desperate gambles. They accept a high 
probability of making things worse for a chance of a slight ray of hope of 
avoiding the loss they are facing. This type of risk taking can turn a bad 
situation into a disaster.52  

  

 

  

 Heuristic #34: Overestimating the likelihood of rare events. It makes more sense 
to pay attention to things that are likely to happen (rain tomorrow) than to things that 
are less likely to happen (terrorist attacks, asteroid strikes, terminal illness, floods, fires, 
landslides, etc.).53 Under the influence of others, people tend to overestimate the 
probabilities of unlikely events, and thus tend to give too much weight to unlikely 
events in their decisions. This heuristic joins forces with the Availability cascade and 
Cognitive ease heuristics discussed above. Rather than choose an alternative with the 
highest likelihood, people are more likely to choose the alternative in a decision that is 
most recent and described by others with explicit vividness, repetition, and relative 
frequencies. Potential for error—decisions can be swayed by fear mongers who 
manipulate data in favor of their cause.  

Note: U.S. intelligence analysts attempt to counter this heuristic by conducting low-
probability/high-impact event analyses (Chapter 10). 
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 Heuristic #35: Thinking narrowly. One way to decrease risk aversion is to think 
broadly, looking at the aggregate wins over many small gambles. Thinking narrowly, 
looking only at short-term losses, paralyzes decision making. But thinking broadly is 
non-intuitive; it is a System 2 thinking task that takes mental effort. People are wired by 
System 1 thinking to make irrational decisions (e.g., saying no to easy money or 
successes). The limit of individual human rationality is so stark, Kahneman calls it a 
“hopeless mirage.”54 Potential for error—decision making that passes by risks that 
could be in a person’s favor.  
  

  

  

 Heuristic #36:  Disposition effect. Some people seem to have a System 1 thinking 
calculator in their head that keeps score not only of the potential gains and losses of a 
transaction but also of the emotional risks, rewards, and possible regrets of their 
decisions. The emotions that people attach to the state of their mental accounts often 
are not acknowledged in standard decision theory.55 People may be willing to sell 
money-earning stocks because it makes them feel like wise investors, but less willing to 
sell losing stocks because it is an admission of defeat. This is irrational; however, since a 
person would earn more money by selling the losers and clinging to the winners. 
Potential for error—inserting emotions into a decision-making process often results in 
losses. 

 Heuristic #37: Sunk cost fallacy. To avoid feeling bad about cutting their losses 
and being called a failure, people tend to throw good money after bad, stay too long in 
abusive marriages, and stay in unfulfilling careers.56 This is optimism gone haywire. 
Potential for error—once again, emotions can derail good decision making. 

 Heuristic #38: Fear of regret. This is an emotion people are familiar with as they 
strive to avoid making decisions that could lead to regret. However, people tend to be 
terrible at predicting how intense those feelings of remorse will be; it often hurts less 
than they anticipate. Similar conditions exist for the emotion of blame—where people 
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avoid decisions when feeling they will be blamed for poor results.57 Potential for error—
the bogeyman of emotion can also upend decisions leading to regret or blame. 
  

  

  

 Heuristic #39: Ignoring joint evaluations. People make decisions differently 
when asked to make them in isolation rather than when asked to make them in 
comparison with other scenarios. For example, a victim in a robbery will be awarded a 
higher compensation by a jury when there are poignant factors involved (e.g., the 
victim was visiting a store for the first time), but will be awarded a lower compensation 
if harmed while in a shopping location they frequently visit. When locations are 
compared (joint evaluation), people realize the victim’s location should be insignificant. 
Joint evaluations highlight a feature that was not noticeable in single evaluations but 
are recognized as a decisive factor when detected.58 Potential for error—avoid making 
decisions in isolation. Instead attempt comparison shopping, such as comparing 
sentences for crimes or comparing salaries for different jobs. Failure to conduct joint 
evaluations limits exposure to helpful norms.  

 Heuristic #40: Ignoring frames. How a problem is framed determines people’s 
choices more than purely rational considerations would imply. More drivers sign the 
“donate organ” card when they have to check the opt-in box, than drivers who must 
check the opt-out box. People are more willing to pay extra for gas when using a credit 
card (versus cash) if the fee is framed as “loss of cash discount” than “added credit card 
surcharge.”  Doctors prefer interventions where outcomes are a “one month survival 
rate of 90%,” than to interventions where outcomes are “10% mortality rate.” Both 
intervention outcomes mean the same thing statistically, but the frame of “survival” 
has greater emotional value than “mortality rate.”  Generally, the meaning of a 
sentence is formed by how people understand it. Reframing an idea or sentence 
requires mental effort, and System 2 thinking can be careless.59 Potential for error—
thinking decisions are made in an objective bubble, when in fact there are subjective 
factors at work about which people are unaware.  
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 Heuristics from the Experiencing Self and Remembering Self 
  

  

  

  

 Heuristic #41: Ignoring the two selves. People have an “experiencing self” and a 
“remembering self.” The latter usually takes precedence over the former as people 
remember their most recent experiences rather than consider experiences in the longer 
past. That is, a person could experience 13 days of vacation bliss; but, if on the 14th day 
things go bad, they tend to remember the vacation as negative, likely because more 
recent memories often override past experiences. For example, if a 40-minute blissful 
vinyl recording ends with a scratch, people tend to remember the scratch sound, not 
the 39 previous minutes of musical enjoyment. Confusing experience with the memory 
of it is a compelling cognitive illusion, and it is the substitution that makes people 
believe a past experience can be ruined. The experiencing self does not have a strong 
voice.60 Potential for error—basing decisions on the last experience or information 
revealed may bias decisions. 

 Heuristic #42: Peak end rule. How an experience ends seems to hold greater 
weight in people’s memory than how an experience was lived. Similar to the Ignoring 
the two selves heuristic, the Peak end rule is shorthand for remembering only how an 
experience felt at its end not at its worst moment.61 Potential for error—remembering 
the end of a situation can bias the experience of the entire situation. 

 Heuristic #43: Duration neglect. Another corollary of the Ignoring the two selves 
heuristic offers that the duration of an unpleasant or pleasant experience does not 
seem to be as important as the memory of how painful or pleasurable the experience 
was.62 Potential for error—remembering the overall pain or pleasure in a situation will 
bias the overall experience of the situation. 

 Heuristic #44: Narrative wholeness. When people evaluate how well their and 
others’ lives have been lived, they do well to consider the whole narrative and not just 
the end. Because of the previous three heuristics; however, people are prone to 
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devalue a person’s long, sacrificial, generous life; if, at the end (or even after death), 
other people discover episodes of the person’s selfishness, depravity, or other negative 
conditions. One’s life story is about significant events and memorable moments, not 
about time passing. Duration neglect is normal in a story, and the ending often defines 
its character.63 Biases can be inserted in an analysis by paying more attention to 
longevity than quality, making decisions based on how memorable an experience will 
be rather than how exciting and enriching it will be by itself, or experiencing a moment 
of pleasure and forfeiting a reputation of integrity. Potential for error—only 
remembering the end of an experience can bias the overall experience. 
  

   

 Heuristic #45: Valuing a remembering self over an experiencing self. Since most 
people rely on unreliable memories, they do well to keep in mind what their 
experiences were like during them, not just at the conclusion. A person’s emotional 
state is largely determined by what they attend to, and they are normally focused on 
their current activity and immediate environment.64 A person stuck in traffic can still be 
happy because they are in love, or a person who is grieving may still remain depressed 
while watching a comedy. Potential for error—negative consequences may occur when 
not paying attention to what a person is doing, letting experiences happen without 
reflection, and going with the flow with no attempt to alter their schedules, activities, or 
experiences.  

 Heuristic #46: Affective forecasting. Which factor leads to a happier life:  
duration or experiences? Would a 20-year life with many happy experiences be better 
than a 60-year life with many terrible experiences? Which would a person rather be—
happy or old? People usually are terrible at predicting what will make them happy. 
They tend to substitute an easier question when asked the very difficult question, 
“Overall, how happy is your life?” Instead, they may answer by asking “How happy am I 
right now?” Thus, responses to broad questions about well-being should be given little 
validity.65 People tend to make decisions based on what will make them happy in the 
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future; but, when it is achieved, the happiness normally does not last. Potential for 
error—it is difficult for people to know their future selves.  
  

  

  

 

 Heuristic #47: Focusing illusion. Kahneman offers that nothing in life is as 
important as it is when a person is thinking about it.66 This means when people are 
asked to evaluate a decision, life satisfaction, or preference, they err if they focus on 
only one thing. How a person answers, “What would make you happy?” depends on 
many factors and rarely is one factor determinant. Yet people regularly focus on one 
issue—income, weather, health, relationships, pollution, etc.—and ignore other 
important factors. If a person is asked, “How much pleasure do you get from your 
car?,” the answer depends on how much they value the stereo, mileage, looks, age, 
cost, comfortable seats, tilt steering wheel, and more. Generally, peoples’ evaluations 
often are based on the heuristic that while they are thinking of a thing, they generally 
think better of it, forgetting how infrequently they actually think about those things 
(income, weather, health, stereo, mileage, looks, etc.). What initially strikes a person’s 
fancy is absorbed into daily living. People tend to adapt, acclimate, and experience the 
initial pleasure less intensely as time progresses. Potential for error—the remembering 
self is subject to a massive focusing illusion about the life that the experiencing self 
endures quite comfortably.67  

 Heuristic #48: Miswanting. Similar to the Focusing illusion, people often 
exaggerate the effect of a significant purchase or changed circumstances on their 
future well-being. Things that initially are exciting eventually lose their appeal.68 
Potential for error—again, people do not know their future selves. 
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Appendix III 
Analyzing Political Culture 

 
Political Culture Defined 
 
Political culture defines a sub-set of a state or societal group’s larger culture. 
Cultural studies often look at the customs, languages, music, dance, dress, food, 
religions, history, literature, economics, and politics of states and societal groups. 
In its most general sense, culture defines the social conventions surrounding 
lifestyles, beliefs, and values that influence a state or societal group’s pursuit of 
their goals. The remainder of this appendix specifically addresses the sub-set of 
political culture and provides an aggregated theory equally applicable to not only 
individual countries (states) but also to the analysis of smaller political entities 
and social organizations in the public and private sectors. Organizational cultures 
may be assessed similar to political cultures and include societal groups such as 
government departments, military services, political parties, international 
governmental organizations (IGOs), non-governmental organizations (NGOs), 
terrorist groups, organized crime syndicates, corporations, community groups, 
and many others.  

Political culture stipulates the general process used by a state or societal 
group to reach its goals (i.e., decisions about who gets what, when, and how1). 
This includes determining how a state or societal group is organized, how 
decisions are made, how power flows within the organizational structure, how 
both the leaders and the masses (members) view their roles, and how leaders and 
organizations interact with the government and among themselves to reach their 
goals.2  Political culture is a major sub-component in explaining and predicting 
societal outputs, behaviors, and conditions. It also helps identify the constraints 
(or lack thereof) placed on societal leaders. 
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In 1963, U.S. political scientists Gabriel Almond and Sidney Verba’s 
groundbreaking work The Civic Culture3 first associated culture and 
modernization. Since then, there have been many scholarly attempts to classify 
differing political cultures and to use political culture as a factor to explain the 
strength of democracies and levels of development within states. A synthesis of 
political culture literature reveals three principal types of political culture—
egalitarian, individualistic, and authoritarian. Uncovering the differences in these 
three types of political cultures helps analysts understand the varying conditions 
in states and societies. A discussion of the theoretical foundations and empirical 
conditions of political culture are shown in Figure III.1 below. 

 
Theoretical Foundations  
 
Near the top of Figure III.1 are rows establishing the theoretical foundations for 
the Theory of Political Culture encompassing the three principal types of political 
cultures. This material comes from the liberal rule-oriented constructivist 
approach to theorizing offered in U.S. social theorist Nicholas Onuf’s World of our 
Making.4 The figure summarizes the key components of the rule-oriented 
constructivist theory of social rules and their corresponding empirical conditions 
in differing political cultures. Social rules tell people (or agents) what they should 
do (or think), what they must do, and what they have a right or duty to do. When 
people fail to follow rules, other supporting rules bring consequences. 
Considering their material circumstances, some people choose to follow or 
disregard rules to achieve their goals. The term institution refers to patterns of 
rules, not just to the people and infrastructure (buildings, equipment, etc.) that 
make up an entity. Structure is a pattern of rules, institutions, and their intended 
or unintended consequences.5 
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Figure III.1 Theory of Political Culture 
Theoretical Foundations6 
Political Culture Type Egalitarian Individualistic Authoritarian 
Dominant Rules Commitment Directive Instruction 
Dominant Rules 
Purpose 

Create Roles Specificity, Sanctions Principles,  
Societal Beliefs 

Dominant Rules 
Function 

What Have Right 
 or Duty to Do 

What Must Do What Should Do 
(or think) 

Dominant Interests Wealth Security Standing, Reputation 
Form of Societal Rule Heteronomy Hierarchical Hegemonic 
Goal of Societal 
Rules: Foster Good of 
…. 

Entire Society Specific Individuals 
and Interest Groups 
(Political, Corporate) 

Leaders and Elites 

Empirical Conditions 
Governing Ideology Marxist, Liberal Mixed Liberal-Realist Realist 
Governing System Full Communism, 

Mature/Strong 
Democracies 

New, Transitional, or 
Weak Democracies 

Autocratic, 
Dictatorships,  

Oligarchic 
Religion  Presbyterian 

Christian, Mixed 
Episcopalian Christian, 

Hinduism, Judaism 
Orthodox Christian,  

Buddhist, Islamic  
Economic and 
Resource 
Management 

Market 
(Free) 

Statist 
(Mostly Free) 

Patrimonial 
(Mostly Unfree, 

Repressed) 
Levels of Political 
Rights and Civil 
Liberties 

Free Partly Free Not Free 

Levels of Rule  
of Law 

Strong Limited Weak 

Elite Accountability Significant Some Little 
Levels of Corruption Incidental 

 (Low) 
Institutional 
(Moderate) 

Systemic 
 (High) 

Levels of Civic  
Engagement and 
Social Capital 

High Moderate Low 

Sample of World 
States by Political 
Culture (2020) 

Australia, 
Canada, 
Denmark, 
New Zealand, 
Sweden 

Germany, 
Greece, 
Japan,  
South Korea, 
Taiwan 

Costa Rica, 
France, 
Georgia, 
Israel, 
India,  
U.K., U.S. 

Hong Kong, 
Jamaica, 
Pakistan, 
Singapore, 
Tunisia,  
Turkey  

Afghanistan, 
China, Cuba, 
Iran, Iraq, 
North Korea, 
Russia, Saudi 
Arabia 
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Rule-oriented constructivists offer complex institutions consist of a 
constantly changing mix of three different categories of social rules. Each of the 
three categories of social rules has distinct purposes and functions.7  First, 
instruction rules delineate the principles and beliefs informing agents (people and 
societal groups) of an institution’s purposes. Instruction rules tell agents what 
they should do (or think). Second, directive rules provide specificity to the 
instruction-ruled principles and beliefs. Directive rules support instruction rules by 
telling agents what they must do. For directive rules to be effective; however, 
they must be supported by other rules (sanctions) stipulating the consequences if 
an agent does not follow a particular rule. Third, commitment rules create roles 
for agents; they tell agents what they have a right or duty to do. Commitment 
rules give some agents well-defined powers, while ensuring other agents those 
powers will not be abused. How well these three categories of rules perform their 
assigned function depends upon their strength and formality. A rule’s strength is 
determined by how frequently agents follow the rule. A rule’s formality refers to a 
variety of conditions that set the rule apart and emphasizing its importance. 
Figure III.1 displays the correlation of the three different categories of social rule 
with the three principal types of political culture. 

Onuf further offers three principal interests or motives that govern social 
decision making and behavior—standing, security, and wealth.8  An agent’s 
decision-making process includes consideration of all three of these interests; 
however, one interest usually dominates the final behavior or decision based on 
the situation’s surrounding structure. Where instruction rules dominate the 
decision making situation, the agent’s principal interests are their standing or 
reputation among other internal or external agents. Standing entails an agent’s 
status or reputation among other agents and engenders feelings of esteem or 
envy. Where standing is the agent’s principal interest, the agent compares their 
situation with that of several other agents and then orders their behavioral 
preferences so they can be the best among agents. Where directive rules 
dominate a decision-making situation, the agent’s principal interests are security 
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because as an interest, it presents the agent with an awareness of threat (war, 
physical harm, job security, etc.). Where security is the agent’s principal interest, 
the agent compares their situation to that of one other agent (the one presenting 
the threat) and then orders their behavioral preferences so they can be the 
winner among agents. Where commitment rules dominate a decision-making 
situation, the agent’s principal interests are wealth. Wealth as an interest not only 
gives agents access to money or property, but also includes other items of value 
such as health, education, human rights, and more.  

The three categories of rules also foster three distinct forms of rule, or 
methods that govern states and societies. While all three rule categories exist in 
every society, those societies with a higher proportion of instruction rules are 
ruled by hegemony. The concept of hegemony used here follows the analysis of 
Italian Marxist philosopher Antonio Gramsci,9 who argues a governing class has to 
persuade other classes in society to accept its moral, political, and cultural values, 
making a society’s ideology central to the characteristics of its governing system. 
As Onuf describes: 

 
Hegemony refers to the promulgation and manipulation of principles and 
instructions by which superordinate powers monopolize meaning which is 
then passively absorbed by the subordinate actors. These activities 
constitute an arrangement of rule because the ruled are rendered 
incapable of comprehending their subordinate role. They cannot 
formulate alternative programs of action because they are inculcated with 
the self-serving ideology of the rulers who monopolize the production and 
dissemination of statements through which meaning is constituted.10  

 
Societies with a higher proportion of directive rules are ruled by hierarchy. 

Onuf offers: 
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Hierarchy is the paradigm of rule most closely associated…as an 
arrangement of directive rules, it is instantly recognizable as bureaucracy. 
The relations of bureaux, or offices, form the typical pattern of super- and 
subordination, but always in ranks, such that each office is both 
subordinate to the one(s) above it and superordinate to the ones below…. 
The visualization of this arrangement of ranks linked by directives is the 
familiar pyramid of organization charts.11 

 
 Finally, societies with a higher proportion of commitment rules are ruled by 
heteronomy. The use of this term is traced to German Enlightenment philosopher 
Immanuel Kant, who refers to heteronomy as a condition of not having 
autonomy. Onuf summarizes: 
 

Kant posited heteronomy as an objective principle or command of reason, 
which constitutes the imperative guide for moral conduct in a situation. 
Here the individual faces a world of contingency and thus of uncertainty 
with respect to the consequences of any willful action. Morally speaking, 
we can do no better.12 

   
Heteronomy defines a condition where leaders are never fully autonomous 

and whose decisions toward particular ends are bounded both by societal rules 
and their material means. Commitment rules stipulate promises by some agents, 
promises that become the rights (i.e., promises kept) of other agents. Conditions 
of formal and strong commitment rules massively restrict actor autonomy.13  

A society’s goals correlate with their rule-based institutions as defined by 
the three categories of rules and forms of rule. A society dominated by 
instructional rules and governed by hegemony possesses goals related primarily 
to the good of the leaders and elites and focus less on the good of the masses. A 
society dominated by directive rules and governed by hierarchy demonstrates 
goals defining the good of specific individuals and groups, either members of or 
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associated with the governing hierarchy, which includes a variety of political and 
corporate interest groups. A society dominated by commitment rules and 
governed by heteronomy creates goals related to the good of the entire society. 
Thus the structure of the Theory of Political Culture corresponds with Onuf’s rule-
oriented constructivist framework and is further supported by societal empirical 
conditions discussed next. 

 

Empirical Conditions 
 
 
Based on a state or societal group’s rule-based theoretical foundations, 
correlations are possible with empirical conditions. These empirical conditions 
emerge over decades, if not centuries, as states and societal groups develop their 
rule-based institutions. 
  

Governing ideologies and systems.14 Classifying governing ideologies 
resulting from the social rules structure in Figure III.1 is a challenging and complex 
task because hybrid ideologies combine aspects of different mainstream 
ideologies. This complexity contributes to a number of hybrid governing systems. 
This section discusses mainstream governing ideologies and systems found in the 
world today. The international governmental organization World Bank authors an 
annual report on World Governance Indicators.15 The report’s authors assess 
several indicators of the political outputs of various world states. For this 
appendix, the World Bank’s assessment of government effectiveness assists in 
evaluating how different governing ideologies correlate with societal outputs 
(empirical conditions). Government effectiveness indicates perceptions of the 
quality of a state’s public services, quality of the civil service, degree of its 
independence from political pressures, the quality of policy formulation and 
implementation, and the credibility of the government's commitment to such 
policies.16  
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Most social science textbooks classify the mainstream governing ideologies 
or theories into three main approaches. These approaches, and their synonymous 
names in parentheses, include Marxism (radicalism, globalism, critical theory), 
liberalism (idealism, neoliberalism, pluralism), and realism (neorealism). These 
three approaches generally postulate that physical or natural science methods 
may be applied to the study of human behavior and; therefore, social science (i.e., 
the combining of rationalism and empiricism) is possible. Marxism, liberalism, and 
realism can all be considered part of the positivist approach to social science. 
These theoretical approaches differ; however, in their ontologies, or views of how 
the world works. Because of differing ontologies, these three theoretical 
approaches have widely differing assumptions. Each of these approaches has its 
own lineage of philosophical literature dating back hundreds, if not thousands, of 
years and can be attributed to the likes of Thucydides, Plato, Aristotle, 
Machiavelli, Hobbes, Locke, Marx, and many more. The below discussion 
summarizes each of the three mainstream social science ideological approaches 
and provides their central assumptions. Note: more recent post-positivist or post-
modernist approaches to social theory are not included here because they are not 
the governing ideologies found in existing states and societal groups.  

 
Marxism: the layer cake approach. Marxists see economics as the key 

causal mechanism for explaining social behavior. German philosopher Karl Marx is 
the primary author of this approach, with much of his material building on the 
work of the German philosopher Georg Wilhelm Friedrich Hegel. To Marxists, the 
base, or larger bottom layer of a round cake, consists of a societies’ economic 
institutions and resources. The superstructure, or smaller second layer of a round 
cake, constitutes a society’s political, cultural, religious, and other non-economic 
institutions. Marxists believe the base, or economics, conditions all of the 
societies’ other institutions in the superstructure. Marxism’s central assumptions 
include:  
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1. To assess political, economic, and social behavior, the structure (base) of 
the society’s economic system must first be understood. 
2. Social behavior must be viewed from a historical perspective. Marx’s 
analytic methodology was historical materialism. 
3. Mechanisms of domination (exploitation) in a societal system must be 

 identified. 
4. Economics are recognized as the driving force of the non-economic 
institutions (superstructure) of the social system.  
 
Marxist analyses focus on class conflict and economic exploitation. In 

domestic analyses of capitalist states the principal class conflict is between the 
owners of the means of production (bourgeoisie) and the workers (proletariat), 
who sell their labor to the bourgeoisie. By not paying the proletariat a fair market 
price for their labor, the bourgeoisie generate “excess (surplus) value” from their 
enterprises, which generates their profits and sources of wealth. The bourgeoisie 
exploit the proletariat under the capitalist system. 

Beginning with Vladimir Lenin, one of the founders of the Soviet Union, 
international Marxists applied the Marxist framework of class conflict and 
economic exploitation to the world system. The international bourgeoisie are 
considered the developed states (core), and the international proletariats are 
considered the developing states (periphery). International Marxists offer that the 
core has constructed a world economic structure (capitalism) that extracts labor 
and natural resources from the periphery. The core generates its excess value by 
exploiting the periphery, as it does not pay the periphery a fair market price for its 
labor and natural resources. The core is facilitated in its exploitation of the 
periphery by key core agents (developing state ruling elite; multi-national 
corporations; and IGOs such as the World Trade Organization, World Bank, 
International Monetary Fund, etc.), which assist the core in building and 
strengthening the world system of economic exploitation. International Marxists 
argue that as long as this dependent core-periphery economic structure exists, 
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the developing states will continue to experience widespread poverty and 
underdevelopment. 

Marx predicted capitalism would eventually give way to a new economic 
structure he labeled socialism. He viewed the core of socialism as state vice 
private ownership of the means of production, where the workers themselves 
both manage and work in production and equally distribute the output of 
production to the population. Marx also theorized that democracy would 
eventually give way to a governing structure of full communism; i.e., the creation 
of a perfect, classless, minimalist governing system, with a horizontal vice vertical 
structure where governing actions would be coordinated by committees of 
citizens (workers). Under full communism, international borders would disappear 
as the entire world would become a classless society. Beyond that, Marx was 
vague about additional details of his vision of full communism. 

Marx wrote little about interstate conflict because he focused more on the 
internal struggle of the proletariat against the oppressive bourgeoisie owners of 
the means of production.  As Lenin took the basic tenets of Marxism and applied 
them to the international arena, he offered that the world would be in a constant 
state of conflict as long as there was uneven international development (rich and 
poor states). The causes of this uneven development were that the rich states—
especially the imperialistic colonial powers—were exploiting the poor developing 
states by not paying them enough for their labor or raw materials. Lenin called for 
an international brotherhood, known as the Communist International, of the 
developing states to throw off the yoke of the oppressive capitalist developed 
states, with an end goal of all world states uniting in one socialist/communist 
system. Interstate conflicts started or supported by Marxist states were thus 
justified as both a struggle against the capitalists and as movement toward 
establishing the world state of socialism/communism. 

Many thought Marxism disappeared with the 1991 collapse of the Soviet 
Union—this is not the case. China, Vietnam, Cuba, and North Korea still practice 
self-designed forms of Marxism. The Soviets took the basic ideas of Marx’s 
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socialism and molded them into a state-owned patrimonial (command) economic 
system directed by an authoritarian governing elite. Under the Soviets the 
workers never managed their own production--which is not what Marx theorized. 
While many states still give lip service to Marxism-Leninism, socialism, and 
communism, in fact no state has created economic or governing systems even 
close to the original ideas of Marx. A large majority of developing-state scholars, 
politicians, and populaces still embrace a Marxist-Leninist view of the world 
structure, which strongly conditions their thinking and behavior. Scholars and 
policy makers outside the United States or other developed states think, write, 
and behave from a Marxist point of view. Many developed states (Western 
Europe, Scandinavia, Canada, Australia, New Zealand, etc.) have adopted some 
socialist tenets as they created democratic-socialist systems. These developed 
states do not embrace state ownership of the means of production, except when 
vital citizen services are not being provided by the private sector; but, they do 
deliver strong citizen social programs (health care, education, retirement 
programs, etc.). Overall, Marxist ideas, as developed by Marx and not as 
manipulated by the Soviets and other authoritarian regimes, is far from gone. 
Marx theorized a normative future ideal condition for the world. To true Marxists 
the world will reach this ideal condition with the rise of socialist economies and 
eventual attainment of a stateless world political system of full communism. 

 
 Liberalism: the cobweb approach. Liberals see the world as a mass of 
interlocking webs (similar to cobwebs or spider webs), where the nodes of the 
webs (where strands cross) are both state and non-state actors. The web strands 
indicate the nature of the relationships or interactions between the various 
nodes. The denser the web, the more constrained state and non-state actors find 
themselves. Liberalism traces its roots to the writings of Plato, Aristotle, John 
Locke, and Immanuel Kant. Liberal central assumptions include:  
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1. Non-state actors; i.e., IGOs, NGOs, multi-national corporations, terrorist 
groups, etc., are important actors in the international arena and cannot be 
ignored. 
2. States are not unitary actors; i.e., states are made up of many actors 
and/or institutions that do not necessarily pursue the same policy goals on 
key issues. 
3. States are not rational actors; i.e., state decision making is really a 
complex mix of coalition and counter-coalition building, bargaining, and 
compromise, which might not lead to optimal decisions. 
4. Agendas of politicians are extensive and complex; i.e., not dominated by 
military-security concerns.  
 

 States adopting liberal governing ideologies tend to be democracies, a 
system where citizens elect their government. Democracy is largely informed by 
the works of the 17th-century English physician and philosopher John Locke. While 
Locke’s ideas were considered radical in his era ruled by authoritarian monarchs 
and senior religious officials, today his ideas are considered the foundation of 
political liberalism. Locke’s tenets included the sharing of government power 
between an executive and legislature, governance by consent of the people, 
citizen rights and the responsibility of the government to protect those rights, 
religious toleration, and separation of church and state.17 Several different forms 
of democracy have emerged (presidential, parliamentary, mixed presidential-
parliamentary, and constitutional-monarchies). All democracies are not alike; 
some are new, transitional, or weak, while others entail mature, strong governing 
systems. 
  Liberals do not see the world as in a constant state of war. They recognize 
the international system is based on an anarchic structure, where there is no 
single all-powerful governing authority above the states. Liberals see the 
international system of anarchy as being regulated by international law and 
cooperation fostered by international institutions arrayed in ever-denser webs. 
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They realize; however, that international law does not guarantee justice or 
prevent all interstate conflict. Liberals argue states have the right to make war 
when they have been injured in interstate disputes, and international 
negotiations or legal proceedings do not provide satisfaction. Instead of focusing 
on war, liberals place more effort in explaining and seeking peace. A key 
component in the liberal approach to peace is Democratic-Peace Theory. This 
theory offers that democracies do not go to war with each other (an empirical 
fact) because democratic values on both sides of a conflict will lead to 
cooperation and compromise to avoid armed conflict. However, it is also 
empirically supported how democracies will go to war with non-democracies, 
who do not share their same values. Democratic-Peace Theory also demonstrates 
democracies will be internally more peaceful than other political systems. The 
liberal approach offers that, as democracy becomes more widespread, the world 
will become more peaceful, and other world problems (e.g., poverty, human 
rights violations, environmental degradation, etc.) eventually will be resolved. To 
liberals, a condition of total world peace is possible at some point in the future. 
The tenets of Democratic-Peace Theory have been a driving force of U.S. foreign 
policy since the end of World War II. 
 

Realism: the billiard ball approach. Realists see the world as an array of 
self-contained states covered by hard outer shells (i.e., as billiard balls). The balls 
roll around the billiard table (world), frequently interacting and sometimes 
forming alliances with other balls (states), but also frequently colliding (in conflict) 
with other states. Realism traces its philosophical roots to the writings of 
Thucydides, Nicollò Machiavelli, and Thomas Hobbes. Realist central assumptions 
include: 

 
1. States are the principal and most important actors in the world system; 
i.e., state institutions and non-state actors are of secondary importance. 
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2. States are unitary actors; i.e., the state has one consistent policy on key 
 issues. 

3. States are rational actors; i.e., states make decisions based on their goals 
and cost-benefit analyses. 
4. National security tops the list of state international issues; i.e., military-
security issues are considered high politics, while all other issues such as 
economics and the environment, etc., are considered low politics. 
 
 State power is the most important concept to realists. While there is no 

one agreed-upon definition of power, it is generally based on the amount of 
military and economic power a state possesses that can be used to influence the 
behavior of other states. States with more power have larger billiard balls (i.e., 
the United States is really a bowling ball in comparison to Barbados’ tiny marble). 
Balance-of-power is also an important realist concept, whereby several states will 
create an alliance to thwart the threat from other states. Rational Choice Theory, 
and its sub-fields of Game Theory and Public Choice Theory, are used widely by 
realists (Chapter 7).  

While there are democracies and democratic leaders who govern from a 
realist world view, most realist states are authoritarian non-democracies. States 
employing an authoritarian approach tend to adopt governing systems that are 
autocratic, dictatorial, fascist, absolute-monarchical, oligarchical, sultanistic, or 
totalitarian. Authoritarian states usually lack citizen participation in government 
and place severe restrictions on citizens’ political rights and civil liberties, as 
discussed below.  

Realists see the world as a “nasty and brutish” place. To realists, there is no 
ideal end-state for humans, just a continuing cycle of human conflict. Realists take 
a pragmatic approach to world problems and believe interstate conflict can best 
be reduced, for at least short periods of time, by good diplomacy including a 
combination of alliance formation and proper application of power. Realists see 
the causes of wars as human nature (rage, pride, reputation, etc.), in addition to 
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differences in the nature of states and societies (governing approaches, economic 
structures, and cultures) and the nature of the interstate system (shifts in relative 
power, capability imbalances, alliances, etc.). The security dilemma is a realist 
concept for explaining outbreaks of war. This concept offers that as one state 
improves its security by building a larger military, it may instead find it has 
actually decreased its security as its neighbors get worried and start building their 
militaries too (i.e., a perpetual arms race). A security dilemma is usually caused by 
perceptions or misperceptions of state leaders. 

 
 Religion. A state or society’s points of view affecting its decisions and 
behaviors often are strongly influenced by religion. The rules, institutions, and 
structures of religions can influence how a state or society is organized and run. It 
is important that political-military security analysts understand the religious 
influences that affect their research subjects. This requires an in-depth search for 
information on how religion affects the leaders and societies under study, 
including how it affects political cultures. 
 The foundation of a religion consists of its sacred texts and supporting 
materials defining the myths, rituals, ethics, and rules/institutions of the 
religion.18 There are numerous world religions, but the majority of the world lives 
in states under what scholars usually consider the five great religions (listed by 
their dates of emergence): Hinduism, Judaism, Buddhism, Christianity, and Islam. 
Each of the great religions are further divided into denominations or sects, which 
interpret the sacred texts of the religion in different ways. There are often radical 
sects whose interpretations of the sacred texts are well outside the mainstream. 
For example, Islamic Middle Eastern terrorist groups employ a radical 
interpretation of the Quran to justify jihad—armed struggle against non-believers. 
Several U.S. white-supremacist hate groups use a radical interpretation of The 
Bible to support their racist ideologies and violent activities.19  
 Political leaders benefit from a supportive majority religion because it 
offers “…divine sanction to their governance, legitimizes the social order, and can 
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be used to establish boundaries to keep apart or establish links among peoples.”20 
Most religions prescribe a framework of social ethics, including helping the poor, 
caring for others, and proscribing murder and stealing. If mixed with political 
nationalism and the two become indistinguishable, religion can have extremely 
strong influences on a society. This may even result in religious leaders assuming 
direct or indirect roles as governing officials. Political leaders who claim the 
sanction of religion may bestow favors on its institutions and leaders. The state 
may pay the salaries of religious leaders and in return they rarely criticize a 
political leader. Subsidies for religious institutions, either indirectly through 
exemption from taxation, as in the United States, or direct subsidies for their 
institutions, often facilitate religious leader silence.21 This could be seen as part of 
the Spanish and Portuguese colonization of the Americas beginning around 1494. 
Along with Spanish and Portuguese military and political leaders, Roman Catholic 
missionaries were dispatched to spread their religion in the Americas. The Roman 
Catholic Church allied with and were supported by the military and political 
leaders and failed to speak up about Spanish and Portuguese abuses. It was not 
until 1552, when Roman Catholic priest Bartolomé de las Casas published his A 
Short Account of the Destruction of the Indies that a church official spoke out 
about the Spanish atrocities committed against the indigenous peoples of the 
Americas. Even after de la Casas, the Roman Catholic Church continued to ally 
closely with the oppressive ruling of Spanish and Portuguese elites, eventually 
leading to the emergence in the 1960s of Liberation Theology. This movement 
saw Catholic priests turn against the church in order to place greater emphasis on 
tending to the poor vice doing the bidding of the ruling elite. 
 The great religions, and others, have doctrines defining “just” war,22 which 
describe both the reasons a society may go to war (jus ad bellum) and the right 
ways to conduct the war (jus in bello). Just-war doctrines are only one factor a 
leader may consider before engaging in war. Analysts should understand there 
are few cases where just-war doctrines have stopped wars from occurring. There 
is evidence; however, that just-war doctrines have imposed restraints on 
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professional military officials in the conduct of a war. Security analysts 
researching armed conflict should make it a point to know the just-war doctrines 
of their research subjects. 
 Figure III.1 lists different religions by political culture based mainly on 
correlations of majority religions to corresponding world states. These ratings; 
however, are not “set in stone” and will often differ based on a combination of (1) 
the differing interpretations of the sacred religious texts in a society, and (2) the 
percentage of the main and/or different religions in a society. Most majority 
Orthodox Christian and Islamic states have authoritarian political cultures; 
however, there has been democratization in some states with these majority 
religions. Over the past few decades, the Orthodox Christian state of Georgia 
displays an individualistic political culture, while Orthodox Christian Greece 
displays a mixed individualistic-egalitarian political culture. Among Islamic states, 
Tunisia has moved away from a strong authoritarian political culture and now 
displays a mixed authoritarian-individualistic political culture. Majority Buddhist 
states tend to be developing states and have authoritarian political cultures as 
they are still in the early phases of modernization and maintain “strongman” rule. 
India is the most populated majority Hindu state with an individualistic political 
culture. Protestant Christian developed states tend to be a mix of political 
cultures as either individualistic (Episcopalian sects) or egalitarian (Presbyterian 
sects)—see their descriptions below. It is difficult to assess the place Judaism falls 
in Figure III.1 as there is only one world Jewish state—Israel, which has an 
individualistic political culture.  
 Not all states have a majority religion. States with mixed religions, or those 
significantly secular (large percentages of the population report no religious 
affiliation), tend toward egalitarian cultures. For example, mixed religions in Asian 
states Japan, South Korea, and Taiwan contributed to these states’ modernization 
after World War II resulting in mixed individualistic-egalitarian political cultures. 
All three of these Asian states embrace combinations of Buddhism and Taoism 
(Confucianism), plus Shintoism (in Japan), and Christianity (in South Korea). 
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Analysts may be challenged in uncovering exactly how religion influences a state 
or society’s empirical conditions, but must still try to understand religion’s role in 
creating political cultures.  
   In understanding the inclusion of Christianity in Figure III.1, it is useful to 
understand the differences in the Presbyterian and Episcopalian approaches to 
church-governance. The Presbyterian form asserts church authority (doctrines, 
etc.), and the ability to interpret church teachings resides in a bottom-up 
structure starting with the people of the congregations. The congregations elect a 
council of elders to oversee local church activities, and a hierarchy above 
individual churches may exist primarily for administrative purposes. The 
ideological roots of the Presbyterian form of church-government are found in 
Calvinism and the writings of other 16th-century Swiss and German Protestant 
reformers. The Presbyterian form offers checks and balances in church activities, 
while ensuring local church autonomy. Today the Presbyterian approach is 
embraced by Protestant sects to include Lutherans, Methodists, Presbyterians, 
Christians, and many more. The Presbyterian approach correlates best with 
egalitarian political cultures. This differs from the Episcopalian form of Christian 
church-government, which asserts church authority and interpretation of church 
teachings should flow top-down within a strict hierarchy, with the archbishops, 
bishops, or senior church leaders interpreting sacred texts and directing church 
activities, allowing limited local church autonomy. Roman Catholics, Orthodox 
Christians, Church of England, early Church of Scotland, and some Evangelical 
churches prescribe to the Episcopalian form of church-government. The 
Episcopalian approach correlates best with individualistic (hierarchical) and 
authoritarian (mainly Orthodox Christian) political cultures. For example, Roman 
Catholicism employs a strict hierarchical structure with the Pope at the top; this 
hierarchy appears to influence and limit state development, restricting developing 
states to individualistic political cultures and retarding their movement toward 
egalitarian political cultures. Millions of lives were lost in European conflicts 
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during the 16th and 17th centuries over differences in church-governance pitting 
the Episcopalians against the Presbyterians. 
 In assessing the influence of religion on government actions the analyst 
should be aware of situations of counterfeit traditions.23 These are situations 
where a leader’s speeches and writings foster lies and misinformation based in 
religious or other ideological tenets. However, the leader really has a hidden 
tradition, whereby there are other goals or motives driving their decisions and 
actions. Leaders involved in counterfeit traditions have no intention of acting 
within their publically offered beliefs or intentions. For example, Myanmar 
(formerly Burma) has a majority Buddhist population. Of the great religions, 
Buddhism is the most pacifist and peaceful. Siddhartha Gautama, Buddhism’s 
founder, taught societal leaders should not resort to violence or harm others, but 
preserve the peace. Myanmar’s military and political leaders embrace the 
Buddhist religious teachings publically. This did not keep the Myanmar 
government from conducting a genocide in the 21st-century against the 
approximately 1.3 million Islamic and Hindu people (known as Rohingyas) living in 
Myanmar’s Rakhine state. The Myanmar government classifies the Rohingyas as 
illegal immigrants, even though they have lived in the state for generations. 
Thousands of Rohingyas were brutalized, raped, or killed by the Myanmar 
military, causing tens of thousands to flee to refugee camps in Bangladesh or 
other nearby states. In this case, the peacefulness of the Buddhist-influenced 
government—their counterfeit tradition—gave way to their hidden tradition of 
persecuting the historically hated Islamic and Hindu peoples within their borders. 
The employment of counterfeit and hidden traditions highlights the analytic rule-
of-thumb “watch what they do and not what they say.” 

 
Economic and resource management. Economic and resource 

management refers to the freedom of citizens to control their own labor and 
property and the efficient use of public resources. In an economically free society, 
individuals and businesses are free to work, produce, consume, and invest in any 
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way they please (provided they follow the state or society’s laws). In economically 
free societies, governments allow labor, capital, and goods to move freely, and 
refrain from coercion or constraints beyond the extent necessary to protect and 
maintain liberty itself. The conservative Heritage Foundation provides an annual 
Index of Economic Freedom.24 It assesses a state’s economic legal structure and 
implementation, size of government, regulatory efficiency, and open market 
conditions. Then on a scale of 0 (worst) to 100 (best), each state’s level of 
economic freedom is rated ranging from repressed to free. The characteristics of 
state economic and resource management systems are described below based on 
economic conditions as market (free), statist (mostly free), and patrimonial 
(mostly unfree or repressed). 

 Market economic and resource management systems are normally 
associated with egalitarian political cultures. Current states with market 
economies employ free-market capitalism. Marxist socialist economic and 
resource management systems would also be egalitarian—in theory—but no such 
states have ever truly existed. Thus, this discussion focuses on market-based 
systems presenting the neoliberal ideal of free and open economies and efficient 
state-owned resource management. Taking their lead from the works of Scottish 
economist and philosopher Adam Smith25 and British economist David Ricardo,26 
market systems view the main role for the state in the economy is to provide 
public goods the market is unable to provide (monetary systems, public 
transportation infrastructure, etc.). State ownership of enterprises is 
contemplated only if the enterprise has no competition, and state-ownership is in 
the public’s best interest (airlines, power plants, etc.). Market systems enjoy 
maximum economic transparency and openness. State-owned resource 
management in market systems is efficient and transparent. Overall, market-
based systems present the fewest opportunities for government rent seeking 
(corruption).  

Statist economic and resource management systems are normally 
associated with individualistic political cultures. They are characterized as 
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regulated capitalism. Statist systems experience moderate government control of 
a state’s economy and state-owned resources. These systems often utilize a mix 
of patrimonial and free-market mechanisms to manage their economies, while 
still providing the governing elite ample opportunities for rent seeking. Knowing 
their opportunities to accumulate capital are dependent upon their control of the 
state’s resources and economic processes, governing and corporate elite in statist 
systems strive to ensure they play key decision-making roles in economic and 
state resource management. Statist systems include some protectionism of 
foreign trade, some government ownership of key enterprises and infrastructure, 
and a strong emphasis on regulations (licensing, contracting procedures, etc.) 
allowing substantial rent seeking by government officials. In effect, governing 
elite in statist systems see the state’s economy and state-owned resources as 
their own private business resources and regulate them in a manner providing 
ample opportunity for illicit capital accumulation.27  

Patrimonial economic and resource management systems are normally 
associated with authoritarian political cultures. They are characterized by 
repressed economic systems. Patrimonial systems foster maximum government 
control by limiting which classes of citizens (normally only the governing elite) 
have access to material resources. In these systems the small governing elite 
tightly control the economy and decide, often capriciously, how state-owned 
resources are distributed. Patrimonial systems are usually not transparent and 
provide almost unlimited opportunities for rent seeking. The governing elite are 
given the opportunity to use the national treasury and state-owned resources as 
if they were their own personal property, and decide what, if any, resources may 
be distributed for the public good. To maximize their access to societal resources, 
governments with patrimonial systems maintain strict control over their 
economies, usually including high levels of protectionism of foreign trade (high 
tariffs, etc.), high personal and corporate taxes, government ownership of major 
enterprises (public utilities, basic foodstuff production, etc.) and infrastructure 
(ports, airports, railroads, etc.), strict wage and price controls, and a variety of 
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strict regulations (licensing, contracting, customs procedures, etc.) allowing 
maximum rent seeking by government officials. One analysis of underdeveloped 
societies found where extensive patrimonialism existed, “the majority of the 
population are more or less permanently excluded” from the benefits of state 
resources.28 

 
Political rights and civil liberties. How a state treats its people can be a 

major indicator of the effectiveness of its system of government. This is captured 
in the political rights and civil liberties a state allows its people. Political rights 
refer to the peoples’ rights to be involved in the establishment and administration 
of a governing system, including the right to vote, hold public office, and 
participate in other political activities (attending government meetings, peaceful 
protesting, etc.). Ideally, these political rights allow participation in political life 
without discrimination or repression. Civil liberties allow for freedom of thought, 
expression, and peaceful action. Civil liberties are usually established in a state or 
society’s laws that are enacted for the good of the community. In the United 
States, the Constitution and Bill of Rights provided the foundation for political 
rights and civil liberties. Former U.S. First Lady Eleanor Roosevelt championed the 
establishment of international standards for political rights and civil liberties as 
she led efforts to establish the 1948 United Nations Universal Declaration of 
Human Rights. 

NGO Freedom House publishes an annual report on Freedom in the World29 
assessing the levels of political rights and civil liberties in world states and 
selected territories. Freedom House offers their assessment captures the real-
world situation concerning implementation of political rights and civil liberties 
and not just what may be found in laws and regulations passed in states and 
selected territories. Freedom House bases their assessments on the standards in 
the Universal Declaration of Human Rights. Political rights are assessed for 
electoral processes, political pluralism and participation, and functioning of 
government. For civil liberties they assess freedoms of expression and beliefs, 
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associational and organizational rights, rule of law, and personal autonomy and 
individual rights. The Freedom House assessments result in an index rating world 
states and selected territories as either free, partly free, or not free. Many 
scholars consider Freedom House’s combined index ratings of political rights and 
civil liberties provide the best rating of a state’s level of democracy. 

 
Rule of Law. At its core, rule of law refers to conditions where people and 

institutions, both in the public and private sectors, are subject and accountable to 
law, regulations, and rules; these are applied fairly to both the elite and masses. 
In a nutshell, it means the laws of a state or society are obeyed by everyone. This 
assumes there is a process to enact laws that are fair to all individuals and 
institutions and prevents the abuse of power. It also assumes there are systems 
to interpret the law, enforce the law, adjudicate individuals and organizations 
found violating the law, and to intervene when there are civil disputes.  

There is no single definition or measurement of rule of law. The World 
Bank’s World Governance Indicators and Freedom House’s Freedom in the World, 
both discussed above, include differing rule of law evaluation factors in their 
research. One of the more comprehensive measurements of rule of law is found 
in the NGO World Justice Project’s annual Rule of Law Index.30 The World Justice 
Project’s annual index focus on two main principles. First, whether the law 
constrains the exercise of power by the state, individuals, and private 
organizations. Second, does the law serve the public’s interests, protect people 
from violence, and ensure methods to mediate disputes and grievances. To 
measure these principles the Rule of Law Index includes assessments of 
constraints on government power, absence of corruption, openness of 
government, fundamental rights, order and security, regulatory enforcement, civil 
justice, and criminal justice. The Rule of Law Index is designed to be applicable to 
any governing ideology or governing system. Within the Figure III.1 Theory of 
Political Culture, two aspects of rule of law are especially important—levels of 
elite accountability and corruption. 
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Elite Accountability. Of particular concern to measures of rule of law is how 
a state or society’s elite are held accountable. Ideally, leaders and elites, both 
those politically connected and the wealthy, should be treated equally under the 
law as do other members of the state or society. This means leaders and elites 
should be accountable to the same laws and should not be immune to legal 
sanctions. No one should be “above the law.” Unfortunately, this is often not the 
case in many states or societies, especially in authoritarian political cultures.  

 
Corruption. The World Bank defines corruption as the “abuse of public 

office for private gain.” Corruption is limited to relationships between politics and 
government-owned resources (money, property, etc.). In the private sector, the 
illegal abuse of office for private gain is considered fraud. When corrupt political 
leaders or elites enrich themselves through the abuse of public resources, it 
diverts these resources away from serving public interests. One of the main 
corrupt behaviors is when unregulated sources of money in politics unduly 
influence public policy in favor of the interests of the money’s sources. 
Unregulated campaign donations, with future direct or implied expectations of 
reciprocity for the donor, are one of the main causes of corruption in democratic 
governing systems. 

The World Bank’s World Governance Indicators, Freedom House’s Freedom 
in the World, and World Justice Project’s Rule of Law Index research address state 
corruption levels. The most in-depth measure of corruption in individual states is 
produced by the NGO Transparency International in their annual Corruption 
Perceptions Index.31 Transparency International research has found states tend to 
have less corruption when political campaign financing is regulated, policymakers 
receive societal input from other than the politically connected and wealthy, and 
concentration of political power by the wealthy is limited.  

 
Civic engagement and social capital. Individual and collective actions 

designed to identify and address issues of public concern is a definition of civic 
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engagement.32 Found in many forms, civic engagement fosters electoral 
participation, organizational involvement, volunteer work, and a myriad of other 
civic activities.33 Further, civic engagement is the ability of individuals and societal 
groups to jointly solve problems and achieve community political, economic, and 
social goals. Community engagement generates norms (rules) of reciprocity. At 
the individual level, it creates reciprocity conditions of “if I do something for you, 
then I expect you will do something for me.” At the larger societal level, it 
generates a broader general reciprocity of “if I do things for others, then at some 
time in the future others will do things for me.” Civic engagement activities are 
what U.S. political scientist Robert Putnam dubbed the “WD 40” that lubricates 
social interactions and builds trustworthiness throughout a society.34 The strength 
of civic engagement directly cultivates levels of a “sense of community,” speaks to 
the “social fabric” of a society, and is a significant factor in building social capital 
discussed below.  

Putnam identified several categories of civic engagement and 
participation.35 First, political participation includes not only voting, but also 
volunteering to promote political candidates, and working in polling stations. It 
also includes engaging political leaders and government agencies at all levels 
through letter writing, personal meetings with office holders, political meeting 
attendance, and even political protest participation. Second, civic participation 
entails membership and engagement with NGOs. This may include anything from 
Girl Scout and Boy Scout troops and food banks to professional and social 
organizations, among  thousands of NGOs. Third, religious participation through 
membership in a religious group and engagement with other religious groups at 
the local, state, and national levels. Fourth, participation both in the individual’s 
specific workplace, with outside workplaces providing materials or other support 
to the individual’s workplace, and in unions representing workers. And fifth, 
informal social participation with family and friends. Except for the rare individual 
isolated from the larger society, every individual will be members and participate 
at different levels with a variety of political, civic, religious, workplace, and 
informal groups.  
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Liberal scholars have coined the term social capital to conceptualize civic 
engagement in order to allow its study. Social capital is normally thought to 
include three major components:  social networks, social norms, and social 
trust.36 Social networks include the many nodes and connections of political, 
economic, and social groups and their relationships with individuals and among 
each other. This is similar to the “liberal cobweb” metaphor discussed earlier. The 
strength of the social networks can be determined by the number and nature of 
interactions among the many nodes. Sociologists have created the 
methodological techniques of network analysis to study the size and strength of 
social networks. Social norms concern the laws, regulations, and both formal and 
informal rules that govern interactions for individuals and social groups. Of 
particular concern are the informal rules that help create general reciprocity. 
Social networks and social norms then contribute to the creation of social trust; 
i.e., the ability to trust conditions of general reciprocity among nodes. Since it 
cannot be directly measured with the human senses, social trust is an 
intersubjective variable measurable through observation of social interactions 
and by answers to survey questions about an individual’s feelings about social 
trust. The terms social capital and social trust often are used interchangeably, but 
social capital is actually a broader concept incorporating social networks, social 
norms, and social trust. 

Putnam identified two different types of social capital to understand its 
effects in a society.37 Bonding social capital is the level of trust generated within a 
social group (family, workplace, or societal group). An individual may belong to a 
number of social groups that build bonding social capital. Putnam offers that 
bonding social capital is the “superglue” holding individual social groups together 
and affecting their abilities to meet their goals.38 Bridging social capital is the 
level of social trust generated among other groups outside of the bonded social 
group. Bonding social capital is actually the previously mentioned “WD 40,” which 
lubricates relationships in civil society. Scholars have identified social capital as a 
major factor in assessing societal conditions. Societies with higher levels of social 
capital have less crime and more secure neighborhoods; better health care, 
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educational, and welfare systems; improved economies; and are overall happier. 
For the United States in 2000, Putnam identified the region with the highest social 
capital as the upper-Midwest (Minnesota, Wisconsin, Dakotas, and Iowa). He 
explains this region’s higher social capital results from its population streams that 
primarily originate in Scandinavia, Northern Europe, and West-Central Europe, 
states that have the highest social capital in the world and foster the formation of 
complex civil societies with strong bridging social capital. Putnam also identified 
the U.S. region with the lowest social capital as the deep-South (Louisiana, 
Mississippi, Alabama, Georgia, and Tennessee). He explains this region’s lower 
social capital results from the aftermath of slavery in the post-Civil War era where 
segregation and Jim Crow laws and policies kept these societies fractured along 
ethnic lines and retarded development of civil societies with strong bridging social 
capital.  

Strong bonding social capital can have negative societal effects; for 
example, it may become so strong as to deny group entry and benefits to non-
members. Strong bonding also may produce pressure toward social conformity, 
thus limiting personal freedoms. Strongly bonded groups also may restrict their 
ability to bridge with other outside groups and thus retard the bonded group’s 
ability to build bridging social capital by participating in the larger civic society. 
Mafia crime syndicates are examples of a strongly bonded social group with 
limited interactions with other groups. A Mafia group often is made up of family 
members and only the most loyal members from outside the family; they 
normally only trust members who are part of the group and distrust outsiders. 
Strict conformance with the group’s rules, usually established by a central leader 
or committee, is expected from all group members. Such conditions of strong 
bonding social capital also will be found in other organized crime groups (drug 
cartels, international and domestic gangs, etc.), in addition to centrally controlled 
terrorist and insurgency groups. 

Recently scholars have devised a number of methods to measure social 
capital in states and other societal groups. The World Bank focuses on researching 
social capital in developing countries, as it has been shown that lower social 
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capital retards sustainable development.39 Several international governmental 
organizations, including the World Bank, and NGOs also conduct research and 
publish measurements of social capital for all world states.40 While several 
researchers study social capital in the United States, the Pennsylvania State 
University Northeast Center for Rural Development (NECRD) developed social 
capital measures down to the county level in each U.S. state.41 Using a different 
measurement methodology than Putnam, NECRD county-level social capital 
measures from 1990 to 2014 corresponded closely to Putnam’s 2000 state-level 
assessments in terms of social capital levels in different U.S. states. The NECRD 
measures revealed two interesting insights. First, social capital levels do not 
change appreciably over time. And second, individual U.S. states are not 
homogenous when it comes to social capital levels, as some counties or cities 
within the same state have much higher levels of social capital than others.  

 

Characterizing Political Cultures  
 
The previous discussion covered the rule-based Theory of Political Culture 
theoretical foundations and empirical conditions of the three types of political 
cultures:  egalitarian, individualistic, and authoritarian. Referring to Figure III.1, 
this section summarizes the characteristics of each type of political culture.  

 
 Egalitarian political cultures. Egalitarian (civic) political cultures are ruled 
by heteronomy. An indicator of heteronomous rule is a lack of leader autonomy; 
i.e., governing elite behaviors are severely restricted by societal institutions. It is 
found in mature, strong democracies where the governing elite voluntarily 
change often as the result of free and fair elections. Although full communism is 
theorized as falling within egalitarian political cultures, communism as 
conceptualized by Marx has never existed at the state level. 

Egalitarian societies are highly integrated and complex. Social and 
economic transactions in egalitarian cultures are conducted widely among a 
variety of differentiated groups. Individuals may belong to several political, 
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economic, and social groups and have a large array of interests. Because of the 
widespread horizontal interactions and communications across differentiated 
groups, high levels of social capital (trust) develop in egalitarian cultures.42 
Economic and resource management in egalitarian cultures tend to be market-
based with an emphasis on free trade and minimal economic regulation. 
Egalitarian cultures generally are found in developed states that receive their 
population stream and political ideology from Scandinavia, Northern Europe, and 
Western Europe; but, as seen at the bottom of Figure III.1, some smaller Asian 
states also have developed egalitarian characteristics. 

Members of egalitarian political cultures see politics as a public activity 
centered on the idea of the public good and devoted to the advancement of the 
public interest. The search for the common good is the controlling rule of politics. 
These political cultures view politics as healthy and promote wide-scale 
involvement of civil society in political decision making. Egalitarian political 
officials vie for power just as those in other societies; however, their ultimate 
objective is less self-interested and more the search for the good of the society. 
Leaders of egalitarian political cultures reject the notion that politics is a 
legitimate realm for private economic enrichment. While political parties and 
interest groups exist in egalitarian political cultures, their influence on political 
decision making is weaker, and they have less impact on government policy than 
in individualistic societies. Political competition is focused on societal issues. 
Egalitarian government structures are organized hierarchically; however, their 
bureaucracies tend to be smaller than similarly sized individualistic societies. In 
egalitarian societies, political decision making processes and communications 
tend to be more horizontal, including inputs from a large array of public and 
private groups. The rule of law is strong in egalitarian political cultures and applies 
equally to the masses and governing elite.  
 
 Individualistic political cultures. Individualistic political cultures exist in 
hierarchical ruled states and societies. Organizational pyramids and military 
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chains-of-command are typical structures associated with hierarchical rule, a 
situation where governing elites are changeable by regular elections—but not 
always free and fair ones—or by organizational appointments. Governing elites 
dominate the very top of the hierarchy in individualistic political cultures. 
Hierarchical forms of rule normally are found in new, transitional, or weak 
democracies. 

Individualistic societies are more integrated and complex than authoritarian 
societies. Within individualistic cultures, social and economic transactions are 
conducted among people from different groups. Individuals frequently shift from 
one group to another and have a broader range of interests. Economic and 
resource management tends to be statist with significant government regulation 
to ensure elites benefit from the structure. Individual or group self-interest is the 
governing rule of this type of culture. The need to interact with persons from 
other groups in order to serve one’s own self-interest results in a moderate level 
of social trust. 

Individualistic political cultures view government as strictly utilitarian—to 
provide those functions demanded by the citizens it serves.43 People in this 
culture see politics as a business; i.e., another means by which individuals can 
improve themselves socially and economically. Political competition revolves 
around individual attempts to gain and maintain political or economic power. 
Politicians in individualistic societies are more interested in public office as a 
means for self-interested benefit than as a chance to build a better society. 
Political life in individualistic political cultures is based upon systems of mutual 
obligation that are rooted in personal relationships. These systems of mutual 
obligation usually are harnessed through the interactions of political parties, 
business elites, and interest groups. Citizen participation in political decision 
making is conducted through networks of political parties and interest groups that 
attempt to influence government policy. Patron-client relationships generated by 
the system of political parties, business elites, interest groups, and large 
government bureaucracies emerge in individualistic political cultures. 
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Individualistic political cultures are extremely legalistic; however, the rule of 
law—while stronger than in authoritarian societies—remains focused primarily on 
controlling the masses and generates only limited accountability for the governing 
elite. 
 

Authoritarian political cultures. Authoritarian (traditional) political cultures 
generally exist in states with hegemonic forms of rule. Hegemonic rule indicates a 
central single-ruler or small governing elite who monopolize and mandate the 
principles and beliefs (ideology) of the society; this is accomplished through either 
coercion or cooptation of the institutions of the society.  

Authoritarian societies are simple and segregated. Social and economic 
transactions in these societies are organized around small groups defined by 
familial, kinship, tribal, political, ethnic, religious, class, linguistic, or other social 
relationships. Each group tends to have its own narrow base of interests. 
Paternalism is the main intra-group controlling concept in authoritarian cultures; 
i.e., the father or group leader decides what is best for the family or group. The 
best interests of the leaders and elites are the most important governing rule in 
authoritarian societies. Loyalty to the group and maintaining the traditional status 
quo are other important rules. Economic and resource management tend to be 
patrimonial with the leaders and elites controlling the structure and processes of 
the economy. With most social and economic transactions carried out within 
groups (intra-group), intergroup social trust (bonding social capital) in 
authoritarian cultures is extremely weak.  

Authoritarian political cultures place power in the hands of a small and self-
perpetuating governing elite who often inherit the right to govern through family 
ties or social position.44 The hegemonic rule in authoritarian states is often 
personal, meaning loyalty to the leader(s) is foremost and not based in a 
particular ideology or governing system. The method of rule often relies on strong 
patron-client systems of informal reciprocity, where the clients (citizens or 
specific groups) pledge their economic and political support to patrons (governing 



519 
 

elite) for access to government positions and resources.45 Political competition in 
these societies is primarily among the small group of self-perpetuating governing 
elite. Politics is considered a privilege in authoritarian political cultures, and those 
active in politics are expected to benefit personally from their efforts. 
Authoritarian polities are centrally organized with the powerful governing elite 
constituting the central core of the most dominant societal group. The rule of law 
is weak in authoritarian political cultures, focused primarily on controlling the 
masses and offering little accountability for the governing elite.  
 

Insights from Analyzing Political Culture 
  
The Theory of Political Culture, Figure III.1, reveals the theoretical foundations 
and empirical conditions associated with different political cultures. In their 
research projects, political-military security analysts must conduct an in-depth 
investigation of the empirical conditions in their subject states or societal 
groups—in addition to understanding their own state or societal group’s empirical 
conditions. This information can then be used for two main purposes. First, by 
defining where a state or societal group falls within cells and along the bottom of 
the Figure III.1 matrix, the analyst can identify the expectations and structural 
constraints placed on leaders under study—allowing explanation and prediction 
of a state or society’s behavior. This is also important in assessing points of view 
when the analyst conducts the agency analysis in Chapter 6. Second, this analysis 
will highlight the differences in the subjects’ and analysts’ own political cultures 
and assist in avoiding the stereotyping bias where analysts think the subjects 
under study will act in the same ways as the analyst or their own state. 
 Figure III.1 displays relationships between various factors (variables). The 
analyst must be careful in prescribing causality to these relationships. The 
antecedent variables in Figure III.1 are the social rules listed at the top of the 
figure—the theoretical foundations. Social rules are fostered through a 
combination of speech acts (speeches, writings) and behaviors of a state or 
society’s elite and masses over time. The social rules then lead to (cause) the 
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figure’s independent variables, which are the state or society’s empirical 
conditions. The dependent variable is the type of political culture created 
(caused) by the empirical conditions. In other words, the type of political culture is 
a product of the antecedent variables (social rules) causing the independent 
variables (empirical conditions), which create (cause) the type of political culture. 
There are numerous theoretical propositions to be gleaned from Figure III.1. It 
would be correct to state the theoretical proposition: A state dominated by 
commitment rules (antecedent variable) will likely have strong rule of law 
(independent variable) and will likely display an egalitarian political culture 
(dependent variable). It is equally correct to state: An egalitarian political culture 
will likely have a strong rule of law.  

Figure III.1 is considered a comparative theory, meaning not all the 
independent variables (empirical conditions) must exist to create a particular 
political culture. Some states may have a combination of independent variables 
from all three of the types of political cultures; however, it is more common that 
one or two types of political cultures will dominate in any one state or societal 
group. As shown at the bottom of Figure III.1, some world states have a mix of 
two political cultures—meaning their empirical conditions may fall across more 
than one political culture. 

Singapore is an example state with a wide diversity in empirical conditions 
found in all three types of political culture. As a whole, Singapore displays a mixed 
authoritarian-individualistic political culture, with some empirical conditions in 
the authoritarian cells and others in individualistic cells. Singapore has been ruled 
by a string of authoritarian prime ministers since its 1965 independence. At the 
same time, Singapore is a world leader in free-market economic measures, strong 
rule of law, and low corruption levels, which foster an open and competitive 
business environment. These conditions correlate with an egalitarian political 
culture—not the overall evaluated mixed authoritarian-individualistic culture. 
When the analyst encounters such a wide discrepancy in state conditions they 
must investigate and explain the causes. In Singapore’s case, it is a small island 
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city-state whose economy and the welfare of its elites and people are reliant on 
international trade and financial services. To facilitate an efficient business 
environment, its authoritarian leaders (often called “benevolent dictators”) have 
opened the economy and implemented strong (harsh) rule of law and anti-
corruption measures. This explains why Singapore has characteristics in all three 
types of political culture.  

States and societies can change their political cultures, but changes are 
usually difficult to bring about. Political cultures can change gradually over time, 
or more suddenly due to a major societal event. During World War II, Axis powers 
Germany and Japan were ruled under authoritarian political cultures. As a result 
of their war losses, considered major societal failures, during the decades after 
the war, Japan modernized to the point today it has modern, mixed 
individualistic-egalitarian political culture. As a result of the end of the Cold War, a 
still-modernizing West Germany reunified with East Germany, an authoritarian 
political culture; but, within two decades the reunified Germany possessed 
today’s mixed individualistic-egalitarian political culture. States also can transition 
from individualistic or egalitarian political cultures toward more authoritarian 
political cultures. The 21st-century saw the rise of conservative populist political 
movements in several states, including Hungary, the Philippines, Poland, Turkey, 
the United Kingdom, and the United States. Over a five-year period (2016-2020), 
all of these states moved toward more authoritarian political cultures as they 
rejected market economies (free trade), restricted political rights and civil 
liberties, and fractured their publics reducing social capital. In the early 21st -
century a modernizing Turkey would have fallen more solidly under the 
individualistic political culture. However, with the election in 2014 of President 
Erdogan and his populist, authoritarian approach to governing, by 2020 Turkey 
had changed political cultures to mixed individualistic-authoritarian 
characteristics.                                                                                 

Figure III.1 further reveals empirical conditions associated with political 
cultures can restrict state modernization. This insight affects security policy 
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analysis focusing on foreign aid programs, sometimes called “nation building.” 
Booth and Seligson argue some states may not be good candidates for political 
and economic modernization because the local empirical conditions are so 
antithetical to liberal-democratic values found in individualistic and egalitarian 
political cultures.46 Figure III.1 supports this somewhat controversial assertion. In 
particular, it offers that strong empirical conditions associated with an 
authoritarian political culture could act as an anchor holding back a society in its 
attempts to develop the institutions needed to modernize and become liberal 
democratic states. This anchor also would restrict the development of free-
market economies. The World Bank and other international development 
agencies have recognized the effects of empirical conditions associated with 
political culture on state modernization and have added “whole-of-nation” 
approaches to development programs. These approaches employ coordinated 
programs that address multiple political and economic institutions listed in Figure 
III.1 under empirical conditions. 
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