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ABSTRACT OF DISSERTATION

A Secure and Distributed Architecture for Vehicular Cloud and Protocols for
Privacy-preserving Message Dissemination in Vehicular Ad Hoc Networks

Given the enormous interest in self-driving cars, Vehicular Ad hoc NETworks (VANE-
Ts) are likely to be widely deployed in the near future. Cloud computing is also gain-
ing widespread deployment. Marriage between cloud computing and VANETs would
help solve many of the needs of drivers, law enforcement agencies, traffic manage-
ment, etc. The contributions of this dissertation are summarized as follows:

A Secure and Distributed Architecture for Vehicular Cloud: Ensuring security
and privacy is an important issue in the vehicular cloud; if information exchanged
between entities is modified by a malicious vehicle, serious consequences such as traf-
fic congestion and accidents can occur. In addition, sensitive data could be lost,
and human lives also could be in danger. Hence, messages sent by vehicles must be
authenticated and securely delivered to vehicles in the appropriate regions. In this
dissertation, we present a secure and distributed architecture for the vehicular cloud
which uses the capabilities of vehicles to provide various services such as parking
management, accident alert, traffic updates, cooperative driving, etc. Our architec-
ture ensures the privacy of vehicles and supports secure message dissemination using
the vehicular infrastructure.

A Low-Overhead Message Authentication and Secure Message Dissemination Sche-
me for VANETs: Efficient, authenticated message dissemination in VANETs are im-
portant for the timely delivery of authentic messages to vehicles in appropriate regions
in the VANET. Many of the approaches proposed in the literature use Road Side Units
(RSUs) to collect events (such as accidents, weather conditions, etc.) observed by
vehicles in its region, authenticate them, and disseminate them to vehicles in appro-
priate regions. However, as the number of messages received by RSUs increases in the
network, the computation and communication overhead for RSUs related to message
authentication and dissemination also increase. We address this issue and present a
low-overhead message authentication and dissemination scheme in this dissertation.



On-Board Hardware Implementation in VANET: Design and Experimental Eval-
uation: Information collected by On Board Units (OBUs) located in vehicles can help
in avoiding congestion, provide useful information to drivers, etc. However, not all
drivers on the roads can benefit from OBU implementation because OBU is currently
not available in all car models. Therefore, in this dissertation, we designed and built
a hardware implementation for OBU that allows the dissemination of messages in
VANET. This OBU implementation is simple, efficient, and low-cost. In addition,
we present an On-Board hardware implementation of Ad hoc On-Demand Distance
Vector (AODV) routing protocol for VANETs.

Privacy-preserving approach for collection and dissemination of messages in VANE-
Ts: Several existing schemes need to consider safety message collection in areas where
the density of vehicles is low and roadside infrastructure is sparse. These areas could
also have hazardous road conditions and may have poor connectivity. In this dis-
sertation, we present an improved method for securely collecting and disseminating
safety messages in such areas which preserves the privacy of vehicles. We propose in-
stalling fixed OBUs along the roadside of dangerous roads (i.e., roads that are likely
to have more ice, accidents, etc., but have a low density of vehicles and roadside
infrastructure) to help collect data about the surrounding environment. This would
help vehicles to be notified about the events on such roads (such as ice, accidents,
etc.).Furthermore, to enhance the privacy of vehicles, our scheme allows vehicles to
change their pseudo IDs in all traffic conditions. Therefore, regardless of whether the
number of vehicles is low in the RSU or Group Leader GL region, it would be hard
for an attacker to know the actual number of vehicles in the RSU/GL region.

KEYWORDS: Vehicular Ad Hoc Networks, Vehicular Cloud, Security and Privacy
in Vehicular Networks, Arduino microcontroller
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Chapter 1 Introduction

Given the enormous interest shown by customers as well as the industry in au-
tonomous vehicles, the concept of an Internet of Vehicles (IoV) has evolved from
Vehicular Ad hoc NETworks (VANETs). Thus, VANETs are likely to play an impor-
tant role in Intelligent Transportation Systems (ITS). According to some estimates,
the global market for IoV is likely to exceed USD 200 billion by 2024. Many auto
manufacturers have programs in place for developing a platform for connecting to
IoV services such as route management and smart parking.

1.1 VANET and its Applications

VANETs are a type of Mobile Ad hoc NETworks (MANETs) that allow vehicles on
roads to communicate among themselves and form a self-organized network. VANET
communications are mainly classified into two major types. In the first type, vehicles
communicate with other vehicles directly forming vehicle-to-vehicle communication
(V2V). The second type is called vehicle-to-infrastructure communication (V2I) where
vehicles communicate with roadside units (RSUs). Messages in V2V could be for-
warded within a vehicle’s transmission range to its neighbors and also the messages
could be forwarded further through using a multi-hop routing protocol [117, 60, 109].
In V2I, communication takes place between vehicles and RSUs. Vehicles commu-
nicate with RSUs by using other vehicles as routers especially when RSUs are not
within the transmission range of the vehicles.

VANETs have a large number of applications that can help drivers in many ways.
Vehicles can collect, process, and broadcast information about themselves and their
environment to other vehicles. For example, modern vehicles are equipped with
Emergency Electronic Brake Lights (EEBL) which is a system that aims to warn other
vehicles on the road in case there is a need for sudden hard-breaking or in the case of
foggy weather where visibility may become low and brake lights are not bright enough
to be recognized by other drivers. So, by using only V2V communication, vehicles can
broadcast alert messages about the need for hard breaking ahead to other vehicles [6].
Improving intersection collision avoidance systems helps to avoid road accidents; this
system is based on V2I communication. The infrastructure gathers, processes, and
analyzes the information from the vehicles moving close to the intersection; depending
on the analysis of data, if there is a possibility for an accident, a warning message is
sent to the vehicles close to the intersection to warn them about the possibility of an
accident so that they can take appropriate action to avoid it [84]. A dynamic traffic
congestion pricing system for IoV [12] has been proposed. In this system, to alleviate
traffic congestion, the participating vehicles are rewarded for taking an alternative
path. The proposed system is implemented using VANETs, which eliminate the need
for installing a costly electronic toll collection system. The authors in [11] proposed
an accident prediction system for VANET. The crash risk in their system can be
observed using velocity, driver fatigue, weather conditions, vehicles density, and crash
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location. They used a hidden Markov model to model the correlation between these
observations and the crash risk. The results of their proposed system show the ability
to detect potential crashes [11].

1.2 Clustering Techniques in VANET

Clustering techniques have been used in V2V communication-based VANET archi-
tectures, wherein the network is divided into multiple clusters and one node in each
cluster is selected as their Cluster Head (CH). The CH is responsible for all local
cluster communication. This clustering technique helps with reducing the message
overhead because it restricts the communication between CH and the members in its
cluster. The CH can collect and also process and aggregate information from its clus-
ter members and then propagate them to other clusters through other CHs [2, 111].
Many researchers proposed schemes [116, 94] for electing CHs in each cluster based
on specific parameters, such as vehicle location, vehicle speed, etc. Dividing the net-
work into multiple clusters reduces communication overhead and improves network
efficiency. Note that, some clustering schemes do not scale well because frequent CH
elections could occur if vehicles move fast. In addition, if CH fails, data aggregated
by them may be lost.

1.3 Vehicular Cloud

In the last decade, cloud computing emerged as an economical solution for customers
to rent IT infrastructures, platforms, or software, instead of investing money to own
and maintain such services. The service providers give such flexible services to cus-
tomers when they need them, and then they charge them based on their usage [55].
Modern vehicles are equipped with computing, communication, and storage resources,
which often remain underutilized. Vehicular networks can also benefit from cloud
computing. The Vehicular Cloud (VC) architecture which combines VANETs with
cloud, was first proposed in [77] to fully capitalize the resources in VANET. In their
approach, a VC is a collection of autonomous vehicles in VANET where vehicles con-
tribute their underutilized computing, sensing, and communication resources to the
cloud. Vehicle resources and the information shared by the vehicles with the cloud
can be used in decision-making [37].

In VANET, multiple vehicles can observe the same phenomena and propagate it
to other vehicles which can result in redundant propagation of data and waste the
vehicle’s resources. A vehicular cloud allows vehicles to exchange their collected data
with the cloud where it can be analyzed, verified, organized, aggregated, and then
propagated to the relevant vehicles/customers. Various other applications can also
benefit from using a VC. Some of these applications include accident alerts, parking
management, road conditions alerts, cooperative driving, and traffic management.
The planned evacuation system is another application that could benefit from us-
ing the VC. When disasters like hurricanes occur, VCs can contribute to organized
evacuations. Vehicles can also receive software updates from the cloud when vehicle
manufacturers upload a new version of software [55, 108].

2



1.4 Security and Privacy in VANET

Ensuring security and privacy is an important issue in VANET and vehicular cloud;
if information exchanged between entities is modified by a malicious vehicle, serious
consequences such as traffic congestion and accidents can occur. In addition, sensitive
data could be lost, and human lives also could be in danger. Hence, messages sent by
vehicles must be authenticated and securely delivered to vehicles in the appropriate
regions. Furthermore, privacy-related information such as the driver’s name, position,
and traveling route must be preserved. If vehicles cannot communicate anonymously,
an attacker could easily trace vehicles by monitoring the messages sent by that vehicle
[67].

1.5 Routing protocols in VANET

Routing protocol plays a vital role in extending the range of awareness in VANETs
[31, 18]. Routing aims to establish routes from one node to other nodes, forward
the packets in the network, and maintain and update the routes. There are two
main types of routing protocols: proactive and reactive routing protocols. Reactive
protocols are based on an on-demand mechanism in which each node in the network
discovers or maintains a route when needed. This makes it suitable for VANETs due
to the high mobility and vehicles density such that network traffic and bandwidth are
reduced [51]. The works in [34, 88, 4] used simulation models for implementing and
testing Ad hoc On-Demand Distance Vector (AODV) in VANET. AODV is one of
the well-known reactive routing protocols [81]. In AODV, when a source node wants
to send a data packet to a destination node, it first checks the available routes in its
routing table. Then, if the route information is already in the table, the packet is sent
to its destination. Otherwise, the source node broadcasts a route discovery request
to all neighboring nodes. Then, this process continues until the request packet gets
an intermediate node with a route to the destination or the destination node itself.
When the route reply packet arrives from the destination or the intermediate node,
the nodes forward it along the established reverse path and store the forward route
entry in their routing table.

1.6 Motivation, Problems Addressed and Solved in the Dissertation

In this dissertation, we address and solve the following problems.

A Secure and Distributed Architecture for Vehicular Cloud: In VC, a ma-
licious vehicle may impersonate to be another vehicle or an RSU to steal other drivers’
sensitive information. Moreover, if vehicles cannot communicate anonymously, a ma-
licious vehicle can track vehicles by linking the packets transmitted by that vehicle.
Therefore, location privacy is identified as one of the main concerns in VANET [66].
Multiple vehicles may observe the same phenomena and forward these to the cloud
which could result in the propagation of redundant messages. However, if informa-
tion about observed phenomena is aggregated and stored in a cloud, this redundant
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propagation of messages can be prevented. Hence, data aggregation is another crucial
requirement for building an efficient vehicular cloud. In this dissertation, we present a
secure and distributed architecture for vehicular clouds. In our architecture, vehicles
collect data and forward it to the cloud where this data can be verified, analyzed,
organized, aggregated, and then propagated to the relevant vehicles. In addition, our
architecture ensures the anonymity and privacy of vehicles using pseudo IDs. We
proposed an RSU-mix zone model where vehicles can change their pseudo IDs to
increase their privacy.

A Low-Overhead Message Authentication and Secure Message Dissem-
ination Scheme for VANETs: Efficient, authenticated message dissemination in
VANETs are important for the timely delivery of authentic messages to vehicles in
appropriate regions in the VANET. Many of the approaches proposed in the literature
use RSUs to collect events (such as accidents, weather conditions, etc.) observed by
vehicles in its region, authenticate them, and disseminate them to vehicles in appro-
priate regions. However, if traffic becomes heavy, it may not be possible for RSUs
to receive messages about events observed by all vehicles in its region, authenticate
them, and disseminate them in a timely manner, especially because the same event
will be observed and sent by many vehicles in its region. We present a low-overhead
message authentication and dissemination scheme in this dissertation. In our ap-
proach, when the density of vehicles in an RSU’s region is high, the RSU divides the
region within its transmission range into several sub-regions and selects one vehicle
in each sub-region as the Group Leader (GL). The GL selected in a sub-region is
supposed to collect messages sent by vehicles in its sub-region, authenticate them,
aggregate them, and forward them to the RSU. This reduces the overhead related to
message authentication for the RSU.

On-Board Hardware Implementation in VANET: Design and Experi-
mental Evaluation: Information collected by On Board Units (OBUs) located in
vehicles can help in avoiding congestion, provide useful information to drivers, etc.
However, not all drivers on the roads can benefit from OBU implementation because
OBU may not be available in all car models. In this dissertation, we design and built
a hardware implementation for OBU that allows the dissemination of messages in
VANET. This OBU implementation is simple, efficient, and low-cost. In addition,
we present an On-Board hardware implementation of Ad hoc On-Demand Distance
Vector (AODV) routing protocol for VANETs. Our developed hardware enables both
V2V and/or V2I communications. Based on using V2V communication, vehicles can
wirelessly communicate while moving along the road. Furthermore, the hardware
implementation allows sending alert messages between vehicles in case of accidents
or other road alerts.

Privacy-preserving Approach for Collection and Dissemination of Mes-
sages in VANETs: Many privacy-preserving approaches were proposed in the lit-
erature, but most of them don’t consider safety message collection in areas where
the density of vehicles is low and roadside infrastructure is sparse. These areas could
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also have hazardous road conditions and may have poor connectivity. In this dis-
sertation, we present an improved method for securely collecting and disseminating
safety messages in such areas which also preserves the privacy of vehicles. We also
present a pseudonym-changing method that reduces the chance of attackers linking
two different pseudonyms of the same vehicle.

1.7 Organization of the Dissertation

The remainder of this dissertation is organized as follows.

• In Chapter 2, we present related works, which include the classification of ve-
hicular cloud architectures, and challenges in implementing VANET/vehicular
cloud; and we also discuss some solutions proposed in the literature to over-
come these challenges and identify the drawbacks of the proposed solutions and
discuss some open issues.

• In Chapter 3, we present a distributed, secure vehicular cloud architecture that
ensures security and privacy in communication. Our scheme is scalable and
has less communication overhead. Furthermore, it is capable of eliminating
redundant messages through aggregation. The architecture is attacked resilient
and can handle the failure of RSUs.

• In Chapter 4, we present a Low-Overhead message authentication and secure
message dissemination scheme for VANETs. We use a clustering technique to
reduce the overhead related to message authentication for the RSU.

• In Chapter 5, we present a hardware implementation of OBU which allows the
dissemination of messages in VANET. In addition, we present a hardware im-
plementation of Ad hoc On-Demand Distance Vector (AODV) routing protocol
for VANETs.

• In Chapter 6, we present an improved method for securely collecting and dis-
seminating safety messages in such areas that have a low density of vehicles and
roadside infrastructure which also preserves the privacy of vehicles. In addition,
we present a pseudonym-changing method that reduces the chance of attackers
linking two different pseudonyms of the same vehicle.

• We conclude the dissertation in Chapter 7.
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Chapter 2 Related Works

2.1 Vehicular Cloud Architectures: A Classification

In this section, we classify vehicular cloud architectures into three categories: tem-
porary, permanent, and hybrid, and discuss their merits and demerits.

2.1.1 Temporary Cloud

A temporary cloud consists of vehicles that together form a cloud temporarily which
allows them to share their resources (e.g., computing, networking, and storage) for
collecting, processing, and disseminating information to other vehicles and other rel-
evant customers as needed or carry out a requested task from other vehicles/entities.

The goal of vehicular cloud networking (VCN) proposed by Lee et al. [52] is
to form a temporary vehicular cloud through a collaboration of vehicles in order
to provide the needed services. Under VCN, one of the vehicles in the cloud is
elected as a cloud leader based on some selected metrics (e.g., connectivity to other
vehicles), and the rest of the vehicles cooperate in the cloud formation process. The
cloud leader broadcasts a resource request (RREQ) message to vehicles within its
range. Vehicles willing to share their resources (e.g., storage, phenomena observed
by sensors, and computing resources) send a resource reply (RREP) message back
to the cloud leader with information on their resource capabilities. After receiving
RREP messages, the cloud leader selects cloud members and constructs a cloud. The
cloud leader assigns tasks to cloud members taking into consideration the available
resources of the respective members. The cloud members return the results back to
the cloud leader after completing their tasks. After collecting the results from the
cloud members, the cloud leader processes them and then publishes the final results.
Vehicles may leave and join the cloud at any time; the cloud leader is responsible for
managing the cloud. For example, when a vehicle leaves the cloud, the cloud leader
selects another member in the cloud that has the necessary resources to complete the
tasks assigned to the leaving member and assigns those tasks to that member. When
the cloud leader no longer uses the cloud or moves out of the cloud, it sends a cloud
release message to all the members, so they can join other clouds and contribute their
resources [68].

The cluster-based vehicular cloud architecture proposed by Arkin et al. [10] uses a
clustering technique to solve the resource allocation problem (e.g., some applications
need more storage and computation resources) by grouping the vehicles according
to the vehicle’s location and velocity and allowing vehicles in the same group to
provide resources. In this scheme, vehicles form clusters and cluster heads (CH) are
selected using fuzzy logic. They model a cluster head selection algorithm that allows
a selection of a set of optimal CHs. CHs are determined based on their FitFactor,
defined in the paper. A CH is responsible for the creation, maintenance, and deletion
of vehicles in the cluster. All vehicles in the cluster register their resources with the
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CH. If a vehicle needs some resources from the vehicular cloud, it asks the CH. The
CH is responsible for allocating all resources in the vehicular cloud. This approach is
different from VCN [52] in the way in which CHs are selected. Figure. 2.1 shows the
proposed cluster-based vehicular cloud architecture [10] and Table 2.1 summarizes
the merits and demerits of temporary cloud architectures discussed above.

Figure 2.1: Temporary cloud using cluster based VC architecture [10].
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Table 2.1: Merits and demerits of temporary cloud architec-
tures discussed above.

Temporary cloud
architectures

Merits Demerits

VCN [52] - Provides services to mem-
bers of VCN.
- The cloud leader distributes
the tasks to cloud members,
taking into account the avail-
ability of their resources.
- Allows processing of infor-
mation by using resources of
all vehicles in the cloud.

- Computing/storage re-
sources are limited compared
to the conventional cloud.
- The selection criteria of the
cloud members and the for-
mat of the exchanged mes-
sages are not specified.
- The cloud leader is a pos-
sible bottleneck because it is
responsible for assigning tasks
to cloud members, collecting
results from cloud members,
and managing the cloud.
- If a cloud leader fails, data
aggregated may be lost.

Cluster-based vehic-
ular cloud [10]

- Uses a clustering technique
to solve the resource allo-
cation problem and to im-
prove vehicular networks per-
formance.
- Predefined criteria are used
for selecting Cluster Head.

- The CH is a possible bot-
tleneck because it is responsi-
ble for assigning tasks to vehi-
cle members, collecting results
from them, and managing the
cluster.
- If the CH fails, data aggre-
gated may be lost.

2.1.2 Permanent Cloud

A permanent cloud supports increased computing processing capacity. In a perma-
nent cloud, vehicles send the phenomena collected as well as contribute their hardware
resources to the cloud. Then the permanent cloud processes the data gathered from
the vehicles and provides the needed services to vehicles/drivers (e.g., parking infor-
mation, road conditions, accidents, traffic information, etc).

Hussain et al. [44] proposed a Cooperation-aware VANET cloud. In their ap-
proach, vehicles and cloud infrastructure cooperate with each other to provide drivers
with services such as traffic information and warning messages. Vehicles share ob-
served phenomena with the cloud and the cloud processes the data gathered from the
vehicles and shares the information with the vehicles in the cloud. This model has
two levels of architecture: The first level is VANET, which consists of vehicles serv-
ing both as producers (they send information to the cloud) and consumers (they get
information from the cloud). The second level is the permanent cloud, which consists
of Authenticator, Cloud Collecting Point(CCP), Cloud Knowledge Base(CKB), and
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Cloud Decision Module(CDM). The authenticator is responsible for handling contri-
butions from vehicles and authenticating them. The data are collected at CCP and
sent to CKB for processing, and then the processed information is shared with the
VANET users. The virtualization layer that works as a mediator between VANET
and the cloud, takes inputs from VANET and passes them to the cloud, and dissem-
inates the output from the cloud to vehicles in the VANET.

Wan et al. [100] proposed a context-aware architecture with mobile cloud support
for vehicular cyber-physical systems (VCPS). Context awareness allows the adapta-
tion of services according to many factors such as occurred changes in the environ-
ment, user preferences, user location, and capabilities of mobile devices. The appli-
cations and services in VCPS are divided into three different computational layers:
location computational layer, vehicle computational layer, and cloud computational
layer. In the location computational layer, RSUs deployed at strategic locations can
exchange information with OBUs installed on vehicles. When a vehicle with an OBU
passes by an RSU, it can receive updated traffic information from the RSU and share
its own information (e.g., destination and vehicle route data) with the RSU. Vehi-
cles that do not have an RSU within their transmission range can connect to RSUs
through neighboring vehicles. In the cloud computational layer, there are multiple
systems working with each other to share resources and provide a number of services
such as vehicle multimedia content and traffic information.

Salahuddin et al. [87] proposed a vehicular cloud architecture, called RSU cloud,
which uses RSUs and data centers. The RSU cloud provides services that meet
changing demands from vehicles. The RSU cloud architecture exploits the flexibility
and deep programmability offered in software-defined networking (SDN). In SDN,
there are two communication planes, the physical data plane, and an abstracted
control plane. This decoupling of control and data planes enables the flexibility and
programmability of the SDN. Drivers register with the RSU cloud and the cloud keeps
track of the driver’s status such as stability (alcoholic or not) and current location.
Users can request service from the RSU cloud. Based on the user’s request, RSU
cloud will respond to users. In the RSU cloud, virtualization via virtual machines
(VMs) and SDN is employed to dynamically instantiate, migrate, replicate services,
and reconfigure data forwarding rules in the network to meet the frequently changing
service demands.

The cloud-based system proposed by Wang et al. [107] consists of a cloud, several
types of radio access networks (RANs), and a set of vehicles. Vehicles are assumed
to be equipped with GPS and OBUs. In the cloud, there are various servers, which
could be either real physical machines or virtual machines. Vehicles from time to
time report their status such as current location and speed through RSU to the
cloud. RSUs send updates on their status such as the number of active vehicles and
traffic load to the cloud. The cloud then processes the collected data and disseminates
the information to vehicles that are in need.

Lim et al. [55] proposed a secure incentive-based architecture for the vehicular
cloud to encourage vehicles to participate in the cloud. Tokens are given to the
vehicles as a reward to participate in the cloud and vehicles can use the token to
get services from the cloud. Their scheme has three phases. In phase 1, the service
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provider manager (SPM) sends a message asking vehicles for sharing their resources.
When an interested vehicle receives the message and wants to share its resources
with the cloud, it sends a message to the SPM through the RSUs. Then, the SPM
authenticates the vehicle with the help of a trusted authority (TA). Once the vehicle is
authenticated, the SPM signs a contract between the service provider and the vehicle
and sends it to the vehicle, so the vehicle can start allowing its resources to be used
by the cloud. Every vehicle uses its pseudo ID in all communications to protect its
privacy. In phase 2, a vehicle sends a message with proof of the work done to the SPM.
The SPM verifies the proof of the work done and sends a reward token request to the
reward token system (RTS) so it can send tokens to the vehicle. In phase 3, the reward
token earned for participating in the cloud is used as payment for the cloud services
obtained. Vehicles can check their token balance with the OBUs to buy services
from the cloud. Figure. 2.2 illustrates the secure architecture for the vehicular cloud
that encourage vehicles to participate in the cloud [55] and Table 2.2 summarizes the
merits and demerits of permanent cloud architectures discussed above.

Figure 2.2: Permanent cloud using incentive-based architecture for VC [55].
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Table 2.2: Merits and demerits of Permanent cloud architec-
tures discussed in this section.

Permanent cloud
architectures

Merits Demerits

Cooperation-Aware
VANET Cloud [44]

- This scheme provides vehicles
with traffic information and warn-
ing messages.

- This architecture does
not encourage vehicles
to participate in the
cloud.

Context-aware archi-
tecture [100]

- They create a context-aware per-
vasive system for mobile vehi-
cles, drivers, passengers, and rele-
vant traffic authorities by designing
a multi-layered architecture with
cloud capability.
- Each layer provides multiple
context-aware services.

- Security issues are not
addressed.

RSU cloud [87] - The RSU cloud hosts services to
meet the demand from the OBUs in
the vehicles.
- The RSU cloud architecture ex-
plores the benefits of the flexibility
and deep programmability offered in
SDN.
- In the RSU cloud, virtual machines
(VMs) and SDN are used to dynam-
ically instantiate, migrate, and/or
replicate services and dynamically
reconfigure data forwarding rules in
the network to meet the frequently
changing service demands.

- Despite the benefits
of the programmability
of RSU clouds, service
instantiation, migra-
tions, replication, and
network reconfiguration
will result in large
overhead.

Cloud-based sys-
tem [107]

- This approach helps in overcom-
ing the limitations of vehicles for en-
abling advanced services.
- It supports a larger network of
up to eight times in size, compared
with the one using the conventional
cloud.

- Large communication
latency and packet
losses caused by con-
nectivity discontinuity
will make the informa-
tion provided by the
cloud unusable.
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A secure incentive-
based architecture
for VC [55]

- This architecture encourages ve-
hicles to contribute their underuti-
lized resources to the cloud by is-
suing tokens that can be used by
the vehicles to get services from the
cloud.
- Token transaction is secure and ro-
bust against attacks.
- Integrity and authenticity of the
messages exchanged between enti-
ties are ensured.
- Privacy of vehicles is protected.

- If an RSU fails, data
aggregated may be lost
and will not be deliv-
ered in time.

2.1.3 Hybrid Cloud

A hybrid cloud is a combination of a temporary cloud and a permanent cloud. Ve-
hicles can access permanent cloud as well as temporary cloud formed by vehicles to
accomplish a specific task. A permanent cloud (stationary cloud) provides support
for various software applications, computing, and processing capabilities (e.g., storage
devices, processors, servers, etc.) to vehicles. A temporary cloud, using vehicular re-
sources such as OBUs provides sensing information as a service and provides services
such as support for communication infrastructure. So, the hybrid cloud benefits from
both temporary and permanent clouds and provides users with better services.

Bitam et al. [17] proposed the VANET-cloud model to improve traffic safety and
provide services to drivers. Their proposal uses both permanent and temporary
clouds. Permanent cloud, which consists of stationary nodes (e.g., servers, worksta-
tions, etc.) offers cloud services such as software as a service (SaaS), infrastructure
as a service (IaaS), and platform as a service (PaaS) to vehicles. In the VANET
cloud, the temporary cloud consists of vehicles that have computing resources (e.g.,
OBUs) installed on them and these vehicles together form a cloud. Their temporary
VANET-cloud model consists of three layers. The client layer, formed by end users
(an end user might be a general customer) use communication and computing devices
such as smartphones, laptops, OBUs, and GPS and the end user can initiate his/her
service request through a service access point (SAP). The second layer is a commu-
nication layer that connects the client layer with the cloud layer. This layer consists
of several communication devices and networks such as VANETs, 3G/4G networks,
cellular base stations, RSUs, and so on. The third layer is the cloud layer, which
consists of a stationary cloud and a temporary cloud. The interconnection between
permanent and temporary VANET clouds is enabled by a network consisting of all
data centers of both VANET clouds. Therefore, the provider is responsible for man-
aging and controlling the merged network using different networking techniques and
protocols. For example, each vehicle in the temporary VANET cloud can access the
permanent VANET cloud, and each node in the permanent VANET cloud can estab-
lish a connection with temporary VANET cloud nodes leading to a global network
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controlled by the service provider. As a result, a large and flexible vehicular cloud
can be formed to serve many types of end users.

The three-layer architecture (V-Cloud) proposed by Abid et al. [1] combines in-
car vehicular cyber-physical systems, vehicle-to-vehicle network (V2V), and vehicle-
to-infrastructure network (V2I) layers to help improve the safety and comfort of the
drivers. The in-car layer consists of two types of sensors, which are the vehicle’s
internal physical sensors and smartphone-embedded sensors. Smartphones monitor
the health and mood conditions of the driver through embedded sensors and send
the collected information to the cloud. The cloud will store this information, which
can help predict the mood of drivers early. Vehicles in the V2V network organize
themselves into clusters. Each cluster has a cluster head to send all the information
to other vehicles in the cluster as well as to neighboring cluster heads. Each cluster
head will identify whether it is near any access point or not in order to transmit
its cluster-needed information to the cloud computing environment. In V2I, vehicles
connect with the cloud through RSUs.

Chaqfeh et al. [27] presented a model for vehicular cloud data collection for In-
telligent Transportation Systems (ITSs) to provide route guidance and navigation
alternatives based on information about road conditions. This model consists of
three phases: In phase 1, a requesting vehicle broadcasts a route request (RREQ) to
its desired region of interest (ROI) through one-hop neighbors. In phase 2, when the
vehicles at the desired ROI receive RREQ, they cooperate to collect the desired data
like environment condition data and sensed vehicular data (e.g., speed or distance).
Vehicles at ROI form a vehicular cloud, and every vehicle competes to be a broker
and the roadside unit (RSU) manages the process of broker election based on the
connectivity criteria. When a broker is elected, the broker will collect the desired
data from the members and then the broker sends it to a server in the internet cloud
if further processing is required. In the case of a simple request, VC resources may
be sufficient to send a response. In complex cases, the broker communicates with the
Internet cloud to allocate the required computing resources. In phase 3, a route reply
message (RREP) is created by the broker and then sent to the requesting vehicle. In
case of simple requests like traffic conditions, the request would be processed in the
vehicular cloud. But in complex cases like finding alternate routes to avoid traffic
congestion, the server from the Internet cloud would send a response to the broker.
Fig 2.3 presents an architecture of this Hybrid Cloud. Table 2.3 summarizes the
merits and demerits of hybrid cloud architectures discussed in this section.
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Figure 2.3: Hybrid cloud VANET cloud and conventional cloud [45].

Table 2.3: Merits and demerits of hybrid cloud architectures
presented in this section.

Hybrid cloud ar-
chitectures

Merits Demerits

VANET-
CLOUD [17]

- This model benefits from the
computing capabilities of ve-
hicles that support process-
ing, storage, as well as sens-
ing to extend traditional cloud
computing capabilities.

- Mobility of vehicles in the
temporary cloud can affect
the performance of VANET-
Cloud applications.
- They did not address the se-
curity and privacy issues.

V-cloud [1] - Combines the concept of
VANET, CPS, and Cloud
Computing to provide safety
and comfort for drivers.

- Security and privacy issues
are not addressed.

Merging VANET
with cloud comput-
ing [45]

- Authors suggest a con-
crete VANET cloud architec-
ture to use underutilized on-
board computing and commu-
nication units of vehicles.

- They did not address au-
thentication, security, and
privacy issues.
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VC data collection
for ITSs [27]

- Provides route guidance and
navigation alternatives based
on information about road
conditions.

- If the broker fails, data ag-
gregated may be lost, and the
cloud will not be able to do
the intended functionalities.

2.2 Challenges and Some Proposed Solutions

In this section, we highlight some of the challenges in implementing VANET/VC.
These challenges include the authenticity and integrity of messages, preserving the
privacy of vehicles/drivers, handling selfish nodes, routing, data processing, etc. Next,
we describe these challenges and present a critical comparison of the solutions pro-
posed in the literature addressing these challenges.

2.2.1 Authentication, Integrity and Privacy Preservation

Authentication is one of the important requirements in the vehicular cloud. A receiver
should be able to verify that a transmitted message has been sent by an authentic
member. For example, a single vehicle can claim to be one of hundred vehicles in order
to give wrong information about the congested road. Sharma et al. [92] proposed a
dynamic key-based authentication scheme for vehicular cloud computing for mutual
authentication of senders and receivers.

Message integrity ensures that an intruder is not able to modify a message. Some
of the driver information that needs to be protected from intruders is driver identity,
trip path, and speed [89]. So when messages are disseminated, the authenticity of
the vehicles that are disseminating messages should be verified, the integrity of the
messages should be guaranteed and the privacy of vehicles should be preserved. Raya
et al. [85] used a set of anonymous keys to ensure privacy; these keys are changed
frequently and each key can be used once only and expires after its usage. These keys
are stored in the vehicle’s tamper-proof device (TPD). The TPD is responsible for
all the operations related to key management and usage. Each key is certified by the
issuing Certificate Authority (CA) and has a short lifetime.

Lin et al. [57] proposed a secure and privacy-preserving protocol for VANETs.
This scheme provides privacy to ensure the safety of the drivers. Group signatures
are used to secure communication between vehicles and ID-based signatures are used
to secure communication with roadside units (RSUs). There are two types of man-
agers, the membership managers which provide security and system parameters to
RSUs and send private and group keys to these units, and the traffic managers who
are responsible for collecting information when the identities of vehicles need to be
revealed. When a vehicle is determined as malicious, that vehicle will be excluded
from the system and new group and private keys are generated for the remaining safe
vehicles and are sent out.

Lim et al. [55] proposed secure incentive-based architecture for the vehicular cloud.
They used hash-based digital signature along with public key encryption to ensure the
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integrity and authenticity of messages. When a message is sent, the sender attaches
the digital signature to the message. The digital signature is made by encrypting the
hash of the message using the sender’s private key. The service provider manager
(SPM) is connected to the trusted authority (TA) in the cloud. The TA helps the
SPM in authenticating the sender. If the hash in the digital signature matches with
the hash of the message calculated by the receiver, then the receiver is able to verify
the authenticity and integrity of the message, but if the hash of the message does not
match, the message is discarded upon arrival, so integrity is guaranteed. Also, the
privacy of vehicles is protected by assigning unique pseudo IDs for each vehicle. These
pseudo-IDs are used in all communication to protect the real identities of vehicles. If
a malicious node is detected, the real ID of the malicious vehicle is revealed by the
TA to the authorities for legal investigation.

2.2.2 Selfish Nodes Problem

In a VC, some vehicles, called selfish nodes, may not contribute their resources or
collected phenomena to the cloud but only would like to exploit the resources of
other vehicles; some schemes were designed to encourage selfish nodes to join the VC
and contribute their resources. Lim et al. [55] proposed a secure architecture for the
vehicular cloud to encourage vehicles to participate in the cloud by contributing their
underutilized resources to the cloud. In this method, tokens are given to the vehicles
as a reward to participate in the cloud and they can use it to get services from the
cloud.

An incentive framework for the vehicular cloud on the road was proposed by Kong
et al. [49] to encourage vehicles to contribute their under-utilized on-board resources
to VC. It consists of the following types of entities: task server, RSU, leader vehicle,
and vehicles. The task server selects a leader for vehicles and the leader works as the
controller of VC. The task server is responsible for searching for on-board resources
for the intelligent vehicles, managing the registration of vehicles, distributing the
keys to the vehicles, and also maintaining accounts for the registered vehicles. RSUs
serve as a gateway between the task server and vehicles and collect and transmit
the related information generated by the vehicles to the task server and also send
the messages from the task server to vehicles within their transmission range. The
leader vehicle selects vehicles to collaborate for completing tasks and is responsible
for organizing the on-board resources of the vehicles, publishing tasks to the vehicles,
assigning tasks to each vehicle, calculating payments for the participating vehicles,
and collecting results after vehicles complete the tasks allocated to them. After
vehicles complete the tasks, the leader vehicle sends the vehicles’ rewards to the task
server through its closest RSU. Then the task server updates the rewards for each
vehicle in its account.

2.2.3 Vehicular Cloud Management

Change in the number of resource providers (vehicles) over time affects cloud man-
agement. For example, some vehicles are parked in the parking lot for several days,
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and if their owners agree to rent their resources, these vehicles need to be plugged
into a power outlet to share their resources. The available resources can change de-
pending on the arrival and departure of vehicles. A vehicle can leave the parking lot
while its resources are being used by some applications. So, the issue is how to take
into account the unpredictable nature of the vehicles arriving and departing parking
lots to schedule resources and assign computational tasks to the various vehicles in
the vehicular cloud. Other issues that may affect the stability of the cloud are the
vehicle’s velocity, and broken V2V and V2I communications due to interferences and
obstacles [64].

In [10, 24], the authors propose several clustering methods for electing a cloud con-
troller or a set of leaders to address the above challenges in VANET clouds. Authors
in [10] have proposed a clustering technique to solve the resource limitation problem.
Their method groups vehicles and vehicles in each group cooperate with each other to
contribute their resources. Since some applications require large amounts of data to
upload, download, and store, these applications need more storage and computation
resources. Furthermore, they assume that all vehicles are equipped with a positioning
system like GPS to get information about their location. In this method, vehicles
form clusters and the ones that are more appropriate become cluster heads (CH). The
CH is responsible for the creation, maintenance, and deletion of a vehicular cloud. All
vehicles will register their resources with the CH and cloud resources are scheduled
by CH. If a vehicle needs some resources from the vehicular cloud, it asks CH and
CH selects the best cluster member (vehicle with sufficient unutilized resources) from
the cluster to complete the requested service.

2.2.4 Routing and Data Processing in Cloud

Route selection is an essential factor to avoid congested routes and transfer the data
to the destination in a reasonable amount of time. In the vehicular cloud, the selection
of paths is challenging due to the high mobility of vehicles. The selection of an entity
for data processing is also challenging. Processing data can be done inside vehicles,
infrastructure equipment (e.g., RSUs), or conventional cloud.

Kumar et al. [50] proposed a cloud-assisted design for autonomous driving, which
allows the cloud to access sensor data from autonomous vehicles as well as RSUs to
assist autonomous cars in planning their routes. Moreover, it assists vehicles with
determining efficient routes and avoiding obstacles such as road work, accidents, traf-
fic jams, etc. The cloud records the current route of all the vehicles and collects
information about all obstacles. Then, the cloud sends alternate routes avoiding the
obstacles. Thus, the cloud can assist vehicles in determining efficient routes. Authors
in [82] proposed VehiCloud architecture to provide routing service for vehicular net-
works. Vehicles in VehiCloud monitor certain conditions in certain areas as well as
predict their future locations. This information is sent to the Cloud decision module
through terminals (e.g., RSUs), which are responsible for making the routing deci-
sion. As a result, the cloud can predict future traffic information by collecting the
trajectory information of vehicles.
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Wang et al. [101] proposed a body area sensor network (BASN) formed by vehicu-
lar devices and sensors attached to the drivers for measuring bio-medical information.
It consists of a set of layers that process the collected data before making a suggestion
to the driver. In the repository layer, data can be classified into low-level context (e.g.,
temperature, blood pressure) and high-level context (e.g., gesture, activity) based on
pre-processing techniques. In the knowledge processing layer, low-level and high-level
context will be processed using techniques such as data mining, reasoning, k-means
clustering, etc. Finally, some outputs will be delivered through the context-aware
middle layer to the upper actuator layer and some actions will be taken like stopping
the car, turning slow, and sending alarm signals to the driver.

2.2.5 Virtualization in Vehicular Cloud

A vehicular cloud is a dynamic environment due to the mobility of vehicles; moreover,
vehicular clouds have limited computing and storage capacity compared to traditional
clouds. Thus, virtual machine (VM) management seems to be a challenge in vehicular
clouds. For example, when the vehicles in a parking lot are used as data centers, it is
possible to store the data of the customers in a vehicle temporarily. This data needs
to be moved from the devices before the vehicle leaves the parking lot. Therefore,
the VC requires a virtual machine to manage the physical devices used to process or
store data [103].

Yu et al. [114] studied cloud resource allocation and VM migration for effective
resource management in cloud-based vehicular networks. They presented different
scenarios of VM migration due to vehicle movement. Figure. 2.4 illustrates different
VM migration scenarios. In the first case, when vehicle A moves from the coverage
area of RSU-1 to RSU-2, a VM migration is needed. Since RSU-1 and RSU-2 connect
to different cloudlets, guest VM-A should be transferred from roadside cloudlet-1 to
roadside cloudlet-2. After that, A will access cloudlet-2 via RSU-2 to resume its
service. In the second case, when vehicle A moves from the coverage area of RSU-1
to RSU-2. Since these two RSUs connect to the same roadside cloudlet, there is no
need for VM migration. However, radio handoff from RSU-1 to RSU-2 may still take
a short period. In the third case, vehicle A moves from the coverage area of RSU-2
to RSU-1. Before A’s movement, nodes A, C, and D have connections in an ad hoc
manner. Vehicle C access the roadside cloud through vehicle A. The movement of A
will cause the disconnection of C from the roadside cloud. In this case, guest VM-C
will be transferred from the roadside cloud to the vehicle cloud in D. Then, vehicle
C can continue its service through D. The last case is similar to that of case three,
except that there is no direct link between vehicles C and D. In this case, guest VM-C
has to be migrated from the roadside cloud to the central cloud. After that, C will
access the central cloud to resume its service using long-distance communications
such as 3G/4G cellular networks.

The VM migration scheme proposed by Reffat et al. [86] for vehicular cloud works
as follows: The source node chooses a destination node depending on the search cri-
teria. If the destination node does not have enough resources to host a VM or if
the VM cannot be migrated to the destination node in a pre-defined time window,
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Figure 2.4: Virtual machine migration scenarios [114].

migration is retried by excluding that destination. Otherwise, the VM is migrated to
the destination node. After a certain number of migration attempts fail, migration
is marked as unsuccessful. If migration is unsuccessful, the VM is directed to the
RSU. The authors proposed two methods against the random selection of the desti-
nation node. The first one is the vehicular virtual machine migration with the least
workload (VVMM-LW) and the second one is vehicular virtual machine migration
with mobility awareness (VVMM-MA). The first approach selects the vehicle with
the lightest workload among the vehicles that are predicted to remain in the network
as the destination node to migrate the virtual machine. The second approach uses
the vehicle’s routes and approximations of the future locations of all vehicles in the
vehicular cloud and excludes the vehicles that are predicted to go off the network.

2.2.6 Context Awareness in Vehicular Cloud

Context-aware information can provide more convenience and safety for drivers and
passengers. For example, a context-aware service could be a live video of a planned
route for the driver or a real-time traffic update [98]. Sultan et al. [5] proposed a
context-aware driver behavior detection system to detect irregular behavior of drivers
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and notify other drivers on the road to prevent accidents from happening. This
architecture is divided into three phases, namely, sensing, reasoning, and acting. In
the sensing phase, the system collects information about the driver, the vehicle’s
state, and environmental changes. The reasoning phase involves reasoning about
uncertain contextual information to get the behavior of the driver. They designed
a Dynamic Bayesian Network (DBN) model to perform probabilistic reasoning to
infer the behavior of the driver. This model combines information collected from
different sensors capturing the driver’s behavior and uses probabilistic inference to
get the driver’s current driving style. The driver and other vehicles are then alerted by
triggering an in-vehicle alarm and by sending warning messages containing corrective
actions to other vehicles in the VANET.

The multi-layer context-aware vehicular cloud architecture proposed by Wan et
al. [100] has the following three layers: Vehicular computational layer, location com-
putational layer, and cloud computational layer. In the vehicular computational layer,
a context-aware driver behavior detection system is implemented. This system com-
municates with other vehicles to share the context-aware road and safety information.
The location computational layer uses the RSUs deployed at specific locations on the
road to exchange information with OBUs. The cloud computational layer provides
context-aware cloud services through interconnected clouds of automotive multimedia
content cloud, traffic authority cloud, location-based service cloud, automotive man-
ufacturer cloud, and other application clouds. The authors describe cloud-assisted
parking services that address traditional parking garage scenarios for drivers. The
context information of each parking space detected by sensors is forwarded to the
traffic cloud through wireless sensor networks (WSNs), 3G communication networks,
and the Internet. The collected data are processed in the cloud and then selectively
transmitted to the drivers. This is helpful for providing more convenient services
and evaluating the utilization levels of the parking garage. Table 2.4 summarizes the
merits and demerits of the solutions discussed above.

Table 2.4: Merits and Demerits of proposed solutions

Proposed solu-
tions

Issues ad-
dressed

Merits Demerits

GSIS [57] Authentication,
integrity and
privacy preser-
vation

- This scheme ensures
the privacy of the vehi-
cles

- Cryptographic oper-
ations can cause large
overhead.

Secure incentive-
based architec-
ture [55]

Authentication,
integrity and
privacy preser-
vation

- Their scheme ensures
source authentication,
message integrity, and
privacy preservation.

- This scheme assumes
service providers are
trustworthy.
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Secure incentive-
based architec-
ture [55]

Selfish nodes
problem

- Encourages vehicles
to participate in the
cloud by giving them
tokens as a reward
which they can use to
get services from the
cloud.

- If the RSU fails, the
received and collected
data by the RSU can be
lost.

A secure
and privacy-
preserving incen-
tive framework
for VC [49]

Selfish nodes
problem

- Vehicles can earn pay-
ments for participating
in and completing the
accepted tasks.

- This proposed
method didn’t take
into account the se-
curity issues related
to guaranteeing the
availability of the
incentive mechanism.
- The leader vehicle is
a bottleneck because
it is responsible for all
tasks.
- If the leader vehicle
fails, data aggregated
could be lost.

A cluster-based
VC with learning-
based resource
management [10]

Vehicular
cloud manage-
ment

- This scheme uses clus-
tering technique to pro-
vide resources coopera-
tively.
- CH chooses a vehicle
that has sufficient re-
sources to complete a
requested service.

- The resource allo-
cation algorithm may
cause service delays.
- CH is a bottleneck be-
cause it is responsible
for all tasks.
- If the CH fails, data
aggregated is lost.

A cloud-assisted
design for au-
tonomous driv-
ing [50]

Routing and
data process-
ing

- This scheme enables
autonomous cars to
plan safer and more
efficient paths by
sharing their sensor
information with the
cloud.

- Autonomous vehicles
often require accurate
localization. This is
not addressed.

Cloud computing
facilitated routing
in vehicular net-
works [82]

Routing and
data process-
ing

- Provide routing ser-
vice for vehicles in the
network.

- Security issues are not
addressed.

21



BASN [101] Routing and
data process-
ing

- Provide some real-
time services based on
cloud computing tech-
niques.
- BASN, with context-
aware reasoning and
knowledge processing
techniques, can im-
prove drivers’ safety
and comfort.

- Security issues are not
addressed.

Toward cloud-
based vehic-
ular networks
with efficient
resource manage-
ment [114]

Virtualization
in VC

- They studied differ-
ent scenarios to mi-
grate VMs to provide
services to vehicles.

- Central cloud has suf-
ficient cloud resources
but end-to-end commu-
nications delays can be
large.

Dynamic VM
migration in a
VC [86]

Virtualization
in VC

- Aims to handle fre-
quent changes in VC
topology efficiently.
- Increased fairness in
vehicle capacity utiliza-
tion across VC.

- Does not migrate
the workload to multi-
ple destinations simul-
taneously to maximize
chances of success.

Context-aware
driver behav-
ior detection
system [5]

Context
awareness in
VC

- Supports improving
road safety.
- Helps detect irregu-
lar behaviors of drivers
and notify other drivers
on the road to prevent
accidents from happen-
ing.

- Does not suggest ap-
propriate corrective ac-
tions for other vehicles
on the road.

Context-aware
vehicular cyber-
physical sys-
tems [100]

Context
awareness in
VC

- Helps in improving
road safety and traffic
management.

- Security issues are not
addressed.

2.2.7 Drawbacks of the above Proposed Solutions and Open Issues

In this section, we present some of the drawbacks of the solutions presented in this
section and discussed some open issues that need further investigation in the vehicular
cloud environment.

Cluster-based vehicular cloud architectures have been proposed in [10] and [36],
by grouping vehicles according to their location and speed. Both of these schemes
rely on a cluster head (CH) which is elected by the vehicles in the cluster, and this CH
performs the creation, maintenance, and deletion of all the vehicles in that cluster.
A similar approach is proposed by Chaqfeh et al. [27], where vehicles in a specific
region form a vehicular cloud and elect a broker among them. The broker collects the
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desired data from the vehicles and then sends it to a cloud server if further processing
is required. None of these schemes scale well as the number of vehicles increases.
When vehicles are moving fast, frequent CH and broker elections occur which result
in large message overhead. In addition, if CH or broker fails, data aggregated by
them may be lost.

In other architectures [44, 107] which combine VANET and cloud, vehicles collect
data and send them to the cloud through a mediator or an RSU. The vehicles in the
same area could collect the same data, so this leads to redundancy and results in
a large message overhead. However, if information about observed phenomena is
aggregated and stored in a cloud, this redundant propagation of messages can be
prevented. Hence, data aggregation is another crucial requirement for building an
efficient vehicular cloud. Like [10, 36], they also suffer from a single point of failure–
if the mediator or the RSU fails, data aggregated could be lost.

Many of the solutions proposed [100, 45, 1, 17] do not address the security and
privacy issues. Ensuring security and privacy is an important issue in VANET/VC;
if information exchanged between entities is modified by a malicious vehicle, serious
consequences such as traffic congestion and accidents can occur. In addition, sensitive
data could be lost, and human lives also could be in danger. Hence, messages sent by
vehicles must be authenticated and securely delivered to vehicles in the appropriate
regions. Furthermore, privacy-related information such as the driver’s name, position,
and traveling route must be protected. If vehicles cannot communicate anonymously,
an attacker could easily trace vehicles by monitoring the messages sent by that vehicle.

Several privacy-preserving authentication schemes such as cooperative authentica-
tion [47], anonymous authentication [13], dual authentication [58], cloud secure com-
munication [61], and RSU-aided message authentication [115] have been proposed. In
these schemes, vehicles communicate not only with each other but also with the RSUs
or the Trusted Authority (TA) to verify the authenticity of the messages. Although
they support authentication and privacy, these schemes suffer from communication
overhead and do not scale well. If network traffic becomes heavy, it might not be pos-
sible for vehicles to authenticate, process, and forward messages in a timely manner.
This could also result in message loss and redundant message propagation. Several
other schemes [47, 13, 58, 56, 61] exist in the literature for solving authentication and
privacy issues in communication; however, many of them [47, 13, 56] do not guarantee
the confidentiality of exchanged messages and therefore, are vulnerable to attacks.

As we have seen, some schemes lead to redundancy and result in large message
overhead, and some other schemes suffer from a single point of failure. In addition,
many of the other schemes do not address security and privacy issues. Some only
address authentication and privacy, but they suffer from communication overhead
and do not scale well. Furthermore, some of the other schemes do not guarantee
the confidentiality of exchanged messages. Therefore, we proposed architecture to
address these issues. In the next chapter, we present a distributed architecture for
the vehicular cloud that ensures security and privacy in communication. Our scheme
has less communication overhead and is more scalable. Furthermore, it is capable
of eliminating redundant messages through aggregation. Last but not least, the
architecture is attacked resilient and handles the failure of RSUs.
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Chapter 3 A Secure and Distributed Architecture for Vehicular Cloud

Marriage between cloud computing and VANETs would help solve many of the needs
of drivers, law enforcement agencies, traffic management, etc. In this chapter, we
propose a secure and distributed architecture for the vehicular cloud which uses the
capabilities of vehicles to provide various services such as parking management, ac-
cident alert, traffic updates, cooperative driving, etc. Our architecture ensures the
privacy of vehicles and supports scalable and secure message dissemination using the
vehicular infrastructure.

3.1 Introduction

Modern vehicles are equipped with computing, communication, and storage resources,
which often remain underutilized. Vehicular networks can also benefit from cloud
computing. The Vehicular Cloud (VC) architecture which combines VANETs with
cloud, was first proposed in [77] to fully capitalize the resources in VANET. In their
approach, a VC is a collection of autonomous vehicles in VANET where vehicles
contribute their underutilized computing, sensing, and communication resources to
the cloud. Vehicle resources and the information shared by the vehicles with the cloud
can be used in decision-making [37]. A vehicular cloud allows vehicles to exchange
their collected data with the cloud where it can be analyzed, verified, organized,
aggregated, and then propagated to the relevant vehicles/customers. Various other
applications can also benefit from using a VC. Some of these applications include
accident alerts, parking management, road conditions alerts, cooperative driving,
and traffic management.

In many of the existing vehicular cloud architectures, vehicles either communicate
with each other directly or use Road Side Units (RSUs) to form a vehicular cloud.
In some schemes such as [47, 56], vehicles authenticate themselves and some other
schemes use RSU -aided message authentication [115, 61]. These schemes suffer from
communication overhead and do not scale well. If network traffic becomes heavy,
it might not be possible for vehicles to authenticate, process, and forward messages
in a timely manner. This could also result in message loss and redundant message
propagation.

Ensuring security and privacy is an important issue in the vehicular cloud; if
information exchanged between entities is modified by a malicious vehicle, serious
consequences such as traffic congestion and accidents can occur. In addition, sensitive
data could be lost, and human lives also could be in danger. Hence, messages sent by
vehicles must be authenticated and securely delivered to vehicles in the appropriate
regions. Furthermore, privacy-related information such as the driver’s name, position,
and traveling route must be preserved. If vehicles cannot communicate anonymously,
an attacker could easily trace vehicles by monitoring the messages sent by that vehicle.
Several schemes [47, 61, 56, 13, 58] exist in the literature for solving authentication
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and privacy issues in communication; however, many of them do not guarantee the
confidentiality of exchanged messages and therefore, are vulnerable to attacks.

In our proposed architecture, vehicles collect data and forward it to the cloud
where this data can be verified, analyzed, organized, aggregated, and then propa-
gated to the relevant vehicles. Multiple vehicles may observe the same phenomena
and forward these to the cloud which could result in the propagation of redundant
messages. However, if information about observed phenomena is aggregated and
stored in a cloud, this redundant propagation of messages can be prevented. Hence,
data aggregation is another crucial requirement for building an efficient vehicular
cloud. Many of the existing schemes do not address this issue and therefore, suffer
from computation and communication overhead.

Objectives. The purpose of our work is to design a distributed, secure vehicular
cloud architecture that ensures security and privacy in communication. Our scheme
should also be scalable and should have less communication overhead. Furthermore,
it should be capable of eliminating redundant messages through aggregation. Last
but not the least, the architecture is attacked resilient and can handle the failure of
RSUs.

Contributions. Following are the main contributions in this direction:

• Confidentiality. We propose a Vehicular Cloud architecture that ensures the
confidentiality of sensitive messages by encrypting messages using Symmetric
Key Cryptography.

• Authentication. We use digital signature based on Public Key Cryptography to
ensure the authenticity and integrity of messages.

• Aggregation. Our architecture supports data aggregation based on the type and
location of the message to eliminate redundant messages.

• Scalability. In our scheme, vehicles do not exchange messages between them-
selves; they only forward them to the nearest Road Side Units, which in turn
propagate the messages further in a hierarchical manner. This reduces commu-
nication overhead and makes the architecture scalable.

• Privacy. Our scheme ensures the anonymity and privacy of vehicles using
pseudo IDs. We propose an RSU-mix zone model where vehicles can change
their pseudo IDs to improve their privacy.

The rest of the chapter is organized as follows. In Section 3.2, we describe our
proposed architecture. In Section 3.4, we present the security and overhead analysis of
the architecture. We present and compare some related works in Section 3.5. Finally,
Section 3.6 summarizes the chapter.

3.2 Proposed Model

In this section, we present our system model and then describe the proposed archi-
tecture in detail.
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3.2.1 System Model

Fig.1 illustrates the proposed architecture which consists of vehicles, Road Side Units
(RSUs), Regional Clouds (RC), and a Central Cloud (CC).

Vehicle: Vehicles are assumed to be equipped with an on-board unit (OBU) for
computation and communication. Vehicles can communicate with RSUs through the
radio defined under the IEEE Standard 1609.2 [97], which is the proposed standard
for wireless access in vehicular environments (WAVE). We assume that vehicles obtain
their public/private key pairs and the public keys of the RSUs and a set of pseudonyms
when they register with their local RC such as the Department of Motor Vehicles
(DMV) that administers vehicle registration and driver licensing.

RSU: RSUs are distributed on the roadsides. In our architecture, RSUs are
assumed to be not compromised. They collect the information sent by vehicles as
well as authenticate and aggregate the received messages and forward them to the
regional cloud.

RC: We assume the geographical area (for example, a country) is divided into
regions and each region is controlled by an RC. An RC store, analyzes, processes, and
aggregates the relevant messages received from RSUs in its region and forwards the
information to CC if necessary. It manages all private information about vehicles in
its region and shares them securely with RSUs upon request. The RC and the RSUs
within its region are able to communicate with each other through a wired or wireless
network. When a vehicle sends a message, the RSU can verify the authenticity of the
message and the RC can also help RSUs to identify the real identity of vehicles when
investigations are required. RCs are assumed to be trustworthy and not compromised
and have a large computation and storage capacity. RCs are assumed to be connected
to all RSUs in its region, possibly through the Internet.

CC: The CC is assumed to have more storage and computational power than the
RCs. CC and RCs can communicate with each other securely via a wired or wireless
network. RCs provide the CC with services that may be needed by other vehicles in
other regions. In addition, CC can provide services to other departments such as law
enforcement, traffic management, etc. The CC is assumed to be trustworthy and not
compromised.

3.2.2 Proposed Architecture

In this section, we describe our architecture in detail. The notations used in this
section are listed in Table 3.1.

In our scheme, information collected by vehicles in an area is sent to the RC which
covers that area (e.g., city or state) through the nearby RSUs which authenticate and
aggregate the received messages and then forward them to the RC for storage. RC
analyzes, processes, and further aggregates the relevant messages and sends them
to vehicles in appropriate regions so the drivers can take appropriate action. The
RCs also communicate securely via wired/wireless networks with the CC which has
more storage and computational power. The CC provides services to the RCs and to
different departments (e.g., police department, traffic department, health department,
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Figure 3.1: Secure and Distributed Architecture for Vehicular Cloud.

Table 3.1: Notations.

Notation Description

RCi Regional Cloud i

RSUi Road Side Unit i

CC Central Cloud

IDA Identity of Entity A

PIDA Pseudo Identity of Entity A

M A Message

Vx Vehicle x

Type Type of Message

Loc Location of the Phenomena

ts Timestamp

SKA Private Key of Entity A

PKA Public Key of Entity A

K Secret Shared Key

SIGA(M) Signature of M Signed using A’s Private Key

H() Hash Function

E(M,K) Encryption of M with Key K
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etc.) and these departments can also provide the CC with services that the drivers
might need. For example, if someone’s car gets stolen, he/she will call the police
department, the police will notify the CC which will forward it to the RCs and the
RCs will forward it to the vehicles in their region through RSUs. When a vehicle
sees the stolen car using a camera that captures the plate number of the stolen car,
it will send a message that contains the location of the stolen car back to the RC
which will send to the police department.

Fixed infrastructure (e.g., RSUs) may not exist in some areas or nearby RSU
could have failed. In such cases, messages have to be routed to another nearby
RSU through intermediate vehicles. If there are no vehicles or RSUs within the
transmission range of a vehicle, the vehicle stores and carries the message until it
gets closer to the next RSU or a vehicle. RSUs are responsible for verifying the
authenticity and integrity of messages sent by vehicles before forwarding them to
RC. In addition, all driver information should be protected and attackers should not
be able to trace the routes of the vehicles. We propose an RSU-mix zone model where
vehicles can change their pseudo IDs and use them in all communications instead of
their real identities and changing them frequently will improve privacy.

3.2.3 Key Generation and Distribution

We assume that the RSUs, RCs, and the CC are trusted and not compromised.
When a vehicle v is registered or renewed with RC, it gets the public keys of the
RSUs and stores them in the vehicles and each vehicle is preloaded with a set of
pseudonyms (PID1, P ID2, ..., P IDn).

In our architecture, all messages are authenticated using digital signatures. When
a vehicle sends a message, the sender vehicle attaches its digital signature to the
message. The digital signature is made by encrypting the hash of the message using
the vehicle’s private key. Moreover, not all messages need to be encrypted; a vehicle
can decide if the message needs to be encrypted or not depending on the type of the
message. For example, if a vehicle has to notify about ice on the road, it need not
encrypt the message. On the other hand, if a vehicle wants to send a message about
a crime scene, this message needs to be encrypted. If the vehicle decides to encrypt a
message, it generates a secret key K and encrypts the message using K and this key
also is encrypted using the public key of RSU PKRSU and sent to the nearby RSU .
This ensures confidentiality. Now, when RSU receives the message, it gets the secret
key K first by decrypting it using RSU ′s private key SKRSU and then it decrypts the
message using the secret key K and authenticates the message using the signature.

The following two subsections describe how vehicles send messages about observed
phenomena and how they request a service from the RC.

3.2.4 Vehicles Sending Messages about Observed Phenomena

We assume events are classified into various types such as traffic congestion, ice on the
road, accidents, etc. When vehicles sense events, they send messages about the sensed
events to the RC through RSUs and the RC determines if the message needs to be
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forwarded to all the vehicles in its region. At the same time, the RC also forwards the
messages to the CC, if necessary. The CC processes and stores the received messages
and forwards the messages to other RCs if they need them. For example, if a vehicle
observes abnormal road conditions (e.g., work zone), it will send a message to RC
which will send it to the vehicles in its region and to the CC which will forward it
to the relevant RCs. So the vehicles that are going toward that work zone area can
avoid the area. So, the driver can have information about traffic conditions which can
increase driver safety and reduce the number of traffic accidents. Figure 3.2 shows
the flow chart of communication from vehicle to RC. This scheme works as follows.

Figure 3.2: Vehicle Sending a Message to RC.

When a vehicle vx senses an event, it decides whether it is sensitive information
or not. If it is not sensitive, vx assembles the message M1 without encrypting it, and
then sends it to the nearby RSUk. If it is sensitive information, it assembles M2 and
then sends it to the nearby RSUk, where M1 and M2 are defined as follows:

M1 = IDRSUk
, (PIDvx , T ype, Loc, ts), SIGvx(M1)

(where, SIGvx(M1) = E(H(PIDvx , T ype, Loc, ts), SKvx).

M2 = IDRSUk
, E((PIDvx , T ype, Loc, ts), K), E(K,PKRSUk

), SIGvx(M2)
(where, SIGvx(M2) = E(H(PIDvx , T ype, Loc, ts), SKvx).

The message M1 includes the pseudo ID of vehicle vx, the type of the message Type,
the location of phenomena Loc, and the timestamp ts. vx attaches its digital signa-
ture that is obtained by computing the hash of the message and encrypting it using
its private key SKvx . In message M2, the symmetric key K, generated by vx is used
to encrypt the message and this key is encrypted with the public key of RSUk. When
the nearby RSUk receives the message, it verifies the authenticity and integrity of
the message using the signature and processes the message. In case, no nearby RSU
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exists or nearby RSU becomes unavailable due to failure, our architecture handles
this situation as follows.

Case 1. When a vehicle finds that the RSU within its transmission range has
failed (or there is no RSU within its transmission range), it computes the message
using the ID and the public key of the nearest RSU and then forwards the message
to that RSU through other vehicles using an underlying routing algorithm. We as-
sume that all vehicles know the location as well as the public keys of all RSUs. For
example, in AODV protocol [73], a node requests a route to a destination by broad-
casting a route request (RREQ) message to all its neighbors. When a node receives
an RREQ message, it, in turn, broadcasts the RREQ message. This process repeats
until the RREQ reaches a destination (RSU). Then, the destination responds with a
route reply (RREP) message. Therefore, if a vehicle doesn’t get a reply message from
RSU , the route to that RSU failed. Next, the vehicle will look for another RSU and
go through the same process until it gets an RREP message. Once the vehicle gets
an RREP message, it will forward the sensed message to that RSU .

Case 2. If there is no nearby RSU and no nearby vehicles, vx waits (stores
and carries the message) until it finds an RSU or a vehicle within its transmission
range. If vx finds any of them it forwards the message to that RSU or to that vehicle.

Message Aggregation by RSU s and RC. When an RSU receives multiple
messages from different vehicles that describe the same event, it aggregates them
(based on type, location, and time) to a single message Magg and sends it to the RC.
When RC receives the message Magg, RC stores Magg and performs more aggregation
if it gets similar messages from other RSUs. Magg is defined as follows:

Magg = IDRCi
, (IDRSUi

,M, ts), SIGRSUi
(Magg)

(where SIGRSUi
(Magg) = E(H(IDRSUi

,M, ts), SKRSUi
).

3.2.5 RC Sending Messages to CC or to RSUs

When an RC decides to send a message to the RSUs in the area covered by its region
(e.g., city or state), it computes and disseminates M3 to the appropriate RSUs and
the RSUs broadcast the message to the vehicles within their transmission ranges. In
addition, RC decides whether or not to send M3 to CC. If RC thinks that M3 is an
important message, then it sends M3 to CC as well. M3 is given by,

M3 = IDRC , (Type, Loc, ts), SIGRC(M3)
(where SIGRC(M3) = E(H(Type, Loc, ts), SKRC).

Upon receiving the message M3, CC stores and processes M3. Then it computes
M4 which could be encrypted if necessary and then disseminates M4 to all appropri-
ate RCs if they need them. When RCi receives the message M4, it broadcasts M4

to all vehicles within its region through the RSUs and the intended vehicles then
consume it. M4 is given by,
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M4 = IDRCi
, IDCC , (Type, Loc, ts), SIGCC(M4)

(where SIGCC(M4) = E(H(Type, Loc, ts), SKCC).

Algorithm 1 shows the algorithm for vehicle sending message to RC.

Algorithm 1 Vehicle vi Sending Messages to RC

When vi wants to send a message:

if there is an RSU within its transmission range // step 1.
Send(M) to RSU ;

else if there is a vehicle vj within its transmission range
Send (M) to vj;

else
Store (M) and go to step 1.

When RSUi receives M from vi:

Authenticate (M);
Aggregate (M) with other messages if possible;
Send(M) to RC;

When an RC receives M from an RSU:

Authenticate(M);
Aggregate(M) with other messages if possible;
Process(M);
Store(M);
Send(M) to CC if necessary;
Send(M) to other RSUs in its region if necessary;

When CC receives the message M:

Authenticate(M);
Aggregate(M) with other messages if possible;
Process(M);
Store(M);
Send(M) to appropriate RCs;

3.2.6 Vehicles Requesting Service from an RC

Figure 3.3 gives a flow chart of actions taken when a vehicle requests a service
from its RC. Next, we present the algorithm for requesting service in detail.

When vehicle vx wants to request a service from the RC, it computes and sends
the message M1 to the nearby RSU which then forwards M2 to the RC where M1
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Figure 3.3: Vehicle Requesting a Service from RSU .

and M2 are given by,

M1 = IDRSU , (PIDvx , T ype, Loc, ts), SIGvx(M1)
(where SIGvx(M1) = E(H(PIDvx , T ype, Loc, ts), SKvx).

M2 = IDRC , (IDRSU , T ype, Loc, ts), SIGRSU(M2)
(where SIGRSU(M2) = E(H(IDRSU , T ype, Loc, ts), SKRSU).

The message M1 includes the pseudo ID of vehicle PIDvx , the type of event Type,
the location of event Loc, and the timestamp ts. The vehicle vx attaches its digital
signature SIGvx so that the RSU can authenticate the request message. If the vehicle
vx wants to request sensitive information (e.g., a vehicle from a police department),
it generates a symmetric key K and encrypts the message using K and then encrypts
K with RSU ’s public key PKRSU . In this case vx sends M3 where M3 is defined as
follows:

M3 = IDRSU , E((PIDvx , T ype, Loc, ts), K), E(K,PKRSU), SIGvx(M3)
(where SIGvx(M3) = E(H(PIDvx , T ype, Loc, ts), SKvx).

If the nearby RSU is not within the transmission range of vx, it will forward the
request message to the nearby RSU through intermediate vehicles using an underlying
routing protocol.

When an RC receives the request message, it checks if it has the requested infor-
mation. If so, it computes and sends a service message M4 to the vx through RSU .
Note that if the vehicle is not within the transmission range of RSU , M4 will be
forwarded through intermediate vehicles, where,
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M4 = IDRSU , (IDRC , T ype, Loc, ts), SIGRC(M4)
(where SIGRC(M4) = E(H(IDRC , T ype, Loc, ts), SKRC).

If RC does not have the requested information, it forwards the request to the CC.
When CC receives the request, it checks if it has the requested information. If it has
it, CC computes and sends the service message to the RC. When RC gets the service
message, it forwards the service message to the relevant RSU which forwards it to the
vehicle vx directly if vx is within RSU ′s transmission range or through intermediate
vehicles if it is not. Then vx authenticates the message and consumes it. Algorithm
2 gives the algorithm for requesting information.

3.2.7 When vehicle v moves to new RC

When a vehicle enters the area covered by a new regional cloud, it sends a join mes-
sage (Mj) to the nearby RSU .
Mj = IDRSUk

, (PIDvx , Join, ts), SIGvx(Mj)
(where, SIGvx(Mj) = E(H(PIDvx , join, ts), SKvx).

The message Mj includes the pseudo ID PIDvx of the vehicle, the join request
message Join, and the timestamp ts. We use the timestamp to ensure the freshness
of the join message and the vehicle vx attaches its digital signature SIGvx .

After receiving the join message of the vehicle, RSU sends it to the regional cloud.
The regional cloud verifies the validity of the vehicle which has information about all
the vehicles in its region. If it is a valid vehicle, RC sends PIDsvx and PKvx to all
RSUs within its region. Then RSUs start receiving and authenticating messages from
vehicle vx. In addition, if vehicles travel from one RC to other RCs, their information
will be kept in RSUs. In case vehicles travel rarely in other RCs, their information
will not be kept in RSUs for a long time. For example, if a vehicle doesn’t visit an
RC thirty days after its first visit, that RC will inform the RSUs in its region to
remove all information pertaining to that vehicle.

3.3 Achieving Privacy in Our Architecture

Vehicles in VANETs use pseudonyms (pseudo IDs) to communicate with each other
and RSUs to ensure privacy. Researchers recommend changing the pseudonyms fre-
quently so that messages cannot be linked. Changing pseudonyms will not be useful
if previous and current pseudonyms can be linked to a vehicle. Therefore, different
schemes have been proposed to hide the pseudonym changes to make it difficult to link
pseudonyms. One of the strategies to change pseudonyms is to establish mix zones
[39, 59, 25, 96, 78, 35, 42, 112], where several vehicles in an area change pseudonyms
at the same time to confuse the attacker from linking old and new pseudonyms. Most
of these schemes do not fully guarantee privacy when changing pseudonyms in some
situations (e.g., vehicles density is low). Hence, we design a scheme for changing
pseudonyms that ensures privacy in all traffic conditions. Our scheme depends on
mix zones, which are regions that allow vehicles to change their pseudonyms to make
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Algorithm 2 Vehicle vi Requesting Information from RC

When vi sends a request message M to RC:

if there is an RSU within its transmission range
Send(M) to RSU ;

else if there is a vehicle vj within the transmission range of vx
Send (M) to vj;

else
Store (M) and go to the first step.

When an RSUi receives M from vx:

Authenticate (M);
Send(M) to RC;

When an RC receives M from an RSU:

Authenticate(M);
if RC has the requested information
Send(SM) to vx through RSU ;

else
Send (M) to CC

When CC receives M from RCk:

Authenticate(M);
if CC finds the requested information
Send(SM) to RCk; // SM is the Service Message

else
Send (NSM) to RCk; // NSM is No Service Message

When RCk receives SM or NSM from CC:

if the message is SM
Authenticate(SM);
Store(SM);
Send(SM) to the requested vx through RSU ;

else
Authenticate(NSM);
Send (NSM) to the requested vx through RSU ;
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it difficult for an attacker to link pseudonyms to a vehicle.

3.3.1 Proposed model for Privacy

In this section, we present our scheme for changing pseudonyms in a mix zone envi-
ronment.

In our scheme, we assume that each vehicle has a set of pseudonyms generated by
the RC, and the vehicles change their pseudonyms in a predefined RSU region. As an
example, when a vehicle vi runs out of pseudonyms, vi sends a request message Mp

to RC for getting a new set of pseudonyms. The message Mp is defined as follows:
Mp = IDRSUk

, E((PIDvi , type, ts), K), E(K,PKRSUk
), SIGvi(Mp)

(where, SIGvi(Mp) = E(H(PIDvi , type, ts), SKvi).

The message Mp includes the pseudo ID of vehicle vi, the type of message type,
and the timestamp ts. The symmetric key K, generated by vi is used to encrypt the
message and this key is further encrypted with the public key of RSUk. Finally, vi
attaches its digital signature that is obtained by computing the hash of the message
and encrypting it using its private key SKvi . When the nearby RSUk receives the
message, it verifies the authenticity and integrity of the message and forwards it to
RC. After receiving the request message, RC generates a set of pseudonyms for the
vi and sends the message M

′
p1

to all the RSUs in its region. The message M
′
p1

is
defined as follows:

M
′
p1

= IDRSUi
, E((IDRC , (PID1, ..., P IDn), type, ts), K), E(K,PKRSUi

), SIGRC(M
′
p1
)

(where, SIGRC(M
′
p1
) = E(H(IDRC , P ID1, ..., P IDn, type, ts), SKRC) and i = 1, 2, ...,m

(assuming there are m RSUs).

The messageM
′
p1
includes the ID of the RC IDRC , a set of pseudonyms PID1, ..., P IDn

assigned for the vehicle vi, the type of message type, and the timestamp ts. The sym-
metric key K, generated by the RC is used to encrypt the message and this key is
further encrypted with the public key of RSUi (where i = 1, 2, ...,m). Finally, RC
attaches its digital signature that is obtained by computing the hash of the message
and encrypting it using its private key SKRC . When the nearby RSUi receives this
message, it verifies the authenticity and integrity of the message and forwards it to
the vi that requested the pseudonyms.

The message forwarded to the vi is M
′
p2

and defined as follows:

M
′
p2

= PIDvi , E((IDRSUi
,M

′
p1
, type, ts,K), E(K,PKvi), SIGRSUi

(M
′
p2
)

(where, SIGRSUi
(M

′
p2
) = E(H(IDRSUi

,M
′
p1
, type, ts), SKRSUi

) and i = 1, 2, ...,m
(assuming there are m RSUs).

Algorithm 3 gives the algorithm to get a new set of pseudonyms when a vehicle
runs out of pseudonyms.
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Algorithm 3 Getting New Set of Pseudonyms

When vehicle vi runs out of pseudonyms:

vi sends a request message Mp to RC to get a new set of
pseudonyms;

When an RSUi receives Mp from vi:

Authenticate (Mp);
Send(Mp) to RC;

When an RC receives Mp from an RSU :
authenticate(Mp);
compute(M

′
p1
);

// M
′
p1

contains a list of pseudonyms (PID1, ..., P IDn) for vi
send (M

′
p1
) to all the RSUs;

When an RSUi receives M
′
p1

from RC:

authenticate(M
′
p1
);

compute(M
′
p2
);

send(M
′
p2
) to the vi that requested for pseudonyms;

vi authenticate(M
′
p2
);

vi and RSUs store pseudonyms;
vi starts using a new pseudonym from that list;

In our model, vehicles can change pseudonyms even if the density of vehicles is
low. This will be done with the help of RSU. In case there is a low density of vehicles
in the RSU mix zone, the RSU will send a message to some vehicles and tell them
to act as k vehicles to increase their density and make it hard for the attacker to
link pseudonyms to them. In this case, the attacker will think that there are actu-
ally k vehicles participating in pseudonyms changes. Furthermore, the pseudonym
can be traced to its identity with the collaboration of RSU and RC if a vehicle mis-
behaves. Figure. 3.4 shows an RSU mix zone where vehicles change their pseudonyms.

3.3.2 RSU-Mix Zone Establishment

Beacon messages are periodically broadcasted by vehicles. These messages contain
the location, speed, and other information of vehicles so that RSUs can determine
the number of vehicles within their transmission range. When it is time for vehicles
to change pseudonyms if there are a sufficient number of vehicles in the mixed zone
(Figure 3.4-a), vehicles will change their pseudonyms.

If the number of vehicles (x) is less than the predefined threshold (k) (Figure 3.4-
b), RSU sends a secure message M

′′
p to all vehicles in the mixed zone to act as more

than one vehicle. The message M
′′
p is defined as follows:

36



Figure 3.4: Vehicles Changing Pseudonyms in RSU Mix Zone.

M
′′
p = PIDvi , E((IDRSUk

, type, ⌈k/x⌉, ts), K), E(K,PKvi), SIGRSUk
(M

′′
p )

(where, SIGRSUk
(M

′′
p ) = E(H(IDRSUk

, type, ⌈k/x⌉, ts), SKRSUk
). and i = 1, 2, ..., n

(assuming there are n vehicles).

The message M
′′
p includes PID of the vehicle vi (where i = 1, 2, ..., n), ID of the

RSUk, the type of message type, number of pseudonyms (⌈k/x⌉) each vehicle vi will
use, and the timestamp ts. The symmetric key K, generated by RSUk is used to
encrypt the message and this key is further encrypted with the public key of vi.
Finally, RSUk attaches its digital signature that is obtained by computing the hash
of the message and encrypting it using it’s private key SKRSUk

.
As mentioned above, each vehicle vi will receive a copy of the message M

′′
p from

the RSU which is in charge of the mix zone. Now, each vi inside the RSU-mix zone
will verify the authenticity and integrity of the message and then generates ⌈k/x⌉
messages for changing pseudonyms. As a result, a mix zone is established with at
least k indistinguishable new pseudonym-changing messages. Therefore, the attacker
will have less chance of linking messages with different pseudonyms to a vehicle. For
example, if the predefined threshold on the number of vehicles in a mix zone is 10 (k
= 10) and there are 3 vehicles (x = 3) present there, each of the vehicles will send
4 (⌈10/3⌉) messages to reach the threshold. Following are the four messages each vi
will send to the RSU in the RSU-mix zone to change their pseudonyms.

M
′′
p1

= IDRSUk
, (PID1vi , type, ts), SIGvi(M

′′
p1
)
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(where, SIGvi(M
′′
p1
) = E(H(PID1vi , type, ts), SKvi).

M
′′
p2

= IDRSUk
, (PID2vi , type, ts), SIGvi(M

′′
p2
)

(where, SIGvi(M
′′
p2
) = E(H(PID2vi , type, ts), SKvi).

M
′′
p3

= IDRSUk
, (PID3vi , type, ts), SIGvi(M

′′
p3
)

(where, SIGvi(M
′′
p3
) = E(H(PID3vi , type, ts), SKvi).

M
′′
p4

= IDRSUk
, (PID4vi , type, ts), SIGvi(M

′′
p4
)

(where, SIGvi(M
′′
p4
) = E(H(PID4vi , type, ts), SKvi).

When these three physical vehicles send twelve messages using twelve different pseudonyms
to the RSU , inside the mix zone, the attacker will be deceived into thinking that
there are twelve vehicles sending messages at any given time. If we look at the
messages above, we see that all four of them are sent in plaintext. However, the
signatures generated by each of them are different since each of them uses a different
pseudonym. Thus, the attacker will have less chance of linking these messages with
different pseudonyms to a vehicle. We present our pseudonym-changing algorithm in
algorithm 4.

Algorithm 4 Changing Pseudonyms

When vehicles attempt to change their pseudonyms within an RSU-mix zone:
RSUi determines the number of vehicles (x) in the mix-zone:

if x > predetermined threshold (k)
vehicles automatically change their current set of pseudonyms to
a new set of pseudonyms without involving the RSU

else

RSUi generates a message M
′′
p and broadcasts it to

all the vehicles within its transmission range;
// M

′′
p contains no. of pseudonyms each vehicle will use

Each vehicle vi authenticates (M
′′
p );

Each vi produces ⌈k/x⌉ messages and sends them to the RSUi

in the mix zone;
// This results in x ∗ ⌈k/x⌉ indistinguishable new pseudonyms
in the region

3.4 Security and Overhead Analysis

3.4.1 Ensuring Security and Privacy

Confidentiality. All the sensitive messages sent by the vehicles, RSUs, RCs, and
CC are encrypted using a symmetric key which has low overhead.
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Message Authentication and Non-repudiation. We used digital signatures
based on public key cryptography to ensure the authenticity and integrity of mes-
sages. In our architecture, a digital signature is attached to every message, whether
it is encrypted or not. When the receiver receives the message, the receiver authen-
ticates the message based on the digital signature and processes it. Since no one can
forge the digital signature of the sender because no one knows his/her private key,
the authenticity of the message and non-repudiation are guaranteed.

Privacy Preservation. Vehicles are assigned pseudo IDs. A vehicle never uses
its real ID in any communication. So, the privacy of vehicles is preserved. In order
to maximize privacy, we also proposed a new pseudonym-changing strategy. When
a malicious node is detected, the real ID of the malicious vehicle can be revealed by
the RC to the authorities for legal investigation.

3.4.2 Attack Resilience

Man-in-the-middle Attack. In this attack, the adversary intercepts and alters
the messages transferred between two vehicles or between a vehicle and an RSU. In
our scheme, a sender attaches the digital signature SIG(M) = E(H(M), SK) to the
message. A signature cannot be forged without knowing the sender’s private key.
Thus, our scheme prevents man-in-the-middle attack.

Replay Attack. In this attack, the attacker resends or delays a previously trans-
mitted message. To detect such attacks, all messages carry the time stamp ts. We
assume clocks are loosely synchronized. Vehicles can use Global Positioning System
(GPS) for synchronizing clocks.

Message Modification Attack. In order to protect the integrity of the messages
from attackers, each message carries the signature of the sender. Moreover, it also
guarantees unforgeability under chosen message attacks– adversary who knows the
public key, and gets to see signatures on messages of his/her choice, cannot modify
the message and produce a verifiable signature on the modified message.

3.4.3 Communication and Computation Overhead

Our architecture is scalable since vehicles do not store any keys of other vehicles and
do not authenticate any message sent by other vehicles. The RSUs which have more
storage and computational power than vehicles are responsible for authenticating,
aggregating, and forwarding messages. Vehicles only need to verify messages received
from RSUs, not from other vehicles; so communication and computation overhead is
low for vehicles. In addition, not all messages need to be encrypted in our architecture,
just the sensitive messages need to be encrypted. If any vehicle decides to encrypt a
message, it generates a symmetric key to encrypt the message. Vehicles do not have
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to request a symmetric key from RSUs, which further reduces the communication
and computation overhead.

We analyzed the overhead involved using a Toshiba computer running windows
8.1 operating system for vehicle side. The machine is equipped with an Intel i3 quad-
core processor, a 2.50 GHZ clock frequency, and 6 gigabytes of memory. For the RSU
side, we used Asus computer running windows 10 operating system which is equipped
with an Intel i7, 2.21 GHz processor, and 12 gigabytes of memory. The public key
authentication and encryption scheme is based on RSA (Rivest–Shamir–Adleman).
Following are some notations used for presenting our results: time for computing
signature (Tsign), time for signature verification (Tverify), time for encrypting the
symmetric key using a public key (TEpk), time for decrypting the symmetric key
using a private key (TDsk), time for encrypting the message using a symmetric key
(TEk), and time for decrypting the message using a symmetric key (TDk). We used
AES (Advanced Encryption Standard) to encrypt and decrypt the messages. The
execution time of the above operations is listed in Table 3.2.

Table 3.2: Execution time for different operations (Milliseconds).

Operation Vehicle side RSU side

Tsign 0.06 0.01

Tverify 0.005 0.0008

TEpk 0.0046 0.0009

TDsk 0.02 0.002

TEk 1.166 0.41

TDk 2.128 1.02

Computation Overhead when messages are sent from vehicles to RC:We
focus on the computation overhead of the RSU because it does most of the work such
as forwarding messages for vehicle members and to the RC, encrypting and decrypting
messages, and authenticating vehicles in its region. Figure 3.5 shows computation
overhead due to encryption-decryption of messages. It also shows overhead due to
creating and verifying signatures at the RSU side and the vehicle side when the
messages are sent from vehicles to the RC. The relationship between the computation
overhead and the number of messages is plotted where the number of messages varies
from 10 to 100.

Computation Overhead when messages are sent from RC to vehicles:
In Figure 3.6, we present a comparison of the computation overhead at the RSU side
and the vehicle side when messages are sent from the RC to vehicles. In this case,
the RSU (as depicted in our proposed scheme) only transmits messages to vehicles
in its region. The message verification and decryption operations are performed only
at the vehicle side (no such operations are performed at the RSU side); hence, no
computation overhead at the RSU side. The proposed scheme also does not require
much computation time to decrypt and verify messages on the vehicle side.
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Figure 3.5: Computation time at the RSU side and at the vehicle side.

Figure 3.6: Computation time at the RSU side and at the vehicle side.
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Computation Overhead due to pseudonym changes: In our model, if there
are a sufficient number of vehicles present at any given time in the RSU-mix zone,
RSU does not need to broadcast messages to vehicles. However, in case, there is
a low density of vehicles, RSU broadcasts messages to vehicles and instructs them
to act as ⌈k/x⌉ vehicles to facilitate the pseudonym-changing process, where k is a
predefined threshold and x is the number of vehicles present within RSU-mix zone at
that particular time. In this case, the total number of broadcast messages depends
on the number of vehicles within the RSU-mix zone, which could be at least one and
at most x. On the vehicle side, the total number of broadcast messages is at least
one in case there is a sufficient number of vehicles and at most k in case there is only
one vehicle within the RSU-mix zone.

Figure 3.7: Broadcast messages cost.

Figure 3.7 shows the cost of broadcast messages. We assumed the predefined
threshold k = 10. In Figure 3.7, if the number of vehicles is less than 10, RSU sends
messages to all vehicles within its transmission range. In case, there are 10 vehicles
or more within the RSU’s transmission range, RSU does not need to exchange any
messages since there is already a sufficient number of vehicles present in the mix zone
to execute the pseudonym-changing process. As a result, in our scheme, the commu-
nication cost is lower when there are 10 vehicles or more. As presented in Table 4, the
number of messages sent by a vehicle varies based on the number of vehicles within
the RSU transmission range. In case there is only one vehicle (x = 1) present in the
RSU-mix zone, this vehicle will act as 10 (⌈10/1⌉) vehicles and will send a total of 10
(1 ∗ ⌈10/1⌉) messages at one instance. Similarly, when there are 3 vehicles (x = 3),
each of them will send 4 (⌈10/3⌉) messages to reach the threshold. If there are either
5 or 9 vehicles (x = 5 or x = 9), each vehicle will send 2 messages (⌈10/5⌉ or ⌈10/9⌉).

A Comparison Between Our Scheme and the Existing Pseudonym Chang-
ing Schemes:
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A number of pseudonym-changing schemes have been proposed in the literature.
Some schemes work well in a dense traffic environment while others are applicable
only in sparse environments (e.g., freeways). In VANET, ensuring location privacy
has been identified as one of the key concerns. Various schemes are proposed for pre-
serving privacy but they either incur computational overhead or compromise safety
to some extent. In this subsection, we present some pseudonym-changing strategies
presented in the literature and compare our scheme with them. We classified the
pseudonym-changing schemes into two main categories namely, mix zone schemes
and mix content schemes.

Mix Zone Schemes: Freudiger et al. [39] presented the first implementation of
mix zone in VANET where road intersections are used as mix zones. In their scheme,
they used RSU to execute the pseudonym-changing task. Whenever vehicles are in
a mix zone, they exchange safety messages using a shared symmetric key issued by
the RSU. Hence, their scheme is also known as the CMIX (Cryptographic Mix Zone)
protocol. The tracking of vehicles depends mostly on the traffic density and their
delay characteristics. The anonymity of vehicles increases linearly with the number
of vehicles in the intersection. This scheme is not suitable for sparse networks and
is also not scalable. Moreover, it is vulnerable to internal adversary attacks. To
overcome the possible internal adversary attacks in the CMIX protocol, Carianha
et al. [26] proposed a status forwarding scheme where the status information in the
periodic beacon messages transmitted by a vehicle is delivered only to its neighbors.
Like the CMIX protocol, mix zones are managed by RSU in this scheme. When a
vehicle is within the transmission range of an RSU, it initiates the key establishment
process as defined in the CMIX protocol. However, in this scheme, alongside the
shared symmetric key, RSU also issues a private key for each participating vehicle in
the mix zone. That private key is used to encrypt the status information. When RSU
receives such messages, it decrypts the status information and forwards it only to the
neighbors of that vehicle. Since an internal adversary only has access to its neighbors’
status information, it is not possible for the adversary to track all other vehicles in the
mix zone. This scheme increases location privacy compared to the CMIX protocol,
but the forwarding scheme introduces communication overhead. Like CMIX, it can
not ensure privacy in a sparse network as anonymity is proportional to the number
of vehicles in the mix zone.

Scheuer et al. [91] presented the concept of ProMix Zone (PMZ) by introducing a
communication proxy inside the mix zone. The crossroads and highway intersections
are considered as mix zones in their scheme. The mix zones basically contain a set
of infrastructure units referred to as proxy which is interconnected, have a computa-
tional unit, and cover the whole PMZ with wireless transceivers. PMZ allows vehicles
to send beacon messages through the proxy while changing their pseudonyms. All
these messages are encrypted and signed using asymmetric key cryptography to pro-
vide confidentiality and accountability. Similar to the previous two mix zone schemes,
the anonymity, and untraceability increase linearly with a growing number of vehicles
in the mix zone. However, linking pseudonyms is possible when the traffic density
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is too low. The use of asymmetric key cryptography with an X.509 certificate (in
PMZ) makes the beacon size 3.5 times larger than the regular beacon size and thus
introduces overhead. Boualouache et al. [19] presented another mix zone scheme
named S2Si (Silence and Swap at Signalized Intersection). They used the radio si-
lence technique to perform pseudonym changes. The silence protocol in their scheme
first creates a silent mix zone and then the swap protocol ensures that vehicles ex-
change their pseudonyms in the mix zone controlled by an RSU. Unlike other mix
zone schemes, the exchange of pseudonyms among vehicles creates confusion in the
attackers’ minds. However, as the communication stack parameters are not changed,
tracking might still be possible. Additionally, the radio silence period may pose some
risks as the safety applications get interrupted for a certain period of time due to the
changing of pseudonyms. Another mix zone scheme named Vehicular Location Pri-
vacy Zone (VLPZ) [21, 22] is proposed where places with high traffic density (e.g., toll
booths, gas stations, rest areas, etc.) are used as mix zones to change pseudonyms.
There is a moderate probability that some vehicles may not pass through such zones
which prevents those vehicles to change pseudonyms. The use of radio silence period
may jeopardize communication and safety messages in the network. Moreover, if the
traffic density is low this scheme does not perform well.

Mix Content Schemes: Gerlach et al. [40] proposed the first implementation
of mix context for VANET. The mix context is defined as the triggering condition for
the simultaneous change of pseudonyms between vehicles. Only when mix context
is satisfied, vehicles change their pseudonyms irrespective of their physical location
which removes the certainty of change at a particular fixed place. Location pri-
vacy significantly increases as the number of vehicles increases. This scheme is not
suitable for a sparse traffic environment. Pan et al. [79] presented a cooperative
pseudonym-changing scheme considering the number of neighbors. In this scheme, a
flag is inserted into beacons to indicate if a vehicle is ready to change a pseudonym.
If a vehicle finds that at least k neighbors are preparing to change their pseudonyms,
or if its neighborhood has at least k vehicles which are preparing to change their
pseudonyms, then it changes its pseudonym with its neighbors. Since the neighbor-
ing density is considered as the triggering condition, this scheme does not perform well
in sparse networks and gives the attacker a chance to link pseudonyms. Boualouache
et al. [20] proposed a scheme named Traffic-Aware Pseudonym Changing Strategy
(TAPCS). In TAPCS, vehicles continuously monitor road traffic conditions based on
traffic congestion detection protocols to find a suitable place where mix zone can be
created. Vehicles change pseudonyms (using the radio silence technique) only when
traffic congestion is found. However, in a practical scenario, if some of the vehicles
do not pass through such congested areas, they do not get any opportunity to change
their pseudonyms.

Bouksani et al. [23] proposed a dynamic pseudonym-changing scheme for address-
ing privacy in VANET. In this scheme, the vehicle first requests a real pseudonym
(Rpseud) from a Trusted Authority (TA) which then sends a response containing
Rpseud to the vehicle. The vehicle communicates with the RSU and asks it for an
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initial pseudonym (Ipseud). Once the verification and validation process between the
RSU and the TA is performed, RSU sends the initial pseudonym (Ipseud) to the
vehicle. A vehicle continuously looks for a trusted neighbor by communicating with
the RSU and the TA; if it finds one then it changes its pseudonym (Npseud). As
soon as a vehicle discovers another RSU, the life of its current pseudonym ends and
another cycle begins. The communication between entities is secure in this scheme
and location privacy is ensured. However, since a vehicle generates and changes its
pseudonym each time it identifies a new trusted neighbor, this scheme incurs heavy
computation overhead on the network. Benarous et al. [16] proposed a pseudonym-
changing strategy that attempts to confuse any attacker at the pseudonym update
phase to thwart linkability. Their scheme prevents linkability and tracking both in
high and low-density roads. When a vehicle is in a low-density neighborhood, it
broadcasts beacons with altered location and the speed information for a specific pe-
riod of time to confuse the attacker and his predictions. When the next time period
for pseudonym change is reached, the vehicle’s pseudonym is updated and beacons
with their real position and speed are sent. This scheme has a drawback, if there is
an emergent event, the vehicle switches back to normal mode (i.e., broadcast beacons
with real position and speed) to report the event which opens the door for an attacker
to track the vehicle in the low-density traffic environment.

In summary, most of the above-mentioned pseudonym-changing strategies have
some drawbacks. As we noticed, many of the mix zone schemes use radio silence pe-
riods and thus compromise safety to increase the unlinkability of pseudonyms. In our
scheme, we did not use any silence period and thus does not disrupt communication
between entities. Our goal is to create a balance between safety and privacy so that
our proposed scheme does not pose any risk due to a pause in the transmission of
safety messages, hence the chances of accidents are reduced substantially. To over-
come the limitations of mix zone schemes, various mix content schemes are proposed
which use techniques such as the exchange of pseudonyms between vehicles, implicit
triggering techniques, etc. The pseudonym-swapping technique significantly impacts
the overall working of pseudonym authentication and lacks accountability. In our
scheme, vehicles change their pseudonym automatically from a pre-assigned pool of
pseudonyms. A possible drawback associated with the triggering technique is that if
there are not a sufficient number of vehicles in a mix zone, the adversary may trace
the vehicle. Therefore, the triggering technique is bound to the anonymity set size or
the number of neighboring vehicles. Our scheme overcomes this limitation– it is ap-
plicable in both dense and sparse networks and allows every vehicle in all conditions
to change its pseudonym.

3.4.4 Simulation

We simulate the proposed architecture in the MATLAB environment. The detailed
simulation parameter settings are shown in Table 3.3.

We used the RSA algorithm for security in our proposed model, which is a widely
used algorithm for the secure transmission of data and AODV [63] as a routing
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Table 3.3: Simulation parameter settings.

Parameters Values

Simulation area 1000 m x 1000 m

Number of RSUs 4

Number of RCs 1

Number of vehicles 50, 150, 200, 250, 300

Vehicle transmission range 100m

RSU transmission range 300m

Vehicles speed 30m/h

Routing protocol AODV

Packet size 512 bytes

protocol. Figure 3.8 shows the communication between nodes (vehicles), RSUs, and
RC. For example in Figure 3.8, when the vehicle (e.g., Vs) senses an event, it sends a
message to a nearby RSU (e.g., RSU1). Next, RSU1 authenticates the message and
then sends it to the RC, which in turn forwards it to the intended vehicles through
RSUs.

Figure 3.8: Simulation Entities.

We evaluate the effect of different numbers of vehicles on performance. The num-
ber of vehicles used is 50, 100, 150, 200, 250, and 300. Figure 3.9 illustrates the
comparison of the energy consumption with the number of vehicles in different data
rates (packets sent per unit of time during the communication process). As shown in
this figure, initially the energy consumption for different data rates is approximately
the same. Additionally, the total energy consumption of the network increases sharply
as the number of vehicles in the network increases, therefore, an increase in vehicles’
density results in an increase in the number of communications and more packets
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exchanged between sources and destinations. For example, when the number of ve-
hicles is 300, the 4 packets per second consume less energy than the 8, 10, 12, and 14
packets per second.

Figure 3.9: Energy consumption.

Figure 3.10 shows the comparison of throughput (ratio of the total amount of suc-
cessfully transferred data to the total amount of time required to transfer data) with
security (encryption and decryption process) and without security. The throughput
of the network increases with an increase in packet rate, which means an increase
in the amount of data transmission. It is also clear that the throughput without
security performs better than the throughput with security. This is due to the pro-
cess used in the encryption and decryption of sensitive messages which needs more
time to transmit packets. In addition, when vehicles are dense, the overhead due to
all vehicles transmitting messages about the same phenomena will be high. RSUs
aggregate those messages to eliminate redundant messages.

3.5 Related Work

Cluster-based vehicular cloud architectures proposed in [10] and [36], group vehicles
according to their location and speed. Both of these schemes rely on a cluster head
(CH) which is elected by the vehicles in the cluster, and this CH performs the creation,
maintenance, and deletion of vehicles in that cluster. A similar approach is proposed
by Chaqfeh et al. [27], where vehicles in a specific region form a vehicular cloud and
elect a broker among them. The broker collects the desired data from the vehicles
and then sends it to a cloud server if further processing is required. None of these
schemes scale well as the number of vehicles increases. When vehicles are moving
fast, frequent CH and broker elections occur which result in large message overhead.
In addition, if CH or broker fails, data aggregated by them may be lost.

Architecture combining VANET and cloud has been proposed by researchers
in [44, 107]. In these schemes, vehicles collect data and send them to the cloud
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Figure 3.10: The average throughput for the simulated VC.

through a mediator or an RSU. Vehicles in the same area could collect the same
data, so this leads to redundancy and results in message overhead. Like [10, 36],
they also suffer from a single point of failure– if the mediator or the RSU fails, data
aggregated could be lost.

Many of the solutions proposed [100, 45, 1, 17] do not address the security and
privacy issues. Ensuring security and privacy is an important issue in the vehicular
cloud; if information exchanged between entities is modified by a malicious vehicle,
serious consequences such as traffic congestion and accidents can occur. In addition,
sensitive data could be lost, and human lives also could be in danger. Hence, mes-
sages sent by vehicles must be authenticated and securely delivered to vehicles in the
appropriate regions. Furthermore, privacy-related information such as the driver’s
name, position, and traveling route must be protected. If vehicles cannot communi-
cate anonymously, an attacker could easily trace vehicles by monitoring the messages
sent by that vehicle.

Several privacy-preserving authentication schemes such as cooperative authenti-
cation [47], anonymous authentication [13], and dual authentication [58] have been
proposed. In these schemes, vehicles communicate not only with each other but also
with the RSUs or the TA (Trusted Authority) to verify the authenticity of the mes-
sages. Although they ensure authentication and privacy, these schemes do not scale
well when traffic becomes heavy– vehicles may not be able to verify all the messages
sent by their neighbor vehicles in a timely manner, which could result in message
loss.

3.6 Summary

In this chapter, we proposed a secure and distributed architecture for the vehicular
cloud. This architecture is hierarchical and consists of vehicles, roadside units, re-
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gional clouds, and a central cloud. Each regional cloud covers a region (e.g., city,
state) and processes the information collected from vehicles through the RSUs, and
provides on-demand services to vehicles in its region. These regional clouds further
communicate with the central cloud and exchange information between themselves
to provide a wide range of services to vehicles. Our architecture also copes with
RSU failures. In addition, we designed a scheme for changing pseudonyms that en-
sures privacy in all traffic conditions. Our scheme depends on mix zones for changing
pseudonyms to make it difficult for an attacker to link pseudonyms. Our scheme also
ensures the confidentiality and authenticity of messages.

We analyzed the computation overhead for ensuring security at the RSU side
and the vehicle side when the messages are sent from vehicles to the RC and vice
versa. Results show RSU has less computation overhead than vehicles because it has
more computation power. In addition, there is no computation overhead at RSU
when messages are sent from RC to vehicles because RSU doesn’t encrypt and/or
authenticate messages, it’s the vehicle’s responsibility to do so. Also, we evaluated
our scheme with respect to energy consumption and throughput. We observed that
when messages are encrypted, it incurs very little overhead.
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Chapter 4 A Low-Overhead Message Authentication and Secure Message
Dissemination Scheme for VANETs

4.1 Introduction

In infrastructure-based architectures for VANETs, vehicles use RSUs to form a
VANET. In some schemes [47, 56], vehicles authenticate each other, while in other
schemes [29, 115], vehicles use RSUs for authenticating disseminating messages sent
by vehicles in its region. If traffic becomes heavy, it may not be possible for RSUs
to receive messages about events observed by all vehicles in its region, authenticate
them, and disseminate them in a timely manner, especially because the same event
will be observed and sent by many vehicles in its region. In this chapter, we address
this problem and propose a solution.

In our approach, when the density of vehicles in an RSU ’s region is high, the RSU
divides its region within its transmission range into several sub-regions and selects
one vehicle in each sub-region as the Group Leader (GL). The GL selected in a sub-
region is supposed to collect messages sent by vehicles in its sub-region, authenticate
them, aggregate them, and forward them to the RSU . This reduces the overhead
related to message authentication for the RSU .

Following are the contributions in this direction:

• We propose a low-overhead message authentication and secure message dissem-
ination scheme for VANETs. Vehicles themselves do not authenticate messages.
RSUs are responsible for collecting, aggregating, authenticating, and dissemi-
nating messages to vehicles.

• To reduce the message authentication overhead, RSUs can select some vehicles
in its region as group leaders (GLs) to collect/aggregate messages from vehicles
in their sub-regions and send them to the RSU for further aggregation and
dissemination.

• Our scheme ensures the authenticity and integrity of messages using digital
signature based on public key cryptography.

The rest of the chapter is organized as follows. We discuss some related works
in Section 4.2. In Section 4.3, we describe our proposed approach. In Section 4.4,
we present the security and privacy analysis of our approach. Finally, Section 4.5
summarizes the chapter.

4.2 Related Works

Many privacy-preserving authentication schemes, such as anonymous authentica-
tion [13], cooperative authentication [47], and dual authentication [58] have been
proposed. For example, Azees et al. [13] proposed a PKI-based efficient anony-
mous authentication scheme with a conditional privacy-preserving (EAAP) scheme
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for VANETs. The vehicles and RSUs communicate anonymously to provide privacy
and anonymity during the authentication process, and the TA can revoke a misbe-
having vehicle and find out its real identity in case of a dispute. This scheme is secure
against different attacks (e.g., impersonation attacks, message modification attacks,
etc). However, in the above schemes [47, 13, 58], vehicles communicate not only with
each other but also with the RSUs to verify the authenticity of the messages.

Schemes presented in [115, 67, 110] used RSUs for authenticating, processing, and
disseminating messages received from vehicles in its region. In [110], a safety warning
system in fog-cloud-based VANETs using a Certificateless Aggregation Signcryption
Scheme (CASS) has been proposed. Vehicles send traffic messages to the RSUs,
which act as fog nodes. These fog nodes process and aggregate the received messages.
These schemes [115, 67, 110] address the security and privacy issues of VANETs.
However, they do not consider heavy densities of vehicles, which may cause increased
computation and communication overhead.

In our scheme, vehicles do not form clusters among themselves. Each RSU can
decide when and where to form clusters in its region, based on the density of vehicles
and other parameters such as the region from which the RSU receives a large number
of messages. In addition, the RSU assigns a Group Leader GL (the Group Leader is
not elected) for each cluster and the GL is responsible for collecting, authenticating,
and aggregating the messages received from its cluster/group and forwarding them to
the RSU . The RSU is responsible for collecting the messages sent by the GLs in its
region, authenticating them, aggregating them, and forwarding them to the vehicles
in its region and/or other RSUs for further dissemination. This approach reduces
the computation and communication overhead for the RSUs.

4.3 Proposed Approach

In this section, we present our system model and describe the proposed method for
authenticated message dissemination in detail. The acronyms used in this chapter
are listed in Table 4.1.

4.3.1 System Model

The system model for our scheme is shown in Figure 4.1. It consists of Department
of Motor Vehicles (DMV), Road Side Units (RSUs), On-Board Units (OBUs), and
Group Leaders (GLs). We describe the functions of these entities next.

• DMV: We assume that all vehicles are registered with a trusted authority
(TA), such as the Department of Motor Vehicles (DMV ), that administers
the registration of the vehicles. The DMV is assumed to be trusted and
cannot be compromised. The DMV generates its public and private keys
(PUDMV , PRDMV ) and distributes a PUDMV to all RSUs and vehicles se-
curely. In addition, the DMV generates pseudo-IDs (PIDv) for each vehi-
cle, certificates corresponding to each pseudo-ID of a vehicle (Certv) where
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Table 4.1: acronyms used in this chapter.

acronyms Description

IDA Identity of Entity A

PIDA Pseudo Identity of Entity A

M A Message

v Vehicle v

ts Timestamp

PRA Private Key of Entity A

PUA Public Key of Entity A

K Symmetric Key established between
two communicating parties

SIGA(M) Signature of M Signed using A’s
Private Key

H() Hash Function

E(M,K) Encryption of M with Key K

RSU Roadside unit

GL Group Leader

DMV Department of Motor Vehicles

Certv Certificate issued to vehicle v by the
DMV

CertRSU Certificate issued to RSU by the DMV

Certv = E((PIDv, PUv, ts), PRDMV ), and certificates of RSUs (CertRSU)
where CertRSU = E((IDRSU , PURSU , ts), PRDMV ).

• Vehicle: Each vehicle is assumed to be equipped with an On-Board Unit
(OBU) for computation and communication withRSUs as well as with other ve-
hicles. The OBU stores the vehicle’s public and private key pair (PUv, PRv), its
pseudo-IDs, certificates corresponding to each pseudo-ID of the vehicle (Certv
signed by the DMV ), and the public key of the DMV (PUDMV ).

• RSU: The Road Side Units (RSUs) are fixed entities along the roadside which
facilitate V2V and V2I communication. RSUs are connected to each other and
to the DMV , possibly through the Internet. In our scheme, a RSU collects
the messages sent by the vehicles in its region, authenticates the messages,
aggregates the messages, and forwards them to vehicles within its region, as
well as to vehicles in other regions as needed.
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• Group Leader (GL): Each RSU divides its region into sub-regions based on
the density of vehicles in the region. Then, the RSU selects one vehicle in each
sub-region as a GL. The GL is responsible for collecting, authenticating, and
aggregating messages sent by vehicles in its sub-region and for sending them
to the RSU . The GL is also responsible for receiving messages from the RSU ,
authenticating them, and disseminating them to vehicles in its sub-region.

We describe the proposed method in detail next.

Figure 4.1: System model for VANETs.

4.3.2 Proposed Method

In our scheme, RSUs are responsible for verifying the authenticity and integrity of
messages sent by vehicles before disseminating them to other vehicles or RSUs. If
traffic is heavy in the region of an RSU , the RSU may not be able to receive messages
from all vehicles in its region, process them, and disseminate them in a timely manner
due to the authentication, aggregation, and communication overhead involved. To
help RSU minimize this overhead, the RSU divides its region into sub-regions and
selects one vehicle in each sub-region as the Group Leader (GL). These Group Leaders
help the RSU with receiving, authenticating, and aggregating messages from vehicles
in its sub-regions and forward them to the RSU . The RSU , in turn, is responsible
for collecting, authenticating, and further aggregating the messages received from all
the GLs in its region, and disseminating them to all vehicles in its region through the
GLs or to vehicles in other regions through other RSUs, as necessary. Thus, RSUs
incur less computation and communication overhead for collecting, authenticating,
and disseminating messages. Following is the list of assumptions made in this chapter:

53



1. We assume that the clocks of RSUs, theDMV , and the vehicles are loosely syn-
chronized. This can be achieved using time received from a GPS. Messages are
time-stamped using the local clock time to verify the freshness of the messages.

2. Certificates issued by the DMV for the vehicles and RSU are used for the
authentication of vehicles and RSUs.

3. We do not address the issue of determining malicious vehicles or RSUs. Several
approaches have been proposed in the literature to identify malicious entities
in VANETs. Any of those approaches can be used for determining malicious
vehicles. Once a vehicle is determined to be malicious, the DMV revokes its
certificate and includes the certificate in the Certificate Revocation List (CRL).
The DMV broadcasts the CRL to all RSUs when it changes. The RSUs, in
turn, broadcast the CRL to vehicles in its region.

4. When a vehicle v enters the region of an RSU (i.e., v is within the transmission
range of an RSU), even though v will be able to receive messages sent by
the RSU , v may not be able to send messages directly to the RSU because
the RSU may not be within the transmission range of v. In this case, v uses
an underlying routing algorithm to send messages to the RSU through other
vehicles. Any of the many routing algorithms proposed in the literature can be
used for that purpose.

Next, we describe our approach in detail.
When a vehicle v enters the region of an RSU : Each RSU periodically

broadcasts its CertRSU . When a vehicle v enters an area covered by an RSU , v
retrieves the public key of the RSU from CertRSU and checks its CRL to see if
this RSU ’s certificate has been revoked (the certificate of an RSU could be revoked
if it is removed from the system). If not, then v sends a join request message M
to the RSU . The join request message M contains its currently used PIDv, the
corresponding certificate Certv, and a timestamp (ts). After receiving this message,
the RSU checks the freshness of the message using the ts. Then, the RSU retrieves
the public key PUv and pseudo-ID PIDv of the vehicle from Certv and checks the
CRL to determine if the vehicle’s certificate has been revoked. If not, then the RSU
sends an accept message to v. The accept message contains a symmetric key K to
be used for secure communication between the RSU and v, and a timestamp ts,
encrypted using the public key PUv of v; it also attaches the certificate of the RSU ,
signed by the DMV (CertRSU), and the signature of the RSU (SIGRSU) to the
message as follows:

M1 = (RSU, PIDv, (E(”Accept”, K, ts), PUv), CertRSU , SIGRSU),

where
SIGRSU = E(H(”Accept”, K, ts), PRRSU).

Upon receiving the above accept message from the RSU , the vehicle uses the
received ts to verify the freshness of the accept message. After that, it verifies the
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CertRSU and the signature of the RSU . Algorithm 5 contains the algorithm illus-
trating the joining process of a vehicle v when v enters the region of an RSU .

Algorithm 5 When a vehicle v enters the region covered by an RSU
When a vehicle v enters the region covered by an RSU:

Verifies CertRSU received in the broadcasted message using
PUDMV ;
Retrieves PURSU from the CertRSU ;
Computes M1 = (”Join”, ts);
Encrypts M1 using public key PURSU of RSU ;
Sends M ′

1 = (PIDv, RSU,E(M1, PURSU), Certv, SIGv)
to the RSU , where SIGv = E(H(M1), PRv)

When the RSU receives M ′
1 from v:

Decrypts M ′
1 using PRRSU ;

Verifies Certv using PUDMV ;
Retrieves PUv from Certv;
Verifies the signature using PUv;

If verification succeeds {

Computes M2 = (”Accept”, K, ts);
// M2 contains the acceptance message
// for the joining message from v;
// K is the symmetric key to be used between v and RSU ;
Encrypts M2 using public key PUv of v;
Sends M ′

2 = (RSU, PIDv, E(M2, PUv), CertRSU , SIGRSU)
to v, where SIGRSU = E(H(M2), PRRSU)};

Else { Discards M2; }
When a vehicle v receives M ′

2 from RSU:

Decrypts M ′
2 using its private key PRv to obtain M2;

Verifies SIGRSU using PURSU ;
If verification succeeds {

Stores (M2);}
Else { Discards M2. }

Next, we describe how an RSU selects Group Leaders in its region and informs
them about being selected.

Informing selected vehicles as Group Leaders: When a vehicle v enters the
region covered by an RSU , it sends a join message to the RSU after authenticating
the RSU . Then, the RSU authenticates v and sends an “Accept” message, which
includes a symmetric key K to be used between v and the RSU . Afterward, the
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vehicle can send messages about sensed events to the RSU , encrypting them using
K. If the RSU is not within the vehicle’s transmission range, the messages are sent
to the RSU using an underlying routing algorithm, as we mentioned earlier. Upon
receiving “join” messages from vehicles in its region, an RSU can determine the
number of vehicles in its region and their location. If the density of vehicles in the
region of an RSU is low, the RSU does not need to select a GL. If the density of
vehicles in an RSU ’s region is high, it divides its region into sub-regions and selects
one vehicle from each sub-region as the Group Leader (GL). After selecting GLs,
the RSU informs the selected vehicles (GLs) of their leadership and sends a proof-of-
leadership message M1 = E((”Leader”, PUGLi

, ts), PRRSU). The RSU encrypts the
M1 using a symmetric key K, established between v and RSU when v entered the
RSU ’s region, attaches its signature (SIGRSU) to the message, and sends the M ′

1,
where M ′

1 = (RSU, PIDv, E(M1, K), SIGRSU), and SIGRSU = E(H(M1), PRRSU).
When a GL receives the above messageM ′

1 from the RSU , it decrypts the message
using a symmetric key K and uses the received ts to verify the freshness of the
message. After that, it verifies the signature of the RSU and stores M1 as proof
of leadership, so it can present it to the vehicles in its sub-region as proof that it
is a leader. Algorithm 6 illustrates how an RSU informs the selected vehicles of
their leadership (GLs). The GLs are responsible for authenticating, aggregating, and
forwarding messages collected from vehicles in their sub-regions. Thus, the RSU
only needs to authenticate and process messages that come from GLs. Therefore, the
communication and computation overhead for RSUs will be reduced. Moreover, when
an RSU needs to send some message to all vehicles in its region or only to vehicles
in some sub-regions, it will send that message only to the GLs in those sub-regions,
which, in turn, will send it to all the vehicles in its sub-region.

Next, we describe how a vehicle in a sub-region establishes a connection with its
Group Leader and communicates with its Group Leader.

When a vehicle v enters the sub-region of a GL: Each GL periodically
broadcasts its public key PUGL and the proof of leadership received from the RSU ,
namely,
E((”Leader”, PUGL, ts), PRRSU). When a vehicle v enters a sub-region covered by a
GL, it retrieves PUGL from the proof of leadership. Then, v sends a join request mes-
sage M to the GL; M contains a PIDv, Certv, and timestamp (ts). Upon receiving
M , the GL checks the freshness of the message using ts. Then, the GL retrieves PIDv

and public key PUv of the vehicle from Certv and checks the CRL to determine if
the vehicle’s certificate has been revoked. After verification, GL sends an acceptance
message and a symmetric key K to be used for secure communication between the
vehicle v and the GL. The acceptance message M ′

1 contains the certificate of the GL,
signed by the DMV (CertGL), a K, and a ts, encrypted using the public key PUv of
v as follows: M ′

1 = GL,PIDv, (E(”Accept”, K, ts), PUv), CertGL, SIGGL)
Upon receiving the above acceptance message from the GL, v uses the received

ts to verify the freshness of the message. After that, it verifies the signatures of the
DMV and GL. Note that if v does not receive proof of leadership from a GL (this
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Algorithm 6 Assigning Group Leaders (GLs) for selected vehicles by RSU

RSU determines the number of vehicles and their locations in its

region:

Based on the density of vehicles in the RSU ’s region,
If Density is high {
RSU selects a set of vehicles as Group Leaders (GLs);

For each vehicle selected as a GL {
Computes M1 = (E(”Leader”, PUGL, ts), PRRSU);
Encrypts M1 using symmetric key K;
// K is the symmetric key established between v and
// the RSU when v joined RSU ’s region;
M ′

1 = (RSU, PIDv, E(M1, K), SIGRSU),
where SIGRSU = E(H(M1), PRRSU);
Sends M ′

1 to GL; } }
else{
No GLs are selected;
RSU authenticates and process messages from all vehicles; }

When a GL receives M ′
1 from RSU:

Decrypts M ′
1 using K;

Verifies the signature using PURSU ;

If verification succeeds{
Stores (M1) as proof of leadership;}

Else {Discards M1.}

happens when the RSU has not determined leaders due to the low density of vehicles
in its region), after entering an RSU ’s region, v sends/receives messages to/from
the RSU directly, using an underlying routing protocol. Algorithm 7 illustrates the
joining process when v is in the sub-region of a GL.

When a vehicle v wants to send a message M to its GL: When v wants
to send a message M about an observed event to its GL, it signs and encrypts M
and sends M1 to the GL, where M1 = (PIDv, GL,E((M, ts), K), SIGv); here, ts is
the timestamp, K is the symmetric key established between v and GL, and PIDv is
the pseudo-ID of v.

When GL receives M1, it decrypts the message using the symmetric key K and
checks the freshness of the message using the ts. It uses a signature SIGv to verify
the authenticity and integrity of the message. Then, the GL aggregates the received
message with the messages received from other vehicles in its sub-region and forwards
the aggregated message to the RSU , and the RSU can further aggregate messages
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Algorithm 7 When vehicle v enters a sub-region covered by a Group Leader GL
When v enters the region covered by a GL:

Receives proof of leadership message
E((”Leader”, PUGL, ts), PRRSU) from the GL;
Retrieves PUGL from the encrypted message using PURSU ;
Computes M1 = (”Join”, ts);
Encrypts M1 using public key of Group Leader PUGL

Sends M ′
1 = (PIDv, GL,E(M1, PUGL), Certv, SIGv) to

GL, where SIGv = E(H(M1), PRv);

When a GL receives M ′
1 from v:

Decrypts M ′
1 using PRGL

Verifies Certv using PUDMV ;
Verifies the signature using PUv;

If verification succeeds{
Computes M2 = (”Accept”, K, ts);
// M2 contains the acceptance of GL for v;
// K is a symmetric key between v and GL for further
// communication;
Encrypts M2 using public key PUv of v ;
Sends M ′

2 = (GL,PIDv, E(M2, PUv), SIGGL) to v,
where SIGGL = E(H(M2), PRGL)};

Else { Discards M2;}

When v receives M ′
2 from the GL:

Decrypts M ′
2 to obtain M2;

Verifies SIGGL using PUGL;
If verification succeeds{
Stores (M2); }

Else { Discards M2; }
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received from other GLs in its region and disseminate them to the appropriate sub-
regions of its region or regions covered by other RSUs. Algorithm 8 shows this
message collection and dissemination process.

Algorithm 8 Vehicle v sending a Message M to its Group Leader GL

When a vehicle v wants to send a message M about an observed event:

Computes M1 = (PIDv, GL,E((M, ts), K), SIGv);
Sends M1 to GL;

// K is the symmetric key established in the
// Algorithm 7.

When the GL receives M1 from v:

Decrypts M1 using the symmetric key K and retrieves
the message M ;
Checks the timestamp ts;
Verifies the signature using public key PUv of v;
Aggregates (M) with other messages sent by other vehicles;
Computes M2 = (GL,RSU,E((M, ts), K), SIGGL);
Sends M2 to RSU ;
// K is the symmetric key established between the GL and
// the RSU when it entered the RSU ’s region.

When the RSU receives M2 from GL:

Decrypts M2 using the symmetric key K and retrieves
the message M ;
Checks the timestamp ts;
Verifies the signature using public key PUGL of GL;
Aggregates (M) with other messages sent by other GLs;
Disseminates the message to the appropriate regions through
other RSUs as well as vehicles in its region through the GLs.

Certificate Revocation List (CRL) distribution and certificate revoca-
tion process. Misbehaving vehicles can send malicious messages to other vehicles;
these misbehaving vehicles should be detected and punished. IEEE 1609.2, the stan-
dard for Wireless Access in Vehicular Environments (WAVE)—Security Services for
Applications and Management Messages [97], has specified that the vehicle must be
authenticated using certificates issued by the TA and defined the CRL that contains
the list of the revoked certificates that are updated timely and disseminated in the
vehicular network. Once the CRL is distributed to the vehicles, it can compare the
certificate of a vehicle with the list and determine if it has been revoked.
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In our scheme, the DMV will manage and maintain the updated CRL. The
DMV will distribute the CRL to the RSUs, which, in turn, will distribute them to
all vehicles in their region directly or through the GLs, if the GLs have been selected.
The RSUs and GLs always check the authenticity of the vehicles using the CRL. If
a vehicle is found to be malicious, the RSU sends the certificate information of the
vehicle to theDMV . Then, theDMV adds the certificate to the CRL and distributes
the updated CRL to all RSUs. Note that vehicles only communicate either with the
RSU or theGL and that no communication between themselves occurs, which reduces
the communication and computation overhead. We do not address the problem of
detecting malicious vehicles. Many researchers have addressed the malicious vehicle
detection problem in VANETs [76, 43]. Any of those schemes can be used to detect
malicious vehicles.

4.3.3 Some Optimizations for Our Approach

In our scheme, when a vehicle v enters the region of an RSU , it obtains a symmetric
key K through the Accept message M2 = (”Accept”, K, ts) from the RSU for es-
tablishing secure communication between v and the RSU (please see Algorithm 5).
This key K is used by v to encrypt messages and send them to the RSU in the
absence of GLs; this key is also used by the RSU to send messages, as well as CRLs,
securely to v, in the absence of GLs. To reduce this overhead caused by sending
unicast messages, the RSU can attach a group key GK to the accept message as
M2 = (”Accept”, GK,K, ts); then, GK can be used by the RSU to broadcast (in-
stead of unicasting) securely the CRLs as well as other messages to all vehicles in its
region. Similar optimizations can be performed in Algorithm 7 when a GL assigns a
symmetric key K to a vehicle v through the message M2 = (”Accept”, K, ts).

4.4 Results

In our scheme, encryption, and signature are fundamental security mechanisms used
to resist impersonation, eavesdropping, replay, and modification attacks. The message
that is sent by a vehicle v to its GL to be modified must be decrypted, modified, and
then encrypted by an attacker using the v′s shared symmetric key. To decrypt the
message, the attacker needs the symmetric key shared between the v and GL, which
is not available to the attacker, thus making it impossible to modify the message.
Replay attacks are prevented using timestamps. In our scheme, an attacker cannot
generate a valid signature of other vehicles because the attacker does not know the
private key of the vehicle. As a result, an attacker cannot send a malicious signed
message without being detected.

Our scheme is secure against impersonation attacks: To perform an im-
personation attack, the attacker should be able to obtain the private key PRv of a
legitimate vehicle v, which the attacker does not possess. In addition, an attacker
cannot impersonate a vehicle v, as the message encrypted using a shared symmetric
key K between v and GL (or between v and the RSU) cannot be decrypted without
using K, which the attacker does not possess.
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Our scheme preserves privacy—an attacker cannot discover the vehi-
cle’s identity: Vehicles are assigned pseudo-IDs. A vehicle never uses its real ID
in any communication. This prevents discovering the real identity of the vehicle
and prevents attackers from linking messages from the same vehicle using multiple
pseudonyms. During registration, a vehicle is assigned a set of pseudonyms and
associated certificates. Vehicles can use any of the pseudonym-changing strategies
presented in the literature [67, 112] to change pseudonyms. Therefore, the privacy of
vehicles is preserved.

Communication and Computation Overhead: In our scheme, if the density
of vehicles present in an RSU ’s region is low, it does not select GLs. If the density
of vehicles in its region is high, then the RSU selects GLs from the vehicles to help
the RSU with authenticating messages. The GLs are responsible for authenticating,
aggregating, and forwarding messages received from vehicles from their sub-regions.
Thus, an RSU only needs to authenticate and process messages that come from
the GLs. Therefore, the communication and computation overhead for an RSU are
reduced. Note that an RSU sends messages to vehicles in its region through GLs;
vehicles only need to authenticate messages received from its GL if the density of
vehicles is high, and not from other vehicles, so the communication and computation
overhead is low for the vehicles as well.

Figure 4.2 shows a comparison of the total communication cost of our scheme
and that of the SEMA scheme [102], in terms of the number of messages exchanged
between an RSU and the vehicles in its region. For the purpose of comparison, vehicle
density within the region of an RSU is assumed to be high when the number of
vehicles in its region is 1000 or more, and the average number of messages exchanged
between a vehicle v and RSU is 2; otherwise, we assume that the density is low.
Figure 4.2 shows the average number of messages exchanged between an RSU and
vehicles in its region with this assumption; if the number of vehicles is less than 1000
in its region, the RSU authenticates and processes messages received from all vehicles
within its region; if there are more than 1000 vehicles in its region, the RSU needs
to authenticate messages that come from the GLs only. As a result, in our scheme,
the communication cost is lower on the RSU side. For example, if there are only
400 vehicles present in the region of an RSU , the RSU will authenticate the same
number of messages (which is 400∗2 = 800 messages) in our scheme and in the SEMA
scheme [102]. For comparison purposes, to compute the number of GLs needed in an
RSU ’s region, we assume that a predefined threshold is 100 for each GL; i.e., if there
are 1000 vehicles, the number ofGLs needed is (⌈(1000/100)⌉ = 10) and the number of
messages exchanged between the GLs and the RSU would be (⌈(1000/100)⌉∗2 = 20)
under our scheme, whereas under SEMA [102], the number of messages exchanged
would be (1000 ∗ 2 = 2000). Therefore, the total communication cost increases
significantly with the increase in the number of vehicles under SEMA [102]. On the
contrary, under our scheme, the communication cost is significantly lower. This is
primarily because message collection overhead is shared by selected vehicles (GLs) in
the RSU’s region.

We analyzed the computation overhead associated with encryption and authenti-
cation using a Toshiba computer with an Intel i3 quad-core processor with 2.50-GHZ
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Figure 4.2: Communication overhead comparison.

clock frequency and 6 gigabytes of memory, running Windows 8.1 operating system.
The public key cryptography-based signature and encryption scheme are based on
RSA (Rivest–Shamir–Adleman) cryptography. Following are some notations used for
presenting our results: time for computing RSA-based signatures (Tsign); time for sig-
nature verification (Tverify); time for encrypting a message using a public key (TEPU);
time for decrypting the message using a private key (TDPR); time for encrypting a
message using a symmetric key (TEK); time for decrypting a message using a sym-
metric key (TDK). We used the AES (Advanced Encryption Standard) to encrypt
and decrypt the messages using a symmetric key. The execution time of the above
operations is presented in Table 4.2. We used a message size of 39 bytes, as specified
in the IEEE 1609.2 standard, for the encryption and the corresponding decryption
operations.

Computation Overhead on GL: The GL is responsible for collecting, au-
thenticating, and aggregating messages received from vehicles in its sub-region and
forwarding them to the RSU . Figure 4.3 shows the computation overhead incurred
by a GL for decrypting and verifying the signature of messages received from the
vehicles in its sub-region as well encrypting and signing those messages for sending
them to the RSU for a number of messages ranging from 50 to 500.

Computation Overhead for RSU : Figure 4.4 shows a comparison of the
computation overhead between our scheme and SEMA [102] at an RSU for a vary-
ing number of signature verifications. Our scheme incurs significantly lower overhead
compared to SEMA [102]. This is due to the use of the GLs, which help the RSU with
the authentication and aggregation process of the messages sent by vehicles. For ex-
ample, when the number of signatures reaches 1400, the overall cost is approximately
7 ms for the scheme in [102], whereas it is only 0.7 ms for our scheme.
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Table 4.2: Execution time for different operations (milliseconds).

Operation Time

Tsign 0.06

Tverify 0.005

TEPU 1.274

TDPR 2.654

TEK 1.166

TDK 2.128

Figure 4.3: Total computation time at a GL for various numbers of messages.

Figure 4.4: Computation time at the RSU.
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4.5 Summary

In this chapter, we presented a low-overhead RSU -aided message authentication and
dissemination scheme. In this scheme, when the overhead for collecting, authenti-
cating, aggregating, and disseminating messages increases for an RSU , the RSU can
designate some of the vehicles in its region as Group Leaders and make them share the
overhead involved in authenticating, aggregating, and disseminating messages. Thus,
this scheme helps the RSUs by reducing the computation and communication over-
head related to collecting, authenticating, aggregating, and disseminating messages.
We have also shown that our scheme is privacy-preserving and secure and resilient
to various attacks. We also analyzed and compared the communication and compu-
tation overheads of our scheme with an RSU -aided approach for authentication and
message dissemination.
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Chapter 5 Hardware Implementation of On-Board Unit in VANET:
Design and Experimental Evaluation

5.1 Hardware Implementation of On-Board Unit in VANET

Information collected by On Board Units (OBUs) located in vehicles can help in avoid-
ing congestion, provide useful information to drivers, etc. However, not all drivers
on the roads can benefit from OBU implementation because OBU is not available in
all vehicles. Therefore, in this chapter, we design and build a hardware implemen-
tation for OBU. This OBU implementation is simple, efficient, and incurs low cost.
Evaluation results show that our proposed model can transmit and receive messages
(e.g., safety messages) to nearby vehicles, Access Points (APs), and destination with
acceptable delay.

5.1.1 Introduction

Nowadays, smart devices can provide applications like mobile health (m-health),
location-based services, etc. In such applications, smart devices could perform data
sensing and processing. Vehicles are not likely to be equipped with OBUs in the
near future. Therefore, smart phones could play a key role in vehicular networking
as they provide a set of embedded sensors (e.g., accelerometer), computation, and
communication capabilities that could be used in the deployment of VANET appli-
cations. Some schemes have been proposed to minimize the risk of accidents using
smartphones [41, 106, 113, 75, 38]. In [113], authors proposed a smartphone appli-
cation called CarSafe, which collects information from both front and back cameras
to identify unsafe driving conditions. This application can track and predict whether
the driver is disturbed or tired using the front camera. Also, the back camera is used
for monitoring road conditions. However, these schemes only provide driver behavior
services and not other services. In addition, since they used sensors in their schemes,
not all events can be detected by sensors. A number of VANET hardware implemen-
tation schemes have been proposed in the literature [7, 83, 93, 95]. These schemes
proposed collision-detecting systems to improve traffic efficiency. However, since they
used sensors in their schemes and not all events can be detected by sensors.

Our proposed scheme depends on humans and their ability to communicate and
it doesn’t depend on sensors because not all vehicles are equipped with smart sen-
sors and not all events can be detected by sensors. Users could receive information
through our application about their surrounding traffic conditions. For example, if
someone sees an incident, they can report it by sending a warning message to other
vehicles, access points, and to different departments such as police, hospital, fire de-
partment, etc., to take proper actions. The OBU in our scheme consists of an Arduino
microcontroller [8]- which acts as the brain of our model, a Radio Frequency (RF)
module, and a Bluetooth module. The driver will send the message (e.g., obstacle
on the road) using his/her phone through the Bluetooth module to the OBU. Then
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the OBU will send the message wirelessly to other vehicles (which have OBUs as
well) using Radio Frequency (RF) module. When OBUs receive the message, they
will send the message to other drivers’ cell phones through the Bluetooth module,
so other drivers can take proper action [65]. The details of the proposed model are
explained in detail in the next section of the chapter.

The rest of the chapter is organized as follows. In Section 5.1.2, we describe
our proposed model. In Section 5.1.3, we present the hardware implementation and
performance evaluation. We discuss and compare some related work in Section 5.1.4.
Finally, Section 5.1.5 summarizes the chapter.

5.1.2 Proposed Model

In this section, we present our system model and describe the proposed architecture
in detail.

5.1.2.1 System Model

Figure. 5.6 illustrates the proposed architecture which consists of On Board Units
(OBUs), Cell Phones, Access Points (APs), and Destinations.

Figure 5.1: Message Dissemination Scheme for Rural Areas.

• On Board Unit (OBU):
OBU consists of the following components:

– Arduino Microcontroller:
Arduino microcontroller is a special-purpose mini computer. It has a dedi-
cated input and output device and ports to control the device components.
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The microcontroller is attached with an RF module and Bluetooth to send
and receive data either from the vehicle or infrastructure [33]. The purpose
of the Arduino in our architecture is to transmit and/or receive messages
and then forward them to other Arduinos located in other vehicles. We
used two types of Arduinos, Arduino nano for vehicles and Arduino mega
for access points. The Arduino mega has more storage and computational
power than Arduino nano. Table 5.1 compares the specification of the two
types of Arduinos.

Table 5.1: Comparison of Arduino nano and Arduino mega [8]

Arduino Nano Arduino Mega

Micro-controller ATmega328 ATmega2560

Digital I/O Pins 14 54

Analog Input Pins 8 16

Flash Memory 32 KB 256 KB

SRAM 2 KB 8 KB

Clock Speed 16 MHz 16MHz

– Radio Frequency (RF) module:
An RF module is a small electronic device used to transmit and/or receive
radio signals between two devices [104]. The transmission range of the RF
module is 100 m. In our architecture, an RF module is used to enable
wireless communication between Arduino devices.

– Bluetooth module:
Bluetooth is used for communication between Arduinos and cellphones
wirelessly. We used Bluetooth module HC-05. We created an Arduino-
Bluetooth interface for exchanging messages between Arduino and the
cellphone of a driver. Figure 5.2 shows the components of the OBU of
a vehicle as well as an access point.

• Cell Phone:
We use the serial Bluetooth application downloaded on the cellphone that allows
us to write a message and send it to Arduino through the Bluetooth module.
In addition, the serial Bluetooth application reads messages that come from
Arduino microcontrollers.

• Access Point (AP):
Access points are fixed units that can be deployed along the roadside (e.g., at
major road intersections, gas stations, etc.). The AP collects the messages sent
by vehicles and forwards them to the Destination. In addition, it can send
messages to vehicles within its transmission range. APs are assumed to be
connected to destinations, possibly through the Internet.
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Figure 5.2: Components of OBU and Access Point.

• Destination:
Destinations in our model could be the traffic department, police department,
hospital, etc.

5.1.2.2 Proposed Architecture

In this section, we describe our architecture in detail.
In the proposed architecture, information collected by drivers in an area (e.g.,

driver A sees an accident) is sent to other vehicles or nearby access points through
the OBU. For example, as shown in Figure 5.1, the driver in vehicle A sends a message
(e.g., notifying about an accident) from the driver’s cellphone via Bluetooth to the
OBU of vehicle A. Then, the OBU forwards the message to the nearest vehicle (e.g.,
vehicle B) using its RF module. When the OBU of vehicle B receives the message,
it forwards it to cellphone B using its Bluetooth module, and then driver B can take
appropriate action. The messages also could be forwarded to the access point which
will forward them to the destination.

We built OBU hardware that can be attached to vehicles and can also be installed
in some areas to increase connectivity; These are called Access Points (APs). These
APs will send the messages received from vehicles to the destination. If there are
no vehicles or APs within the transmission range of a vehicle, the vehicle stores and
carries the message until it gets closer to the next AP or another vehicle.

APs are responsible to forward the messages to nearby vehicles and/or the des-
tinations (e.g., police department, traffic department, health department, etc.). The
destination is responsible for processing the messages and sending the services that
the original source vehicle might need.

5.1.3 Implementation and Evaluation

A general overview of our implementation is shown in Figure 5.3. We built OBU
hardware for vehicles and AP. We used 3 OBUs- vehicles, 1 access point, and a
Personal Computer (PC)- Destination.
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Messages in our model are transferred from a cellphone of the driver via serial
Bluetooth terminal of the android application by pairing two Bluetooth devices (Blue-
tooth of cell phone and HC-05 Bluetooth module of OBU). After pairing the devices,
the Arduino nano located in the OBU broadcasts the message to neighbor vehicles
(OBUs) or nearby AP via RF module. Figure 5.3 illustrates the process of sending
messages between vehicles, AP, and Destination. In our scheme, any vehicle (e.g.,
vehicle 1) can broadcast a message to neighboring vehicles within its transmission
range (e.g., vehicle 2, vehicle 3), as well as AP . Also, the AP could broadcast the
message to vehicles within its transmission range (vehicle 1, vehicle 2, and vehicle 3)
as well as the Destination (PC). The messages sent/received to/from the PC is shown
using open terminal software (e.g., putty). For example, if the Destination wants to
inform about an incident, the Destination (PC) can send a message to AP which in
return forwards it to vehicles within its transmission range.

Figure 5.3: Sending messages between vehicles, AP and PC.

We connected AP with a personal computer (PC) to measure the end-to-end
delay and the packet delivery ratio using MATLAB environment. The end-to-end
delay is the time taken for a packet to reach the destination (see Figure 5.4). We
used AES Encrypter/Decrypter to encrypt and decrypt the messages. We used 6
data packet sizes: 32, 64, 128, 256, 512, and 1024 bytes. The packets were forwarded
wirelessly through Bluetooth module HC-05 of the vehicle from a smartphone then the
vehicle (OBU) received it through the RF module and transmitted it to AP , which
transmitted it to the PC. In analyzing the end-to-end delay results (Figure 5.4),
we have observed that the transmission times grow with the size of the data packet
transmitted. For instance, the average delay of a data packet size of 64 bytes is longer
than that of 32 bytes for plaintext and encrypted messages. In addition, encrypted
messages take more time than plaintext ones due to their size which is bigger than
plaintext messages.

Figure 5.5 shows the experimental results in terms of Packet Delivery Ratio
(PDR), which refers to the ratio between the packets successfully delivered to the
number of packets sent by a source vehicle. Transferring the data of the packets were
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Figure 5.4: End-to-end delay (milliseconds) for different data packet sizes.

successfully 100% delivered when the source and destination were separated by 25m
and 50m, and then its PDR decreased to 82% at 75m and below 40% at 100m. When
the distance increased to 125m, none of the data packets that were sent reached the
destination (PDR=0% ) due to the loss of connection - transmission range, which in
our scheme is only up to 100m.

5.1.4 Comparison with Related Work

A number of VANET hardware implementation schemes have been proposed in the
literature [7, 83, 93, 95]. Anadu et al. [7] proposed a collision detection system to
improve traffic efficiency. Their model consists of a microcontroller, an RGB LCD
screen for data display, a Mpu6050 accelerometer, a transmitter on one car and a
receiver on the other one. Various parameters of the vehicles such as position and
speed are used to create messages for collision detection. The above schemes [7, 83,
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Figure 5.5: Packet delivery ratio vs distance between sender and destination.

93, 95] provide collision detection and avoidance service only and do not provide other
services. In addition, they used sensors in their schemes, and not all events can be
identified by sensors. Our scheme provides different services and we rely on humans
instead of sensors for detecting events.

As we noticed, many of them use sensors to detect events, and thus in some
cases the data that come from sensors may not be sufficient to take a decision or
it may lead to a wrong decision. For example, the sensor of the camera cannot
capture the obstacle on the other side of the road. In addition, not all events can
be identified by sensors. Our scheme provides different services and we use humans
instead of sensors for detecting events. Our goal is to combine smartphones and OBU
of vehicles so that our scheme gets benefits from smartphone applications (e.g., GPS,
AES Encrypter/Decrypter, etc) and integrated with OBU of vehicles.

5.1.5 Summary

In this chapter, we presented a hardware implementation of On-Board for VANET.
Our scheme consists of cell phones, vehicles, access points, and destination. The
driver in our scheme can send messages to nearby vehicles, AP s, and destination.
We evaluated our scheme with respect to end-to-end delay and packet delivery ratio.
We have observed that the transmission times grow with the size of the data packet
transmitted. It also shows the packet delivery ratio decreases when the distance
between the source and the destination increases.
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5.2 A Hardware Implementation of AODV Routing Protocol in VANET:
Design and Experimental Evaluation

In VANET, On-Board Units (OBUs) in each vehicle can collect information about ac-
cidents, road conditions, traffic updates, etc., and disseminate it to other drivers that
can help other drivers. However, most of the proposed VANET schemes were based on
simulation models; only a few of them have built hardware implementations. To our
knowledge, there is no hardware implementation for routing protocols in VANET. In
this chapter, we present a hardware implementation of Ad hoc On-Demand Distance
Vector (AODV) routing protocol for VANETs. Our implementation allows messages
to be disseminated to and from vehicles and roadside units (RSUs). This implemen-
tation is simple and incurs low cost. Experimental results show that the implemented
method can transmit and receive messages between the source and destination in a
timely manner.

5.2.1 Introduction

VANETs allow vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) commu-
nication. The Onboard Units (OBUs) located in the vehicles allow the vehicles to
collect data from their environment, process, and send information to other vehicles
and/or RSUs through wireless communication. However, not all existing vehicles
are equipped with the needed hardware (sensors, transceivers), and some rural ar-
eas have no network coverage. Therefore, there is a need to use cheap and simple
hardware technology for vehicles onboard and roadside units. Several hardware im-
plementations of VANET have been developed in the literature [7, 83, 93, 95]. These
implementations were proposed for collision detection to improve traffic safety, as-
suming single-hop transmission between vehicles. However, to our knowledge, none
implemented a routing protocol in hardware to enable multi-hop V2V communica-
tions.

Routing protocol plays a vital role in extending the range of awareness in VANETs
[31, 18]. Routing aims to establish routes from one node to other nodes, forward
the packets in the network, and maintain and update the routes. There are two
main types of routing protocols: proactive and reactive routing protocols. Reactive
protocols are based on an on-demand mechanism in which each node in the network
discovers or maintains a route when needed. This makes it suitable for VANETs due
to the high mobility and vehicles density such that network traffic and bandwidth
are reduced [51]. AODV is one of the well-known reactive routing protocols [81]. In
AODV, when a source node wants to send a data packet to a destination node, it
first checks the available routes in its routing table. Then, if the route information is
already in the table, the packet is sent to its destination. Otherwise, the source node
broadcasts a route discovery request to all neighboring nodes. Then, this process
continues until the request packet gets an intermediate node with a route to the
destination or the destination node itself. When the route reply packet arrives from
the destination or the intermediate node, the nodes forward it along the established
reverse path and store the forward route entry in their routing table. Then the
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packet is forwarded to the destination. The works in [34, 88, 4] used simulation
models for implementing and testing AODV in VANET. However, to our knowledge,
no hardware implementations for the AODV protocol in VANET have been proposed.
In this chapter, we present a hardware implementation of AODV for VANETs using
less expensive, but efficient devices.

Our developed hardware enables both V2V and/or V2I communications. Based
on using V2V communication, vehicles can wirelessly communicate while moving
along the road. This the implementation uses an Arduino Nano module, an Arduino
MEGA module, an RF ZigBee module, a Bluetooth module, and a mobile phone with
Android applications. The Arduino module plays a central role in our implementa-
tion; it receives the alert messages (Arduino connected to an Android device through
Bluetooth) from the driver’s phone via the Bluetooth module, and then sends the
message using the RF ZigBee module to the intended vehicle. The warning messages
can be delivered to the intended user using V2V and/or V2I communication. As a
result, the packet delay is reduced, and transportation efficiency improves. In ad-
dition, we note that our implementation can extend network connectivity in areas
with the poor network coverage. The performance evaluation results show that the
destination successfully received the data messages on time [71].

The rest of the chapter is organized as follows. In Section 5.2.2, we present our
proposed model and describe the hardware implementation. We present the results
and analysis in Section 5.2.5. In Section 5.2.6, we discuss some related work. Finally,
Section 5.2.7 summarizes the chapter.

5.2.2 Proposed Model

In this section, we present our system model and describe the proposed hardware
implementation.

5.2.2.1 System Model

Figure. 5.6 shows the system model of our implementation. It consists of OBU in
every vehicle, RSU, cell phone-LCD, and destination. The function of each of these
entities is described as follows:

• The On-Board Unit (OBU):
The OBU contains the following hardware components: the Arduino Microcon-
troller, the RF ZigBee module, the Bluetooth module, and an ultrasonic sensor.
Figure 5.7 shows the OBU components.

– The Arduino Microcontroller:
The Arduino boards are an open-source electronics platform containing
both hardware and software. Our implementation uses Arduino Nano and
Arduino MEGA2560 microcontrollers [9] because they are cost-efficient,
handy, and highly reliable. The Arduino MEGA2560 has 54 digital input
and output pins that run on 5V and has 8KB of memory. The Arduino
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Figure 5.6: System Model for VANETs.

Figure 5.7: The implementation of the OBU part.

Nano is based on the ATmega328, powered by a 12V supply, and consists
of 14 digital input-output pins.
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– The RF ZigBee Module:
For communication, the XBee Series 2 module is used. This module is
based on ZigBee technology, an IEEE 802.15.4 standard protocol [105], [3],
which has a mesh networking functionality to allow communication be-
tween the XBee devices. Each XBee device can act as a coordinator,
router, and/or end device. The Coordinator establishes the network ser-
vice and also selects the operating channel.

The transmission range of the XBee Series 2 Pro module is 140 feet for
indoor and 4000 feet for outdoor scenarios. The RF ZigBee module is
used to enable wireless communication between Arduino devices. The Co-
ordinator, routers, and end devices are the main devices used in a ZigBee
network. The coordinator is responsible for creating a network; therefore,
every network must have at least one coordinator. In addition to its own
tasks, the coordinator does everything a router does, such as choosing a
Personal Area Network (PAN) ID, security mode, etc. The router serves
as a transmitter and/or receiver and is responsible for routing data. Fi-
nally, the end device sends and/or receives data to/from the routers or
the coordinator and can send and/or receive information from other end
devices [80].

Figure. 5.8 shows the network topology with XBee S2B wireless modules,
configured with Configuration and Test Utility (XCTU) software. Each
ZigBee network creates a virtual network and labels it with a 16-bit PAN
address. All the communicating radios must be turned on to the same fre-
quency to receive messages. When the ZigBee coordinator picks a network
PAN address, it checks all the available channels and selects one channel
for that network’s connectivity. All the radios in that network must use
the selected channel. By default, XBee radios automatically handle chan-
nel selection. Figure. 5.8 also shows the Link Quality Indicator (LQI). The
LQI describes the connection strength between XBee devices. The range of
values to determine the link quality is between (0 and 255). For example,
the value 255 refers to the best connection between the communicating
XBee devices.

– The Bluetooth Module:
The Bluetooth module HC-05 is used in our implementation. This module
allows all serial-enabled devices to communicate with each other wire-
lessly. We create an Arduino-Bluetooth interface for exchanging messages
between Arduino and the cell phone of a driver.

– Ultrasonic Sensor:
We use ultrasonic sensors to determine the distance between vehicles and
their destination. Ultrasonic sensors provide high-accuracy distance de-
tection and stable readings.

• Cell Phone:
We use the driver’s cell phone as an LCD screen through a serial Bluetooth
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Figure 5.8: ZigBee Network Topology.

application. This application allows the driver to write and send messages to
the Arduino through the Bluetooth module. Also, this application can display
messages that are received from Arduino.

• Road Side Unit (RSU):
The RSUs are fixed units deployed along the roadside (e.g., gas stations, road
intersections, etc.). They collect the messages sent by the vehicles and forward
them to other vehicles within their transmission range, or to the destination.

• Destination:
The destination can be the department of motor vehicles, hospital, police sta-
tion, etc.

5.2.3 Architecture of the Proposed Hardware Implementation

In the following section, we describe the implemented hardware architecture in detail.
The Arduino microcontrollers are the main data processing units in our system. In our
implementation, we define two main types of nodes, the transmitter, and the receiver.
At a transmitter node, the vehicle transmits the data message (e.g., observed accident
on the road) using a Bluetooth module to the Arduino unit. Then, the message is
wirelessly transmitted using an RF Zigbee module to an RF Zigbee module at the
receiving node. Then, the Arduino at the receiver sends the received message to the
driver in the receiving vehicle via Bluetooth. The received message appears on the
driver’s phone, which enables the driver to take action.

In our implementation, the information collected by each driver in the V2V net-
work (e.g., observed accident) is sent to a nearby RSU through the OBUs using the
AODV routing protocol. Figure 5.9 shows the flow chart of the message forwarding
process in our proposed system. Under AODV, when a source node wants to send a
data packet to a destination node, it checks its routing table to look for a candidate
route. If a route exists, the packet is forwarded to the next hop along the found path
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to the destination, if there is no available route in the table, the source node starts a
route discovery process by sending a route request message [81].

Figure 5.9: Flow chart of the message transmission in our proposed method.

In particular, the source node sends the control packets to the intermediate nodes
in its routing table. This process continues until the request packet gets to either
an intermediate node with a route to the destination or the destination node itself.
The route request packet contains the IP address of the source node, the current
sequence number, the hop count, and the IP address of the destination node. When
an intermediate node forwards the route request packet, it records the neighbor’s
address in its routing table from which the first copy of the packet was received.
This recorded information is then used to construct the reverse path for the route
reply packet. Finally, when the route reply packet arrives from the destination or the
intermediate node, the nodes forward it along the established reverse path and store
the forwarded route entry in their routing table.

5.2.4 Hardware Implementation and Discussion

We implemented OBU hardware for vehicles and RSUs. We assembled 5 OBUs
(vehicles), 1 OBU (RSU), and one destination (PC).
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Figure 5.10: Sending messages to Destination.

Figure 5.10 shows the process of sending data messages between vehicles and
destinations in our implementation. Vehicle A (the coordinator) has two available
paths to send data messages to the destination node using the AODV protocol. The
data messages are sent using the shortest path. Specifically, the coordinator sends
the data messages either through the path A-C-E-RSU-Destination or A-D-B-RSU-
Destination. Note that, the data packets are sent wirelessly from the coordinator to
the RSU, which are automatically forwarded serially to the destination. The received
data messages can be viewed on the PC (Destination) screen using open terminal
software (putty). The received data at the destination can be forwarded to the cell
phone, Arduino nano, and Arduino mega, which act as the processing units as they
control the data flow from the RF ZigBee module to the HC-05 module and vice
versa.

5.2.5 Result and Analysis

In this section, we present the performance evaluation results of our implemented
hardware system using a realistic testbed.

Our main performance metric is network throughput (the sum of successfully
received bits by destination). Figure. 5.11 illustrates network throughput versus the
transmission time from the coordinator to the destination. We used five OBUs, one
RSU, and one destination. One of the 5 OBUs is a coordinator, and the other OBUs
are distributed randomly in different locations. The packet size used to compute
throughput is 32 bytes, and the number of packets sent from the coordinator to the
destination varies between 9 and 100. This figure shows that network throughput
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decreases as the time elapses from 0 to 9000 milliseconds. This happens because the
network data load increases with different vehicle locations.

Figure 5.11: Throughput versus Time Interval.

Figure. 5.12 shows the delay as a function of the distance from the coordinator
to the destination. The distance varies with the location of routers (vehicles); hence,
the selected path may change. The packet size of 32 bytes transferred from the
coordinator to the destination at distances ranging from 5 and 50 meters. The figure
shows that as the distance increases, the delay increases because the protocol makes
the decision based on direction, distance, and signal strength. Our hardware module
helps deliver the data packets faster by avoiding re-transmissions using the AODV
protocol.

5.2.6 Related Work

The schemes proposed in [34, 88, 4, 74, 90, 99] used simulation to investigate the
performance of the AODV protocol in VANET and evaluate them with respect to
packet loss/delay and throughput. In [74], the authors compared the performance of
AODV [81], AOMDV [62], GSR [28], DSR [32], and OLSR [46] protocols in terms
of average delay and packet delivery ratio through simulation. They showed that
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Figure 5.12: The End to End Delay vs distance from coordinator to destination.

the AODV protocol is more suitable for VANETs. Authors in [99] analyzed the
performance of AODV and DSR routing protocols in the Zigbee network. Throughput
and delay metrics were used to analyze the performance of these routing protocols.
Their results showed that the AODV routing protocol is more efficient than the DSR
routing protocol.

We note that none of the previous efforts provided a hardware implementation
of the AODV protocol in VANETs. In this chapter, we presented a hardware im-
plementation for the AODV protocol for VANETs. Our implementation combines
cell phones and OBUs, it can benefit from cell phone applications and services (e.g.,
GPS, symmetric key Matlab algorithm Encrypter/Decrypter, etc.). In addition, the
developed OBUs can be distributed in areas with low coverage (e.g., rural areas) to
provide better connectivity for VANETs.

5.2.7 Summary

In this chapter, we presented an on-board hardware implementation of the AODV
routing protocol for VANET. We have used less expensive, but efficient devices to
implement the OBU. Experimental results show that the implemented method can
transmit and receive messages to a destination in a timely manner.
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Chapter 6 Privacy-preserving Approach for Collection and Dissemination
of Messages in VANETs

6.1 Introduction

In VANET, malicious vehicles may send false messages (e.g., regarding an accident)
to other vehicles to benefit from using a certain road. To prevent such attacks,
researchers have designed efficient schemes for secure message dissemination and
privacy-preserving authentication in VANETs. In some schemes [47, 56], vehicles
authenticate each other and exchange messages about events. Other schemes [29,
115, 67], use RSUs for authenticating and disseminating messages transmitted by ve-
hicles within the RSU ′s region. If vehicles get a notification about events promptly,
accidents and traffic jams, etc., could be prevented, especially on dangerous roads
with a low vehicle density. If the number of vehicles is limited in an area, the packets
may not get sent on time because of the non-availability of a sufficient number of vehi-
cles to collect and disseminate information; moreover, limited roadside infrastructure
would worsen the problem. This chapter addresses this issue by proposing a scheme
to solve this problem.

In our scheme, we use fixed OBUs. These fixed OBUs are devices distributed in
fixed locations with a low density of vehicles present in a region. One of these fixed
OBUs works as the Group Leader (GL). The GL is in charge of collecting messages
sent by fixed OBUs and vehicles within its transmission range, authenticating them,
aggregating them, and sending them to the Department of motor vehicles (DMV ).
In addition, the fixed OBUs (FOBU) can be distributed within regions with RSU to
help collect data and increase the privacy of vehicles by changing FOBUs pseudonyms
with the pseudonyms of vehicles present in the RSU region [70].

A summary of the main contributions of this chapter is as follows:

• We develop an improved safety message collection with an increased privacy-
preserving scheme for VANETs. We propose installing fixed OBUs along the
roadside of dangerous roads (i.e., roads that are likely to have more ice, acci-
dents, etc., but have a low density of vehicles and roadside infrastructure) to
help collect data about the surrounding environment. This would help vehicles
to be notified about the phenomena on such roads (such as ice, accidents, etc.).

• We use a digital signature to guarantee the integrity and authenticity of the
transmitted packets.

• We use pseudo IDs to ensure the privacy of vehicles. To enhance the privacy
of vehicles, the proposed scheme allows vehicles to change their pseudo IDs in
all traffic conditions. Therefore, regardless of whether the number of vehicles is
low in the RSU/GL region, it would be hard for an attacker to know the actual
number of vehicles in the RSU/GL area.
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The remainder of the chapter is structured as follows: First, in Section 6.2, we
present our proposed approach. Then, in Section 6.3, we describe the security and
performance analysis of our approach. Next, we discuss related works in Section 6.4.
Finally, we summarize the contribution in Section 6.5.

6.2 The Proposed Approach

This section describes the system model and proposed method in detail. Table 6.1
shows the acronyms used in this chapter.

Table 6.1: Notations used in this chapter.

6.2.1 System Model

The system model of our approach is depicted in Figure 6.1. The system model
consists of the DMV , RSUs, several vehicles, FOBUs, and GLs. The functions of
each of these entities, as well as the assumptions we make about these entities, are
described next.

• DMV: The DMV (Department of Motor Vehicles) is in charge of the reg-
istration of all vehicles and assumed to be trusted. The DMV generates its
private and public keys (PRDMV , PUDMV ) and distributes a PUDMV to all
vehicles, FOBUs, and RSUs securely. Moreover, the DMV generates pseudo
IDs (PIDv) for every vehicle, certificates related to every pseudo ID of a vehicle
(Certv), where Certv = E((PIDv, PUv, ts), PRDMV ), and certificates of RSUs
(CertRSU) where CertRSU = E((IDRSU , PURSU , ts), PRDMV ). The DMV also
generates and shares a symmetric key between itself and each RSU so they can
encrypt messages using that key and send between them.
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• RSU: The RSUs (Roadside Units) are fixed entities distributed along the road-
side. The RSUs are connected to the DMV through the Internet. In our ap-
proach, an RSU collects the messages received from the vehicles and/or FOBUs
within its transmission range, authenticates them, aggregates them, and sends
them to DMV , as well as to vehicles in its region. The DMV is in charge of
further aggregating and disseminating these messages to vehicles in appropriate
regions through the respective RSUs.

• Vehicle: It is assumed that each vehicle is equipped with OBUs for compu-
tation purposes and communication with the RSUs and other vehicles. The
OBU stores the vehicle’s private and public keys (PRv, PUv), its pseudo-IDs
(PIDv) along with their certificates issued by the DMV , and the DMV public
key (PUDMV ).

• Fixed OBU (FOBU): Fixed OBUs are devices like OBUs that do not move
and are installed along dangerous roads (i.e., roads in which vehicle density is
low and accidents, icy road conditions, etc., happen frequently), and within the
vicinity of RSU so they can collect information and forward it to the RSUs
through other OBUs. The fixed OBUs help in collecting safety messages in
such areas and forwarding them to the RSUs so the RSUs can aggregate and
forward them further to the DMV and vehicles in their region.

• Group Leader (GL): After installing the FOBUs in a region, if there is no
RSUs in that region, one or more of the FOBUs are designated as GLs in that
region, so that the GLs can work as RSUs.

The following section provides a comprehensive description of the proposed approach.

6.2.2 The Proposed Method

In our proposed method, when vehicles/FOBUs transmit messages to the RSU/GLs,
the RSU/GLs verify their authenticity and integrity before disseminating them to
DMV or other vehicles in its region. To improve the safety message collection,
especially in the low-traffic environment, we use FOBUs. As shown in Figure 6.1-a,
these FOBUs are installed in regions with a low density of vehicles, and in each
region, one of them works as GL. Moreover, the FOBUs can be installed within
regions that have RSUs (Figure 6.1-b) so the FOBUs can collect information and
forward them to the nearby RSU for further dissemination. In addition, we use them
to increase the vehicles’ privacy in the RSU/GL region.

We assume the following in our work:

1. The clocks of DMV , RSUs, vehicles, and FOBUs are loosely synchronized.
Time received from the Global Positioning System (GPS) can be used for this
purpose.

2. Certificates generated by the DMV are used for the authentication of RSUs,
vehicles, and FOBUs;
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Figure 6.1: System model for VANETs.

3. The problem of identifying the malicious RSUs or vehicles is not addressed in
this chapter. In our work, we assume that any of the existing previously pro-
posed malicious detection methods can be used to determine malicious vehicles.

4. If the RSU/GL is not in the transmission range of v, v can adopt any of the
existing routing protocols in literature to transmit messages to nearby RSU/GL
through other vehicles/FOBUs (e.g., [31, 48]).

Our scheme is described in detail next.
When a vehicle v enters an RSU/GL’s region: Each RSU/GL continually

broadcasts its CertRSU/GL. When a vehicle v enters an RSU/GL region, v checks
RSU/GL’s certificate in its CRL to determine if it is revoked. If the RSU/GL’s
certificate is not revoked, then v sends a join packet M to the RSU/GL. This packet
M contains its PIDv, along with its certificate Certv, and a time-stamp (ts). When
RSU/GL receives the message, the RSU/GL uses the ts to check the message fresh-
ness. Next, the RSU/GL retrieves pseudo ID PIDv, and the vehicle public key PUv

from Certv, and checks the vehicle’s certificate in its CRL to see if it is revoked. If it
is not revoked, the RSU/GL transmits an ”accept” packet to v. This packet consists
of a shared key K used for securing v and RSU/GL communications, group key GK
used to broadcast the CRLs and other messages to vehicles in the RSU/GL’s region,
and a time-stamp ts, all encrypted using PUv of v; the certificate of the RSU/GL,
namely, CertRSU/GL, and the signature of the RSU/GL SIGRSU/GL are attached to
the message as follows: M1 = (RSU/GL, PIDv, (E(”Accept”, K,GK, ts), PUv),
CertRSU/GL, SIGRSU/GL), where SIGRSU/GL = E(H(”Accept”, K,GK, ts), PRRSU/GL).
Note that, an RSU/GL can use GK to encrypt packets and broadcast them to the
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vehicles located within its region. Algorithm 9 contains the algorithm illustrating the
joining process of a vehicle v when v enters the region of an RSU/GL.

Algorithm 9 When a vehicle v enters the RSU/GL region

When a vehicle v enters an RSU/GL region:

Verifies CertRSU/GL received in the broadcasted message using PUDMV ;
Retrieves PURSU/GL from the CertRSU/GL;
Computes M1 = (”Join”, ts);
Encrypts M1 using PURSU/GL;
Sends M ′

1 = (PIDv, RSU/GL,
E(M1, PURSU/GL), Certv, SIGv) to the
RSU/GL, where SIGv = E(H(M1), PRv) and
Certv is the certificate corresponding to PIDv.

When the RSU/GL receives M ′
1 from v:

Decrypts M ′
1 using PRRSU/GL;

Verifies Certv using PUDMV ;
Retrieves PUv from Certv;
Verifies SIGv using PUv;
If verification succeeds {

Computes M2 = (”Accept”, K,GK, ts);
// M2 contains the acceptance message.
// K is the shared symmetric key used between
// RSU/GL and v and GK is the group Key;
Encrypts M2 using PUv of v;
Sends M ′

2 = (RSU/GL, PIDv, E(M2, PUv),
CertRSU/GL, SIGRSU/GL) to v, where
SIGRSU/GL = E(H(M2), PRRSU/GL)};

Else { Discards M2; }

When v receives M ′
2 from RSU/GL:

Decrypts M ′
2 using PRv of v;

Verifies SIGRSU/GL using PURSU/GL;
If verification succeeds {

Stores (M2);}
Else { Discards M2. }

Next, we illustrate sending messages by a vehicle/FOBU to RSU/GL.
When a vehicle v or an FOBU wishes to transmit a message M to

its RSU/GL: When v/FOBU wishes to transmit a message M regarding a certain
event to its RSU/GL, v/FOBU encrypts and signsM and sendsM1 to the RSU/GL,
where M1 = (PIDv/FOBU , GL,E((M, ts), K), SIGv); PIDv/FOBU is the pseudo ID of
v, ts is the time-stamp, and K is the shared key established between v and RSU/GL
in Algorithm 9.
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Upon receiving M1, RSU/GL decrypts the packet using the shared key K and
utilizes the time-stamp ts to check the message freshness. Next, the RSU/GL verifies
the message authenticity and integrity using the v/FOBU signature SIGv/FOBU .
After that, it aggregates the received packets from all other vehicles located in its
region. Then, it sends the aggregated information to the DMV . The DMV can
disseminate the messages to the vehicles in appropriate regions. Note that the purpose
of using FOBUs is to sense events from surrounding regions, especially in regions
with low vehicle density. Therefore, the GL can inform DMV and vehicles within
its transmission range about these events to take appropriate actions. Algorithm 10
shows the message collection and dissemination process.

Algorithm 10 Vehicle v or FOBU sending a message M to its RSU/GL

When a vehicle v or an FOBU observes an event and wants to send a

message M about the event to RSU/GL:

Computes M1 = (PIDv/FOBU , RSU/GL,
E((M, ts), K), SIGv/FOBU);
Sends M1 to RSU/GL;

// K is a shared key established in Algorithm 9.

When the RSU/GL receives M1 from v/FOBU:

Decrypts M1 using K;
Checks the timestamp ts;
Verifies SIGv/FOBU using PUv/FOBU ;
Aggregates M with messages received from
other vehicles/FOBUs;
Computes
M2 = (RSU/GL,E((M, ts), K), SIGRSU/GL);
Sends M2 to DMV ;
// K is a shared key established
// between the RSU/GL and the DMV
// during the registration process

When the DMV receives M2 from RSU/GL:

Decrypts M2 using the shared key K;
Checks the time-stamp ts;
Verifies SIGRSU/GL using PURSU/GL;
Aggregates M with messages received from
other RSUs/GLs;
Disseminates messages to the proper regions;
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6.2.3 Increasing privacy in our approach

To ensure privacy in VANETs, pseudonyms are used for communication between
vehicles and RSUs. Many existing schemes proposed updating the pseudonyms of
vehicles more frequently to decrease the chances of linking messages sent by a ve-
hicle with two different pseudonyms. To enhance privacy and make it hard for the
adversary to link pseudonyms of vehicles, many researchers proposed mixed zones
schemes [39, 59, 25, 96, 78, 35, 42, 112]. In these schemes, changing the pseudonyms
of vehicles happens in a specific region simultaneously to prevent attackers to link pre-
vious and current pseudonyms to a vehicle. Most of these approaches work well when
the vehicles density is high but not when the density of vehicles is low. Therefore,
we propose a mix-zone approach that achieves and increases the privacy of vehicles
in low and high-density vehicles. In our approach, we reduce the chance of linking
the pseudonyms to a vehicle using the help of FOBUs. The vehicles and FOBUs
update their pseudonyms simultaneously. This makes the attacker think there are K
physical vehicles in the RSU/GL region.

In our approach, the DMV generates a pseudonym set for each vehicle. v trans-
mits a message Mp to RSU/GL for requesting a new set of pseudonyms. The packet
Mp is described as follows:

Mp = IDRSU/GL, P IDv/FOBU , E((M, ts), K), SIGv/FOBU ; ts is the time-stamp, K
is the shared secret key established between RSU/GL and v, and PIDv/FOBU is the
pseudo-ID of v/FOBU .

When the nearby RSU/GL decodes the packet, it verifies the integrity and au-
thenticity of Mp and sends it to DMV . Then, DMV generates pseudo-IDs for the
v/FOBU and certificates associated with each pseudo-ID of a vehicle (Certv/FOBU)
and forwards the packet M

′
p1

to the RSU/GL. The message M
′
p1

is defined as follows:

M
′
p1

= IDRSU/GL, IDDMV , E(((PID1, ..., P IDn), Certv/FOBU , ts), PUv/FOBU),
SIGDMV .

The message M
′
p1

includes a set of pseudonyms PID1, ..., P IDn for the vehicle
v/FOBU . When theRSU/GL receives the message, it verifies the integrity/authenticity
of M

′
p1

and sends it to the requested v/FOBU . The packet M
′
p2

is sent to the
v/FOBU and defined as follows:

M
′
p2

= PIDv/FOBU , IDRSU/GLi
,M

′
p1
, SIGRSU/GL.

Algorithm 11 shows how the vehicle v or fixed OBU FOBU gets new pseudo-IDs.
In our approach, vehicles change their pseudonyms in all traffic conditions. The

FOBUs help in increasing the privacy of vehicles. When vehicles are required to
change their pseudonyms in the RSU/GL region, the vehicles, and the fixed OBUs
will change their pseudonyms. This makes the adversary believe that there are phys-
ical k vehicles joining in the process of pseudonyms updates, which makes it very
hard to link pseudonyms to them. This results in increasing the privacy of vehicles.

The message that each v/FOBU sends to the RSU/GL in the RSU/GL region
is defined as follows:

M
′′
p1

= IDRSU/GL, P ID1v/FOBU , E((M, ts), K), SIGv/FOBU
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Algorithm 11 When v/FOBU wants to get a new set of pseudonyms

When v or FOBU wants to get a new set of pseudo-IDs:
v/FOBU sends a message Mp to RSU/GL asking
about getting a set of pseudonyms;
Mp = IDRSU/GL, P IDv/FOBU , E((M, ts), K),
SIGv/FOBU ;
// K is the shared secret key established in Algorithm 9.

When an RSU/GL receives Mp:
Decrypts Mp using K;
Checks the time stamp ts;
Verifies SIGv/FOBU using PUv/FOBU ;
Mp1 = IDDMV , IDRSU/GL, E((M, ts), K), SIGRSU/GL;
Send(Mp1) to DMV ;

When a DMV receives Mp1 from an RSU/GL:
Decrypts Mp1 using K;
Checks the time stamp ts;
Verifies SIGRSU/GL using PURSU/GL;
compute(M

′
p1
);

M
′
p1

= IDRSU/GL, IDDMV , E(((PID1, ..., P IDn)

, Certv/FOBU , ts), PUv/FOBU), SIGDMV ; // M
′
p1

contains a set of pseudo-IDs
(PID1, ..., P IDn) for v/FOBU and certificates corresponding to every pseudo ID
of a vehicle (Certv)
send M

′
p1

to the RSU/GL;

When an RSU/GL receives M
′
p1

from DMV :
Verifies SIGDMV using public key PUDMV of DMV ;
compute(M

′
p2
);

M
′
p2

= PIDv/FOBU , IDRSU/GLi
,M

′
p1
, ts

SIGRSU/GL.
send M

′
p2

to v/FOBU ;

v/FOBU authenticate M
′
p2
;

v/FOBU store its new set of pseudonyms and starts using them;
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When such physical vehicles and FOBUs transmit packets using their new pseudonyms
to the RSU/GL, the attacker would believe that there are n vehicles transmitting
packets at any certain time period. Hence, the chance for the attacker to link be-
tween messages with different pseudo-IDs is low. Algorithm 12 shows our pseudonym-
changing algorithm.

Algorithm 12 Changing Pseudonyms

When it is a time for vehicles/FOBUs to change their pseudo-IDs in the
RSU/GL region:

vehicles and FOBUs replace their current
pseudo-IDs to a new pseudo-IDs

Each v/FOBU can send messages to the RSU/GL
using their new pseudo-IDs;
// This results in n indistinguishable new

pseudo-IDs in the RSU/GL region

6.3 Performance Analysis

Ensuring Message Authentication and Non-repudiation. In our approach,
mutual authentication between vehicles and RSU/GLs is done using certificates
signed by DMV before VANET communication. We used digital signatures to en-
sure the integrity and authenticity of messages. Each message has a digital signature
attached to it. When the receiver (vehicle or RSU/GL) receives the message, it uses
the digital signature to authenticate and process it. An adversary can not generate
signatures of other entities as the adversary does not possess their private keys. In
addition, a sender cannot deny sending the message because the message is attached
to its signature. Hence, the authenticity and non-repudiation of the messages are
ensured.

Ensuring Confidentiality: The transmitted messages by the vehicles and FOBUs
to the RSU/GLs are encrypted based on a shared secret key K. To modify the
message, the attacker should decrypt it, modify it, and then encrypt it using the
vehicle-shared secret key. The attacker does not have this key, which makes it hard
to modify the message. RSU/GL disseminates the message to other vehicles by en-
crypting it with GK in its region. Vehicles validate the message’s authenticity using
SIGRSU/GL. Hence, attackers cannot modify the messages.

Ensuring Privacy Preservation: Vehicles use pseudo IDs in any communica-
tion. Thus, the privacy of vehicles is ensured.

Ensuring Unlinkability: Unlinkability means an attacker cannot link transmit-
ted messages by the same vehicle with 2 distinct pseudonyms. In our scheme, when
vehicles are required to update their pseudo-IDs in the RSU/GL region, the FOBUs
will change their pseudo-IDs with the vehicles. The adversary would think that there
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are k vehicles joining in the pseudonym-changing process. As a result, linking the
pseudonyms of vehicles is difficult for the attacker. Thus, the privacy of vehicles is
increased.

Resistance to Man in a Middle Attack: In this attack, the attacker makes
all the communicating entities (vehicles, FOBUs, and RSUs/GLs) think that they
are directly communicating with each other, but they are not. In our approach, every
message is attached with the signature SIG(M) = E(H(M), PR). The attacker can-
not forge a signature as the attacker does not have the sender’s private key. Therefore,
a man-in-the-middle attack is prevented in our proposed method.

Resistance to Replay Attack: Messages sent by Vehicles and RSUs/GLs
carry time stamps ts with every message to prevent the attacker from re-sending
transmitted messages. When the receiver receives the message, it checks the ts to
resist a replay attack (vehicles, FOBUs, and RSU/GL can use GPS for synchronizing
clock).

Computation and Communication Overhead: In our approach, theRSUs/GLs
authenticate and aggregate the messages received from vehicles or FOBUs. There
is no vehicle-to-vehicle communication. Vehicles only authenticate received packets
from its RSU/GL. Therefore, the overhead of communication and computation is
low for the vehicles.

A comparison of the total number of exchanged messages in our scheme and the
SEMA scheme [102] is shown in Figure 6.2, in terms of the number of exchanged
packets between the vehicles and the RSU/GL. For comparison, the the average
number of exchanged messages between a vehicle v and RSU/GL is assumed to
be two, and the number of FOBUs (FOBUs distributed within the region of an
RSU/GL) is set to 10; if there are vehicles in the RSU/GL region, the RSU/GL
processes the received messages from all those vehicles in scheme [102], where in our
scheme, the RSU/GL processes received messages from all vehicles and FOBUs in its
region. In our scheme, if no vehicles are present in the RSU/GL region (low-density
area), the RSU/GL receives messages from the FOBUs, which helps vehicles get
notified about such incidents in advance before they reach the area. As a result, in our
scheme, the total messages received by RSU/GL is more than that in scheme [102].
As an example, if there are only 40 vehicles and 10 FOBUs exist in the RSU/GL
region, the number of exchanged messages between RSU/GL and vehicles/FOBUs
will be((40+ 10) ∗ 2 = 100 messages) in our proposed method, where in SEMA [102],
the number of exchanged packets equals to (40 ∗ 2 = 80). If there are no vehicles
exist in an RSU/GL region, the number of exchanged messages between RSU/GL
and vehicles/FOBUs is ((0 + 10) ∗ 2 = 20) in our method, and in SEMA [102],
the number of exchanged messages equals to (0 ∗ 2 = 0). Consequently, the number
of collected messages increases as the number of vehicles in our scheme increases.
While, in SEMA [102], the total number of collected messages is lower compared
to our scheme. This is primarily because, in our scheme, FOBUs help in message
collection even if no vehicles are present in the RSU ′s/GL′s region.

Computation Overhead on RSU/GL: Using a Toshiba computer with an
Intel i3 quad-core processor with a 2.50-GHz clock frequency, Windows 8.1 operating
system, and 6 gigabytes of memory, RSA (Rivest–Shamir–Adleman) signature veri-
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Figure 6.2: Total number of exchanged messages.

Figure 6.3: Computation time at the RSU/GL.

fication takes 0.005 ms [69]. A comparison of the computation overhead is shown in
Figure 6.3 between our approach and SEMA [102] at an RSU/GL for various numbers
of signatures. Our approach incurs a slightly higher overhead than SEMA [102]. This
is due to the use of the FOBUs (FOBUs increase safety message collection). As an
example, when the amount of signatures exceeds 1,400, the total cost is 7.05 ms for
our scheme, whereas it is 7 ms for the scheme in [102]. However, in our scheme, ve-
hicles can benefit from getting information about regions where vehicles are sparsely
present.

Anonymous set size: The number of vehicles participating in the pseudonym
change procedure defines the anonymous set [54]. The confusion of the attacker in-
creases when increasing the anonymous set size. Figure 6.4 shows the total number
of vehicles that changed their pseudonyms simultaneously in the RSU/GL region.
We assume the number of FOBUs is 10; as shown in this figure, the FOBUs help
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Figure 6.4: Total number of changed pseudonyms in the RSU/GL region.

in confusing the attacker with the number of physical vehicles that changed their
pseudonyms even under low density of vehicles. For example, if there is one vehicle
in RSU/GL region and it is time for vehicles to change their pseudonyms (RSU/GL
determines the time when all the vehicles in its region need to perform the pseudonym
change), the vehicle and 10 FOBUs will change their pseudonyms, which makes the
attacker think there are 11 vehicles that changed their pseudonyms. The anony-
mous set increases in size as the number of vehicles and FOBUs participating in the
pseudonym change process increases. Some related works are discussed next.

6.4 Related Works

Many privacy-preserving authentication schemes [53, 30, 72, 69, 14, 15] have been
proposed for VANET. They are secured against different attacks, such as imperson-
ation attacks, message modification attacks, etc. However, they need to consider
collecting data in low-density vehicle scenarios.

Recently, several pseudonym-changing methods have been proposed in the lit-
erature. The vehicles must change their pseudo-IDs in mixed-zone areas (e.g., gas
stations). The purpose of the mixed zones is to prevent the attacker from linking two
different pseudonyms of the same vehicle. The authors in [20] proposed a traffic-aware
pseudonym-changing scheme. In this scheme, a traffic congestion detection protocol
is used to find a suitable location where a mixed zone can be established. Vehicles
change their pseudo-IDs only when traffic congestion is found. However, vehicles do
not change their pseudo-IDs if congestion is not found.

The scheme in [23] proposed a dynamic pseudonym-changing strategy to address
privacy in VANET. Trusted Authority (TA) issued an accurate pseudonym (Rpseud)
for the vehicle. Then, a vehicle communicates with the RSU and gets an initial
pseudonym. A vehicle searches, continuously, for a trusted neighbor vehicle by ex-
changing information with the RSU ; when the trusted neighbor vehicle is identified,
the vehicle updates its pseudonym (Npseud). The duration current pseudonym ends
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when a vehicle enters a new RSU region, and another cycle begins. Security and
privacy are ensured between entities in this scheme. However, this scheme incurs
computation overhead because the vehicles change their pseudonyms each time they
find a new trusted neighbor vehicle. Authors in. [67] proposed a scheme that uses
the mix zone strategy. In this scheme, vehicles change their pseudonyms in all traffic
conditions. If the traffic density is low in the RSU region, the RSU sends a message
to some vehicles and notifies them to act as k vehicles. As a result, the attacker will
believe that there are n vehicles joining in the pseudonym-changing process. Authors
in [16] proposed a pseudonym-changing strategy. Their scheme works in all traffic
conditions (Low and High density) to prevent linkability between pseudonyms of a
vehicle. In case of a low traffic density in a region, the vehicle broadcasts beacons
with modified speed and location information for a particular period to deceive the
adversary and his/her expectations. The drawback of this scheme is that the vehicle
broadcasts beacons with real-time speed and position if there is an emergent event.
This gives an attacker a chance to track the vehicle in a low-density region.

Most of the existing privacy-preserving authentication schemes [53, 30, 72, 69,
14, 15] address security and privacy issues, while other schemes [20, 23, 67, 16] use
mix zone areas to increase the unlinkability of pseudonyms. To our knowledge, exist-
ing schemes did not address the collection of safety messages in low-density vehicle
scenarios, and some others that use mixed zone schemes did not prevent the linkabil-
ity of pseudonyms in low-density vehicle scenarios. Our scheme improved the safety
message collection and enhanced privacy preservation in VANET. In our work, we
use FOBUs distributed in areas with a low density of vehicles, especially on roads
that are considered dangerous. They can also be distributed in the RSU region. The
purpose of the FOBUs is to collect data from the surrounding regions and send it
to the RSU/GL. The RSU/GL collects, authenticates, and aggregates the messages
transmitted by the vehicles. Then, it forwards them to the vehicles within their trans-
mission range and to DMV for further dissemination. Moreover, our scheme helps
increase the unlinkability of pseudonyms. When it is time to change the pseudonyms
of vehicles, the FOBUs change their pseudonyms with vehicles, which makes the at-
tacker think there is a certain number of vehicles in the RSU/GL region. However, it
is not, thus preventing the attacker from linking pseudonyms for a vehicle. Therefore,
our scheme improves safety message collection and, at the same time, enhances the
unlinkability of pseudonyms for a vehicle, preserving the privacy of vehicles.

6.5 Summary

In this chapter, we presented an improved safety message collection and increased
privacy-preserving scheme for VANETs. We use fixed OBUs to help collect data
from the surrounding environment in areas where vehicles would be sparsely present.
Vehicles can be notified in advance about incidents such as accidents, icy roads, etc.,
in those regions to take proper action. Messages are authenticated, and the privacy
of vehicles is preserved. Our scheme’s communication and computation overheads
are analyzed and compared with an existing scheme.
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Chapter 7 Conclusion and Future work

Due to the growing interest of customers and the industry in self-driving vehicles,
interest in the design and implementation of the Internet of Vehicles (IoV) has grown
significantly. Based on some estimates, in the next two years, the global market for
IoV will exceed $200 billion. As a result, several auto manufacturers have developed
programs and platforms for connecting to IoV services, e.g., intelligent parking and
collision prevention. Moreover, vehicles participating in VANETs are likely to uti-
lize clouds to store information as well as retrieve information. In this section, we
summarize the results of our dissertation and also discuss future work.

7.1 Dissertation Summary

First, we proposed a secure and distributed architecture for the vehicular cloud. This
architecture is hierarchical and consists of vehicles, roadside units, regional clouds,
and the central cloud. Each regional cloud covers a region (e.g., city, state) and
processes the information collected from vehicles through the RSUs, and provides
on-demand services to vehicles in its region. These regional clouds further communi-
cate with the central cloud and exchange information between themselves to provide
a wide range of services to vehicles. Our architecture also copes with RSU failures.
In addition, we designed a scheme for changing pseudonyms that ensures the pri-
vacy of vehicles in all traffic conditions. Our scheme depends on mix zones that
allow vehicles to change their pseudonyms to make it difficult for an attacker to link
pseudonyms assigned to the same vehicle. Our scheme also ensures confidentiality
and authentication for messages.

Second, we presented a low-overhead RSU -aided message authentication and dis-
semination scheme. In this scheme, when the overhead for collecting, authenticating,
aggregating, and disseminating messages increases for an RSU , the RSU can desig-
nate some of the vehicles in its region as Group Leaders and make them share the
overhead involved in authenticating, aggregating, and disseminating messages. Thus,
this scheme helps the RSUs by reducing the computation and communication over-
head related to collecting, authenticating, aggregating, and disseminating messages.
We have also shown that our scheme is privacy-preserving and secure and resilient to
various attacks.

Third, we present a hardware implementation of on-board units in VANET. In
our implementation, we have used less expensive, but efficient devices to implement
the OBU.

Fourth, we proposed an improved safety message collection and increased privacy-
preserving scheme for VANETs. We use fixed OBUs to help collect data from the
surrounding environment in areas where vehicles would be sparsely present. Vehicles
can be notified in advance about incidents such as accidents, icy roads, etc., in those
regions to take proper action. Messages are authenticated, and the privacy of vehicles
is preserved.
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7.2 Future Work

In the future, we will continue our research in the following directions. We will
expand our research domain to a broad range of topics on the issues related to cloud
and vehicular network security. We will also apply our current implementation in
various scenarios with different attacker models to improve performance and evaluate
our scheme further. In addition, we will investigate new research topics in closely
related areas such as mobile cloud, sensor networks, the Internet of things (IoT), and
blockchain-based distributed systems.

Copyright© Hassan Mistareehi, 2023.
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