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Purpose: In recent years, data has been growing on a large scale, and the 
development of Internet applications, mobile applications, and network-
connected sensors has also increased dramatically. These programs and 
extensive Internet communications continuously generate large volumes of 
data that are diverse and structurally different, called big data. 
Methodology: This article first reviews big data and defines its features, and 
then discusses the challenges it faces in the smart industry. Finally, using fuzzy 
hierarchical analysis, the most important challenges of using big data in smart 
industries have been prioritized. 
Findings: Due to the increasing volume of information transfer in the space 
of industrial generation, big data problem, import and storage of large volume 
of data information items and its management, preprocessing and post-
processing, speed, accuracy and security of information are very important. It 
has gained a lot of attention and has attracted the attention of many 
researchers and experts in the field of information technology and active in 
the industry. 
Originality/Value: This article review the challenges of big data use in smart 
industries. 
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1. Introduction 

In recent years, large volumes of data have been stored in various fields including healthcare, general 

management, retail, biochemistry and other interdisciplinary scientific and research fields. Web-

based applications such as social computing, web documents and web search indexing are constantly 

exposed to big data. This data is stored at a very high cost and is eventually deleted or ignored 

because there is not enough space to store it. Therefore, the first challenge for metadata analysis is 

the high-speed input / output storage media. In these circumstances, data accessibility should be a 

top priority for knowledge discovery and presentation [1]. The reason for this is that this data should 

be easily and immediately accessible for future analysis. In the past decades, analysts have used hard 

disk drives to store data, but these devices slow down random input / output performance than 

sequential inputs / outputs. To overcome this limitation, the concepts of "Solid State Drive" (SSD) 

and Phase-Change Memory (PCM) were introduced. However, existing storage technologies do not 

have the efficiency required for large-scale data processing. Big data and artificial intelligence are 

considered by data scientists or large organizations as the myth of data mechanics [2]. Many 

organizations hope that artificial intelligence can transform their business using their organizational 

data. Machine learning is an advanced version of artificial intelligence by which machines can 

analyze or send and receive data, or learn new concepts. Big data helps companies extract the 

information they need from them and gain meaningful insights from it. Therefore, it is clear that by 

integrating artificial intelligence and big data, we come to many new concepts and options, each of 

which has the ability to transform a large part of different businesses. Artificial intelligence and big 

data together can help businesses better understand the interests and needs of their customers [3]. 

Data management is the most challenging issue in the world today. The rapid growth of digital 

technology has led to an increase in data production rates, which has led to a huge amount of data, 

so processing this big data with database systems is very difficult. To manage these challenges 

requires knowledge of computational complexity, information security, and computational methods 

for big data analysis. For example, many statistical methods that work well for small data sets are 

not scalable for large volumes of data [4]. Similarly, many computational methods that perform well 

for low-data data face significant challenges in metadata analysis. Next, the big data challenges in 

the four groups of "data storage and analysis", discovery of computational knowledge and 

complexity, "scalability and visualization of data" and "information security" Categorized. All of 

these are discussed below. 

2. Big Data Challenges 

With the rapid growth of data sets, data mining tasks have grown significantly. In addition, data 

reduction, data selection, and feature selection are among the basic tasks, especially when working 

with large data sets. This reveals an unprecedented challenge for researchers. Because, existing 

algorithms may not respond at the right time (real time) when working with this high-dimensional 

data [5]. 

Therefore, automating the process of analyzing and developing new machine learning algorithms to 

ensure their robustness is a major challenge. In addition, clustering of large datasets that aid in the 

analysis of metadata is one of the main concerns in this area (clustering is not what is used in data 

mining and is an unsupervised learning process; rather, it is the division of data into Parts in order to 

perform processes faster and more efficiently). Recent technologies such as hadoop and mapReduce 
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make it possible to collect large amounts of "semi-structured" and "unstructured" data in a reasonable 

amount of time [6]. The types of data that need to be analyzed are shown in Figure (1). 

 

Fig. 1. Data types 

A key challenge in this area is how to analyze this data for knowledge. A standard process for this is 

to convert semi-structured and unstructured data into structured data and then apply data mining 

algorithms to extract knowledge. A framework for analyzing such data is provided in an article 

entitled big data analytics: A framework for unstructured data analysis [7]. 

The details of data analysis for public tweets are also described in an article entitled Opinion mining 

about a product by analyzing public tweets in twitter by Das et al. The main challenge in this situation 

is to pay attention to the design of storage systems and increase effective data analysis tools when 

data comes from various data sources to ensure increased accuracy of outputs. In addition, designing 

machine learning algorithms to analyze data to improve productivity and scalability is critical [8]. 

 Knowledge discovery and computational complexity 

Discovering and presenting knowledge are among the key issues in the metadata debate. These issues 

have a number of sub-categories such as authentication, archiving, management, protection, retrieval 

and presentation of information. There are various tools for discovering and presenting knowledge, 

such as "fuzzy sets", "rough sets", "soft sets", "near sets", "formal concept analysis" (Formal concept 

analysis), "principal component analysis". 

Also, hybrid methods for processing real-world problems have been developed. All of these methods 

are problem-based. Some of them may not be suitable for large data sets in a "sequential computer". 

In addition, some also have good scalability characteristics in parallel computers. Because metadata 

size continues to grow exponentially, existing tools may not be efficient for processing this data to 

obtain meaningful information. The most popular approaches to managing large datasets are "data 

warehouses" and "data marts". Data warehousing is primarily responsible for storing data originating 

from operating systems, while databases are based on data warehouses and facilitate analysis [9]. 

Big data set analysis requires more computational complexity. The main problem is the management 

of inconsistent data and the uncertainty that appears in the data set. In general, in principled 

modeling, the problem of computational complexity is considered. Creating a mathematical system 
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that is comprehensively applicable to metadata is difficult. But domain-based analyzes can be done 

simply by understanding the specific complexities. A set of such developments can enable big data 

analysis for a variety of areas [10]. 

Many researches and studies in this direction have been done using "machine learning" methods 

(Machine Learning) and using the minimum memory required. The main goal of this research is to 

minimize the cost and computational complexity. Current metadata analysis tools have poor 

performance in managing computational complexity, uncertainty, and inconsistencies. This poses 

greater challenges for the development of methods and technologies that can effectively deal with 

computational complexity, uncertainty, and incompatibility. 

 Scalability and visualization of data 

One of the most important challenges related to metadata analysis methods is their scalability and 

security. In recent decades, researchers have focused on accelerating data analytics, which has led to 

faster processors in accordance with Moore's Law. It is also necessary to develop sampling methods, 

online analysis and multi-solution analysis methods in order to speed up data analysis. Incremental 

methods have good scalability in macro data analysis. 

Because data size develops much faster than CPU speeds, there is a dramatic change in the 

technology of processors that have a large number of built-in cores. This change in processors has 

led to the development of "parallel computing". Real-time application analytics such as social media, 

finance, and Internet searches are among the things that require parallel processing [11]. 

The purpose of "Data Visualization" is to present those appropriately using statistical charts, "graph 

theory" and graphics. Graphic visualization establishes a link between data and its proper 

interpretation. 

 Information security 

In metadata analyzes, large volumes of data are correlated and analyzed to discover meaningful 

patterns. Most organizations have different policies in place to protect the security of their sensitive 

information. Protecting sensitive information is an important issue in metadata analysis because there 

are so many security risks to metadata. Therefore, information security is a problem for big data 

analytics. Metadata security can be enhanced using "Authentication", "Authorization" and 

"Encryption" methods. 

The various security metrics faced by large-scale software include network scalability, device 

diversity, real-time security monitoring, and the lack of "intrusion detection systems | IDS". Security 

challenges have made "big data" the focus of information security researchers. This focus is on 

building security policy models and multilevel security systems. Although much research has been 

done in the field of metadata security, this area still needs further improvement. The main challenge 

in this regard is to develop a data security model and multi-level privacy for big data [12]. 

 

3. Big data technologies 

Big data analytics and data science have become the focus of industry and university research. The 

purpose of data science is to research metadata and extract knowledge from it. Applications of 

metadata and data science include information science, uncertainty modeling, uncertain data 
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analysis, machine learning, statistical learning, pattern recognition, data warehousing, and signal 

processing. Effective integration of technologies and analyzes makes it possible to predict future 

events. The main focus of the following topics is related technologies and topics in need of research 

in the field of big data. 

These technologies fall into four broad categories: Internet of Things (IoT), cloud computing, bio-

inspired computing, and quantum computing. However, in reality these issues are not limited to these 

four categories and are considered much broader [13]. 

 Internet of Things (IoT) for big data analytics 

The Internet has reshaped global communications, business, cultural revolutions, and a significant 

number of human characteristics. Currently, Information Technology activists are trying to control 

the myriad of automated gadgets on the Internet and build the Internet of Things (IoT). 

With the Internet of Things (some call it the Internet of Things, but the Internet of Things is a more 

general equivalent that better refers to the scope of this topic), devices become Internet users just 

like humans. The Internet of Things has attracted the attention of researchers and IT companies in 

recent years due to its numerous opportunities and challenges. It is safe to say that the Internet of 

Things has economic and social implications for future construction in the field of information 

technology, networking and communications [14]. 

 Cloud computing 

The development of "virtualization technologies" has made "supercomputing" more accessible and 

cost-effective. The computing infrastructure hidden in virtualization software allows these systems 

to act like a real computer but with the flexibility to specify details such as number of processors, 

disk space, memory, and operating system. The use of these virtual computers, known as cloud 

computing, is one of the most robust macro solutions. Big data and cloud computing technologies 

are being developed based on the importance of building scalable and accessible data resources. 

Cloud computing synchronizes large volumes of data with demand-based access to configure 

computer resources through virtualization methods. 

Benefits of using cloud computing include providing resources when there is demand and addressing 

the resources needed to build and develop a product. At the same time, it improves accessibility and 

reduces costs. The remaining challenges and research topics in this field have been studied in detail 

by many researchers, including topics related to data management, data diversity and speed, data 

storage, data processing, and resource management. Thus, cloud computing helps to develop a 

business model for a variety of applications with infrastructure and tools [15]. 

 Biology-inspired computing for big data analytics 

Computing is inspired by biology, a way of being inspired by nature to deal with complex real-world 

problems. Big systems are self-organizing without a central control. A nature-inspired cost-cutting 

mechanism finds the optimal data service solution by searching for data management and service 

maintenance costs. These methods are developed by biomolecules such as DNA and proteins to 

guide and perform computational calculations, including data storage, retrieval, and processing. 

A notable feature of such computing is that it integrates bio-derived items to perform computational 

functions and obtain intelligent performance. These systems are more suitable for metadata 

applications. Because huge amounts of data have been generated from a variety of sources across 
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the web since the advent of digitalization. Analyzing this data and categorizing it into text, photos, 

video, and more requires a lot of intelligent analysis by data scientists and big data experts [16]. 

 Quantum computing for big data analytics 

A quantum computer has a memory that is exponentially larger than its physical size and can 

manipulate an exponential set of inputs simultaneously. This exponential improvement is possible 

in computer systems. If a real quantum computer existed, it could solve problems that are difficult 

for today's computers, and of course macro-data problems. The main technical challenges in the 

construction of quantum computers are expected to be resolved soon, and humans will witness a 

revolution in computing. Quantum computing provides a solution for integrating quantum mechanics 

and information processing [17]. 

In traditional computers, information is displayed in long strings of bits, so they end up being either 

zero or one. A quantum computer, on the other hand, uses bits or "qubits". The main difference 

between qubits and bits is that the quantum system encodes zero and one into two distinct quantum 

modes and uses mechanical phenomena and laws to decompose and clog. This is because qubits 

have quantum behavior [18]. 

4. Conclusion 

In recent years, data is growing on a large scale, and the development of Internet applications, mobile 

applications, and network-connected sensors has also expanded widely. These programs and 

extensive Internet connections continuously generate large volumes of data that are diverse and 

structurally different, called big data. Facing such challenges is part of the big data problem. 

Undoubtedly, there are wide differences between scientists and thinkers, and those who intend to use 

big data should be aware of the dangers and drawbacks of this work. Otherwise, businesses will 

suffer serious losses and will continue to face financial crises and heavy fines. For this reason, in this 

study, the most important challenges facing big data analysis have been evaluated and analyzed. A 

correct understanding of these challenges can be provided to facilitate the challenges as well as better 

encounter with big data systems. 
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