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Abstract— Prevalent security threats caused by human errors 

necessitate security education, training, and awareness (SETA) 

programs in organizations. Despite strong theoretical foundations 

in behavioral cybersecurity, field evidence on the effectiveness of 

SETA programs in mitigating actual threats is scarce. Since memory 

decay will inevitably occur after absorbing a broad range of 

cybersecurity knowledge in a single session, the effectiveness of 

SETA programs in longer terms is unclear. This study investigates 

whether and how knowledge gained through SETA programs can 

mitigate human errors in a longitudinal setting. In a baseline 

experiment, we established that SETA programs reduce phishing 

susceptibility by 50%, whereas the training intensity does not affect 

the susceptibility rate. In a follow-up experiment, we found that 

SETA programs can increase users’ cybersecurity knowledge by 12-

17%, but the increment wears off within a month. Furthermore, 

technical-level knowledge decays faster than application-level 

knowledge. The longer “shelf-life” of application-level knowledge 

explains why training intensity makes no difference in the baseline 

experiment. This study reveals a (relatively) more effective 

component of SETA programs and casts doubts on the overall 

effectiveness of SETA programs in the long run. 

Keywords—SETA, Security Awareness, Security Education, 

Training, Phishing, Learning, Forgetting. 

 

I. INTRODUCTION 

A 2022 report by the Ponemon institute indicates that 
insider threats have increased in frequency and cost over the 
past two years. Moreover, 56% of incidents arose from insider 
negligence [1]. Cybersecurity threats may arise from inside or 
outside the organization. Perpetrators may be human or non-
human. The motivations might be accidental or intentional.  
Regardless of the cybersecurity source, perpetrator, or 
motivations, the consequences are the same – denial of use, 
modification, destruction, or disclosure of information [2].  
Although popular media highlights complex cybersecurity 
attacks involving viruses, worms, Trojans, rootkits, and 
distributed botnet attacks mounted by criminal gangs and 
sometimes foreign governments, the greatest threat is the 
insider threat, the trusted employee [3].  

 For this reason, security education, training, and 
awareness (SETA) programs have become more prevalent in 
organizations [4]. These programs intend to train employees 
who often lack the basic knowledge or awareness to adopt and 
use the correct cybersecurity measures. With companies 
devoting resources to training their employees about 

cybersecurity, it is crucial to understand how practical these 
training sessions are. Numerous prior studies have laid solid 
theoretical foundations for effective SETA programs [5]-[9], 
but few have examined the decrement of cybersecurity 
knowledge after a SETA intervention. One of these few 
studies found that SETA campaigns reduce vulnerability only 
in the short term, just two weeks [10]. 

To understand the effectiveness of SETA programs, we 
need to differentiate the different types of knowledge in a 
training session. IT knowledge is typically classified as 1) 
application-level knowledge for practical IT usage and 2) 
technical-level knowledge that goes beyond the simple usage 
of IT [11]. For cybersecurity, application-level knowledge 
may include standard procedures such as spotting phishing 
emails, whereas technical-level knowledge can include how to 
configure a network firewall. While SETA programs include 
both types of knowledge, their effectiveness in mitigating 
actual threats may differ. Against this backdrop, this study 
examines how knowledge acquired through SETA programs 
affects cyber risks due to human negligence. 

 

II. THEORETICAL DEVELOPMENT 

A. Learning 

Past studies have shown that SETA programs effectively 
deter intentional computer misuse [12]. Fear appeals and 
communications effectively ensure security policy 
compliance [13]. However, for unintentional human mistakes, 
it is possible that employees do not understand or have enough 
knowledge to identify a potential threat. For this reason, we 
examined the learning effect of SETA programs in building 
up employees’ cybersecurity knowledge to mitigate 
unintentional human errors. 

Training in organizational settings effectively increases 
trainees’ knowledge level and improves organizations’ 
productivity [11], [14]. In IT knowledge, learning and 
knowledge transfer are vital mechanisms for performance 
improvement in IT support [11].  Because cybersecurity 
management is a knowledge-intensive activity [15] and new 
threats are constantly emerging, SETA programs can 
potentially increase the knowledge level of employees. 

A typical SETA program includes basic cybersecurity 
knowledge, such as how to spot phishing emails, when 
employees should use VPNs, and different types of computer 
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viruses. While these types of knowledge are rudimentary for 
IT personnel and security researchers, many non-IT 
employees are unfamiliar with cybersecurity [16]. For this 
reason, even a single training session can substantially 
increase employees’ knowledge level in cybersecurity. With 
relatively low cybersecurity knowledge and the known 
effectiveness of training in corporate settings, we posit that 
SETA programs will increase employees’ cybersecurity 
knowledge. 

Hypothesis 1: After a SETA program, employees’ 
cybersecurity knowledge will increase compared to the pre-
training level. 

Importantly, we need to understand the effectiveness of 
the cybersecurity knowledge acquired through SETA 
programs in mitigating cyber threats. Since phishing is the 
leading cause of data breaches and most SETA programs 
include segments on mitigating phishing, we focus on the 
effect of SETA programs in reducing successful phishing 
attacks. Prior literature has addressed various behavioral 
factors and phishing techniques that might affect the chance 
of employees falling for a phishing attack [17]-[19]. Since 
SETA programs specifically teach employees how to spot 
phishing emails, we contend that such knowledge acquired 
through those programs will decrease the susceptibility to 
phishing emails. For those who already know about phishing 
email identification, a training session may serve as a 
reminder to increase employees’ vigilance in looking out for 
phishing emails. 

Hypothesis 2: After a SETA program, employees’ 
susceptibility to phishing attacks will decrease compared to 
the pre-training level. 

 

B. Forgetting 

While employees’ cybersecurity knowledge can be 
boosted through SETA programs, its longevity is not 
guaranteed. Knowledge acquired through SETA programs 
may be forgotten over time. After a SETA session is 
completed, organizations typically consider the box is ticked 
and seldom look back. Without persistent organizational 
engagement, many non-IT professionals will quickly push 
cybersecurity to the back of their minds as they focus on their 
primary job duties. Any positive learning quickly wears off, 
and employees are essentially untrained after they forget about 
the new knowledge. Hence, decay in knowledge will likely 
negatively affect security policy compliance over the long run.  

To model the knowledge decay, we utilize forgetting 
curves. The simplest form of the forgetting curve is a 
decreasing linear function of time, which best approximates 
forgetting in shorter periods. For extended periods, non-linear 
functions capture the de-acceleration in forgetting. Non-linear 
forgetting curves include the power function, hyperbola 
function, exponential function, logarithmic function, and 
combinations of the above [20]. Notably, the non-linear and 
convex structure suggests that the initial decline is sharper 
than the last decline. 

The forgetting curve was first proposed by psychologist 
Hermann Ebbinghaus, who memorized a series of nonsense 
syllables and tested his memory at various periods ranging 
from 20 minutes to 31 days [21]. His experiment showed an 
exponential decay in memory; the most extended shelf-life for 
newly acquired knowledge is less than a month. Following 

Ebbinghaus’s theory and empirical findings, we posit that the 
“shelf-life” of knowledge gained from security training 
sessions is up to one month. 

Hypothesis 3: Knowledge acquired through a SETA 
program will be forgotten over a period measured in weeks. 

 
SETA programs consist of a mixture of cybersecurity 

knowledge, ranging from practical tips on spot phishing 
emails to more technical concepts such as the classification of 
computer viruses. Given the wide range of knowledge, it is 
essential to identify potential heterogeneity in their “shelf 
lives” to understand how knowledge decay affects risk 
mitigation and devise meaningful measures to mitigate the 
knowledge loss over time. Ideally, such measures should aim 
to renew the “shelf-life” for knowledge pointed toward risk 
reduction. 

As such, we follow [11] and classify cybersecurity 
knowledge into application and technical levels. Application-
level knowledge is knowledge aimed at practical IT usage. 
Examples in the cybersecurity context include how to spot 
phishing emails, how to connect to a VPN, and whether 
passwords should be written down on a piece of paper. In 
contrast, technical-level knowledge goes beyond simple IT 
usage and includes conceptual topics such as classifications of 
computer viruses and hackers. As most non-IT professionals 
do not come from technical backgrounds, technical-level 
knowledge may be more difficult to retain for extended 
periods. On the other hand, everyday use of technology does 
not require a deep technical background, making application-
level knowledge more retainable. Given the contrast, we posit 
that application-level knowledge will have a longer shelf-life 
than technical-level knowledge. 

Hypothesis 4: Technical-level knowledge acquired 
through a SETA program will decrease faster than 
application-level knowledge. 

 

III. METHODOLOGY 

To empirically test the hypotheses, we conducted two 
experiments. Study 1 investigated the effectiveness of SETA 
programs in preventing simulated phishing attacks. The goal 
was to set a baseline for the effectiveness of SETA programs 
against phishing emails. Study 2 examined knowledge 
increment and decay following a SETA program. Together, 
the two studies addressed how knowledge accumulation and 
decay following a SETA program relate to mitigating phishing 
email attacks.  

A.  Study 1: Phishing following a SETA program 

The objective of study 1 was to determine whether training 
can mitigate employee phishing attacks in the baseline 
experiment. The study occurred in a first-year class at a large 
university in the mid-western United States. College students 
are appropriate participants for this study because, like 
corporate employees, they face losses and other potential 
consequences if they succumb to phishing attacks. First-year 
college students are similar to new employees in that they are 
both new to their organization, and cybersecurity is not their 
main priority. Students tend to focus more on their coursework 
than cybersecurity, and employees mainly focus on their job 
performance. Like any other organization, universities 
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experience data breaches. College students, the main campus 
population, are frequent targets of phishing attacks [22]. 

The three sections of the class were naturally divided into 
one control and two treatment groups. Students from all three 
sections are comparable first-year students taking the same 
course. However, the three sessions occurred at different times 
during the day, which we acknowledge is a limitation. All 
three groups of participants received a pre-test on their ability 
to identify phishing emails. The results showed non-
significant differences (p<0.01) statistically. After the pre-test, 
participants from the first treatment group ( 𝑛1 = 239 ) 
received a 5-minute training session once a week for the next 
four weeks. Since the study focuses on phishing susceptibility, 
the training focused on the part of the SETA program that 
directly addresses phishing email identification, where 
participants review various emails and determine whether 
they are phishing attacks. After the participant’s determined 
the correct answers, brief explanations were displayed. Since 
theory predicts knowledge decrement following SETA 
programs, retraining may reinforce the learning outcome. 
Therefore, participants from the second treatment group (𝑛2 =
203) received more intense training - the same training twice 
a week during the same timeframe. In the meantime, 
participants from the control group (𝑛0 = 147) receive no 
SETA program training. 

Participants received an artificial phishing email one week 
after the last training session (Appendix A). The email 
claimed an outstanding bursar account balance of $2143.56 
and asked students to log in to view the statement via a non-
school link that leads to a phishing site. The site used a URL 
that resembled the official school website, and the layout 
mimicked the official site. When the students “logged in” via 
the phishing site, it displayed a warning page showing that 
they have been phished and reminded them to avoid clicking 
on suspicious links. The system recorded their ID but not their 
password. 

The results showed that 20% of participants in the control 
group succumbed to phishing attacks. The number dropped to 
10% for treatment groups, suggesting the positive effect of the 
training. The difference is also statistically significant 
(p<0.01). However, there is no significant difference between 
the two treatment groups (p>0.10). The high susceptibility rate 
in both the control and the treatment groups is likely because 
the simulated phishing email is very similar to a regular bursar 
email (due to researchers’ insider knowledge of the 

organization). Naturally, students are concerned over potential 
debt. A less authentic email may result in weaker overall 
susceptibility. Nevertheless, this baseline experiment 
establishes a significant outcome of SETA programs - cutting 
phishing susceptibility by half. This suggests a positive 
learning effect of SETA programs in mitigating actual threats, 
which confirms Hypothesis 2. The indifference to training 
intensity prompted us to investigate the learning and 
forgetting process of SETA programs more closely in the 
follow-up study. 

B. Study 2: SETA knowledge accumulation and decay 

Study 2 investigated knowledge accumulation and decay 
of SETA programs. Similar to study 1, the study was 
conducted in a first-year class (three sections) at the same mid-
western university in the US. To examine the learning of 
different types of knowledge, participants were given a 
comprehensive SETA program similar to those conducted in 
an organizational setting. SETA quiz results measured 
cybersecurity knowledge levels. Each quiz had twenty 
questions, half evaluating technical-level knowledge and the 
other half measuring application-level knowledge. Appendix 
B presents all quiz questions. 

All three groups were given a pre-test to assess the 
baseline knowledge level. We found no significant differences 
among the three groups (p>0.10), suggesting a similar 
knowledge level before the SETA program. A week after the 
pre-test, the course instructor conducted SETA program 
sessions for all three groups. Immediately after the training, 
participants took the first post-test. The pre-test and post-test 
1 used the same quiz. We expected to observe the learning 
effect based on comparisons of the pre-test and post-test 1. 
After the training, we retested the participants’ knowledge to 
examine the knowledge decay process. Questions in post-test 
2 differed slightly from post-test 1 but were equally difficult 
and measured the same knowledge. Since repeated testing on 
the same subject would induce learning distortions, we tested 
participants from different groups at different points following 
the training. Depending on the group number, participants 
took the second post-test 15, 30, or 45 days after post-test 1. 
We chose 45 days to ensure the capture of the knowledge 
expiration, which is predicted to be around a month [21]. 
While the forgetting curve is continuous, we are constrained 
by the number of subgroups. Therefore, this design (Figure 1) 
takes three points from the forgetting curve. 

 

 

Fig. 1. Design for study 2 
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TABLE I.  AVERAGE SCORES 

 Pretest Posttest 1 Posttest 2 

Group 1 12.55 14.71 12.85 

Group 2 12.50 14.11 12.78 

Group 3 12.48 14.51 12.95 

 

Participants’ IDs paired the three test scores. Observations 
with one or more missing scores are dropped. We observed a 
sharp increase in scores from the pre-test to post-test 1. Across 
all three groups, the knowledge levels increased significantly 
(p<0.01). The average score increment is between 1.61 and 
2.16 (Table 1), suggesting the magnitude of the knowledge 
accumulation is 12%-17%.  

This result points to a significant learning effect of SETA 
programs, which confirms Hypothesis 1. To examine the 
knowledge decay, we first compared the scores from post-
tests 1 and 2. The average score decrement ranges from 1.33 
to 1.86. The decreases across all three groups are statistically 
significant (p<0.01). This confirms the knowledge decay 
following SETA programs. The knowledge increment and 
decay in all three groups are plotted in Figures 2, 3 & 4. 

 

 

Fig. 2. Overall knowledge change 

 

 

Fig. 3. Technical-level knowledge change 

 

 

Fig. 4.  Application-level knowledge change 

A similar pattern of initial increase and eventual decrease 
can be observed for participants scoring 80% or higher right 
after the training (post-test 1), which means any positive 
learning effect soon wears off. While government regulations 
such as HIPAA and FISMA require employees in specific 
industries to be trained and reach a certain threshold, the 
knowledge decay pattern shown here suggests that such 
seemingly demanding regulations may eventually lose effect.  

We compared the pre-test and post-test two scores to 
quantify the “shelf-life” of knowledge acquired through 
SETA programs (Table 2). Intuitively, the “expiration date” 
for a training program is when the post-test two scores are 
equal to the pre-test scores. If scores in post-test 2 are still 
higher than the pre-test scores, then the knowledge has not 
fully “expired.” For the “shelf-life” of the overall knowledge, 
we observe that for group 1 (15-day), the post-test 2 score is 
still significantly higher than the pre-test score (p<0.10), 
suggesting that the knowledge level may further decline. For 
a longer interval (30-day), the post-test 2 scores for group 2 is 
not significantly different from the pre-test score, which 
means that the overall knowledge level has returned to the pre-
training level within a month. Combining the results on groups 
1 and 2, we can infer that the “shelf-life” of knowledge 
acquired through SETA programs is between 15 and 30 days, 
which supports hypothesis 3. 

We included both types of knowledge for the training 
session to examine the decay of technical- and application-
level knowledge. For the knowledge measurement, half of the 
quiz questions were designed to measure technical-level 
knowledge and the other half for application-level knowledge. 
The classification follows definitions from [11]. For technical-
level knowledge, the post-test 2 score is statistically the same 
as the pre-test score for group 1 (similarly for groups 2&3, see 
Table II). This means the “shelf-life” of technical-level 
knowledge is within 15 days. For application-level 
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knowledge, the result for group 1 (15-day) shows that the post-
test 2 score is still significantly higher than the pre-test score 
at 0.05 level (Table II). For group 2, the post-test 2 score is 
statistically the same as the pre-test score. Therefore, the 
“shelf life” for application-level knowledge is between 15 and 
30 days. Since application-level knowledge has a longer 
“shelf-life” than technical-level knowledge, the latter has a 
faster decay rate, which supports hypothesis 4. 

In Study 1, the training intensity did not affect phishing 
susceptibility (in a month). This somewhat puzzling finding 
can be explained by the “shelf-life” of application-level 
knowledge. Since identifying phishing emails relies on 
application-level knowledge, its longer “shelf-life” (15-30 
days) suggests that the knowledge likely did not deteriorate to 

the point where retraining was necessary. As application-level 
knowledge has not yet worn off, retraining in Study 1 does not 
provide significant additional value in returning the 
knowledge to the desired level. Therefore, more intense 
training before the application-level knowledge significantly 
wears off does not further reduce susceptibility to phishing 
emails. 

Overall, the two studies document the short-term 
effectiveness of SETA programs such as those required by 
some compliance laws, and cast doubts on their longer-term 
effectiveness and heterogeneity among different types of 
knowledge. 

 

TABLE II.  PAIRED T-TESTS FOR PRETEST AND POSTTEST 2 

𝑯𝟎: 𝒚𝟎 = 𝒚𝟐 

𝑯𝒂: 𝒚𝟎 < 𝒚𝟐 
𝑛 

(Overall) Score 

Difference 

𝒑-value 

Overall Technical-level Application-level 

Group 1 (15-day) 122 0.30 0.0849 0.3881 0.0383 

Group 2 (30-day) 112 0.28 0.1579 0.4805 0.1101 

Group 3 (45-day) 74 0.47 0.0026 0.4044 0.0001 

a. 𝑦𝑖  (𝑖 = 0, 2) stands for the test score at the pre-test or post-test 2. 

 

IV. DISCUSSION 

This research finds that SETA programs can reduce 
phishing susceptibility by 50% while increasing employees’ 
knowledge level by 12% to 17%. However, the knowledge 
increment wears off within weeks, and technical-level 
knowledge decays faster than application-level knowledge. 
The findings suggest that SETA programs are practical tools 
to mitigate benign human errors in cybersecurity in the short 
run, but the longer-term effectiveness is not assured. Since 
some compliance laws require employees to be trained 
annually, this may not be an effective control.   

Before discussing the literature contributions, we 
acknowledge this study's limitations. In testing the longer-
term effectiveness of SETA programs, we only measured 
knowledge decay but did not examine phishing 
susceptibility longitudinally. This is mainly due to 
constraints at the experiment site. The phishing email in 
Study 1 generated significant pushback from the 
university’s IT department, and we were subsequently 
banned from carrying out additional phishing experiments. 
Therefore, the planned simulated phishing attack after post-
test 2 in Study 2 was dropped from the experiment. In 
addition to the phishing constraints, we are also constrained 
by the number of class sections. Fewer groups mean we can 
only take a few points from the continuous (and concave) 
forgetting curve. More groups of participants would depict 
a fuller picture of the knowledge decay process. Finally, 
while the use of student samples is not uncommon [19], 
[23], characteristics specific to students, such as better IT 
literacy, may limit the generalizability of our findings. 

Despite the limitations, this paper makes several 
contributions to the literature. The behavioral information 
security literature has established rich theories on why 
SETA programs can facilitate security policy compliance 
and reduce IT misuse [5], [6]. This paper adds to this stream 
of literature by providing field evidence and documents the 
magnitude of SETA programs’ effectiveness. The 50% 
reduction in phishing susceptibility suggests that SETA 
programs are indeed practical tools to mitigate human 
errors, just as theories in prior studies predicted. 

Significantly, the study adds to the behavioral information 
security literature by using theories on the forgetting curve 
and suggests that the longer-term effectiveness of SETA 
programs is in question. By differentiating application-level 
and technical-level knowledge, we establish that retraining 
aiming to mitigate knowledge decay should consider the 
knowledge type and heterogeneities in the “shelf-life” of 
different types of knowledge. Finally, the paper contributes 
to the literature on phishing attack mitigation. While prior 
literature has documented the relationship among email 
characteristics, psychological traits, and phishing email 
susceptibility [17], [24], this study suggests that SETA 
programs are valuable tools to help reduce phishing 
susceptibility for an average employee. 

For practitioners, our findings suggest that training 
employees on cybersecurity knowledge is a worthy 
investment that can reduce human errors with respect to 
organizations’ information security programs. With 
tangible financial costs associated with data breaches and 
ubiquitous human errors in information security, SETA 
programs can potentially spare companies from the 
financial damages due to severe data breaches caused by 
benign insiders. However, managers should be wary of the 
longer-term ineffectiveness of SETA programs. Since 
employees tend to forget what they learned rather quickly, 
it is essential to remind them of various potential attacks 
(e.g., remind employees of active phishing attacks), and 
possibly provide more training at shorter intervals. 
Furthermore, in reminding employees or conducting 
retraining, organizations can leverage the heterogeneity of 
different knowledge types to prolong the effectiveness of 
SETA programs.   
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Appendix B.  

 

Cybersecurity Quiz 

 
1. Which of the choices below defines information security? 

A. A broad term encompassing the protection of information 

B. Protects information from accidental misuse 

C. Protects information from intentional misuse 

D. All of these are correct. 

 

2. Which of the following types of viruses spread themselves, not just from file to file, but also from computer to computer? 

A. Polymorphic virus 

B. Worm 

C. Trojan-horse virus 

D. Backdoor programs 

 

3. Which of the following is a cost of downtime in addition to lost revenue? 

A. Legal expenses 

B. Loss in financial performance 

C. Damage to reputation 

D. All of these are correct 

 

4. Which of the choices below is a common Internet monitoring technology? 

A. Key logger 

B. Hardware key logger 

C. Cookie 

D. All of these are correct 

 

5. It is acceptable to share your password with which of the following:  

A. Your immediate supervisor 

B. Your significant other 

C. Your coworkers 

D. No one 

 

6. Access to a company intranet from off-site is accomplished by 

A. Going to the company site using a browser 

B. Using a VPN 

C. Logging in  

D. The company intranet cannot be accessed from off-site 

 

7. If you have to have a password, id, and token/smart card to log onto the company site, what type of authentication is the company 

using? 

A. Single-factor authentication 

B. Two-factortor authentication 

C. Multi-factor authentication 

D. Encryption 

 

8. You receive an email from the president of the company. It asks you to click on a link and log on. It might be an attempt at what 

type of identity theft? 

A. Phishing 

B. Pharming 

C. Pretexting 

D. Spoofing 

 

9. You receive an email attachment from a customer that you were not expecting. Which of the following is the best way to handle it? 

A. Call the sender to verify they sent it 

B. Contact IT 

C. Just open it 

D. Mouse over the attachment to see what it is 

 

10. You should expect that the company you work for will honor your privacy and not monitor your Internet use. 

A. True 

B. False 

 

11. You work in an open office plan. You are logged into your computer. You have to go to another floor in the building to get a file. 

You can leave your computer logged in because everyone in the area is a co-worker. 
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A. True 

B. False 

 

12. Which of the following is not included as a common stipulation an organization would follow when creating an employee 

monitoring policy? 

A. Be as specific as possible stating when and what will be monitored 

B. Do not state the consequences of violating the policy 

C. Always enforce the policy the same for everyone 

D. Expressly communicate that the company reserves the right to monitor all employees 

 

13. Which of the following definitions represents physical security? 

A. A problem that occurs when someone registers purposely misspelled variations of well-known domain names 

B. Tangible protection such as alarms, guards, fireproof doors, fences, and vaults 

C. Government attempts to control Internet traffic, thus preventing some material from being viewed by a country’s citizens 

D. Choosing to deny permission to incoming emails 

 

14. What outlines the corporate guidelines or principles governing employee online communications? 

A. Social media monitoring 

B. Social media manager 

C. Social media policy 

D. Information privacy manager 

15. What is the process of monitoring and responding to what is being said about a company, individual, product, or brand? 

A. Social media monitoring 

B. Social media manager 

C. Social media policy 

D. Anti-spam policy 

 

16. The first line of defense to protect the company’s intellectual property is authentication and authorization. 

A. True 

B. False 

 

17. Jensen is a senior developer for HackersRUs, a company that helps secure management information systems. Jensen’s new task is 

to break into the computer system of one of HackersRUs’s top clients to identify system vulnerabilities and plug the holes. What 

type of hacker is Jensen? 

A. Cracker 

B. White-hat hacker 

C. Script bunny 

D. Black-hat hacker 

 

18. Angela works for an identity protection company that maintains large amounts of sensitive customer information such as usernames, 

passwords, personal information, and social security numbers. Angela and a coworker decide to use the sensitive information to 

open credit cards in a few of her customers' names. This is a classic example of which of the following security breaches? 

A. A social engineer 

B. An insider 

C. A spammer 

D. A dumpster diver 

 

19. A typical acceptable use policy includes which of the following: 

A. Not using the service as part of violating any law 

B. Not attempting to break the security of any company network or user 

C. Not posting commercial messages to groups without prior permission 

D. All of the above are part of a typical policy 

 

20. Who is responsible for the security of the company’s information? 

A. IT   

B. Database management 

C. All employees 

D. The CIO 
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