UR-379 Ensemble Federated Learning

ABSTRACT

Our research explores the use of Federated

Learning with knowledge distillation and a W

Variational Autoencoder to address privacy e p rO p O S e a e e rate
concerns In healthcare. We utilized the Flower

framework to train our model on a dataset of

CAT scans, which demonstrated the potential to m d I t I F I

achieve sustainable results on distributed O e u I I Z I n g Owe r,
networks of varying sizes, usage, and types.
The combination of knowledge distillation and a

Variational Autoencoder helped improve the K n OWI e d e D I Stl I I atl O n an d an
performance of our Federated Learning model )

by transferring knowledge and addressing data
heterogenelty, respectively. Overall, our

progress has been promising and suggest that Au tO e n CO d e r aS a I I l et h O d Of
this approach could be used to address privacy
concerns In healthcare and other applications

solving real-world data
privacy Issues In healthcare.

* Federated Learning using the
Flower.Framework

 Knowledge Distillation using PyTorch

» Variational Autoencoder using PyTorch
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