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CANONICAL GRAPH DECOMPOSITIONS VIA COVERINGS

REINHARD DIESTEL, RAPHAEL W. JACOBS, PAUL KNAPPE, AND JAN KURKOFKA

Abstract. We present a canonical way to decompose finite graphs into highly connected local parts. The

decomposition depends only on an integer parameter whose choice sets the intended degree of locality.

The global structure of the graph, as determined by the relative position of these parts, is described by a

coarser model. This is a simpler graph determined by the decomposition, not imposed.

The model and decomposition are obtained as projections of the tangle-tree structure of a covering of

the given graph that reflects its local structure while unfolding its global structure. In this way, the tangle

theory from graph minors is brought to bear canonically on arbitrary graphs, which need not be tree-like.

Our theorem extends to locally finite quasi-transitive graphs, and in particular to locally finite Cayley

graphs. It thereby yields a canonical decomposition of finitely generated groups into local parts, whose

relative structure is displayed by a graph.

1. Introduction

The question to what extent graph invariants—the chromatic number, say, or connectivity—are of local

or global character, and how their local and global aspects interact, drives much of the research in graph

theory both structural and extremal [36]. In this paper we offer such studies a possible formal basis.

We show that every finite graph G decomposes canonically into local parts which, between them, form

a global structure displayed by a simpler graph H. Both H and the decomposition (H, (Gh)h∈H) of G into

parts indexed by the nodes of H are unique once we have set an integer parameter r > 0 to define our

desired threshold between ‘local’ and ‘global’: cycles in G of length 6 r are considered as local, and are

reflected inside the parts Gh of the decomposition, while the cycles of H reflect only global cycles of G,

longer cycles that are not generated by the short ones.

G

Figure 1. The global structure of G is displayed by a cycle H. Its local parts are K5s.

Our main result reads as follows:

Theorem 1. Let G be any finite graph, and r > 0 an integer. Then G has a unique canonical decomposition

modelled on another finite graph H = H(G, r) that displays its r-global structure.

See Sections 1.1–1.3 below for a summary of the definitions needed here. More details are given in Defini-

tion 5.4 and the text following it.
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Since H = H(G, r) and the associated decomposition of G are canonical, they are invariants of G, and

we can study how they interact with other graph invariants as r ranges between 1 and |G|. For example,

we may study how the chromatic number, connectivity, or edge density of G is reflected in H, and is in

this sense global, or is reflected in the parts Gh of the decomposition of G, and is in that sense local.

Theorem 1 extends to connected Cayley graphs even when these are only locally finite. It thus implies

a canonical decomposition theorem for finitely generated groups into local parts, whose relative structure

is displayed by a graph:

Theorem 2. Let Γ be a group given with a finite set S of generators. For every integer r > 0, the Cayley

graph Cay(Γ, S) has a unique canonical decomposition modelled on a graph H = H(Γ, S, r) that displays

the r-global structure of the group Γ as presented by S.

Our results have further group-theoretical implications. We shall see that finitely generated groups Γ

extend to finitely presented groups Γr that describe their r-local structure, the aspect of their structure that

complements their r-global structure given by Theorem 2. Similarly, we shall see that the r-local structure

of any finite graph G that complements its r-global structure as described in Theorem 1 is displayed by a

graph Gr modelled on the Cayley graph of a finitely presented group. This graph Gr is typically infinite.

It describes the local structure of G by way of a canonical covering Gr → G. See Section 4 for details.

More group-theoretical applications of this approach have been obtained by Carmesin [3].

The main idea for the construction of H = H(G, r) was inspired by the aims of [4]. The idea is to apply

the theory of tangles from graph minor theory, though not to G itself, but to the covering space Gr of G

that reflects its short cycles, those of length 6 r, while unfolding in a tree-like way any longer cycles not

generated by the short ones.1 This tree-likeness of this graph Gr enables us to use tangles to structure Gr

as customary in graph minor theory: by canonical tangle-distinguishing tree-decompositions. Projecting

this structure back to G defines H and the decomposition of G modelled on H.

Our original proof of Theorem 1 also used group-theoretic tools in an essential way. In order to apply

tangle-distinguishing tree-decompositions to our covering graph Gr, we needed that Gr resembles a Cayley

graph of some finitely presented group that we could decompose using Stallings’ theorem [37], and then

use [40] to analyse its ends. We formalised this resemblance by showing that Gr had a decomposition into

bounded-sized finite parts modelled on a Cayley graph of its group of deck transformations over G. This

group is finitely presented not only when G is finite (Theorem 1), but also when it is the Cayley graph of an

arbitrary finitely generated group (Theorem 2). We have since been able to replace these group-theoretical

tools by purely combinatorial arguments, which is how we present our proof here.

In the remainder of this introduction we indicate just enough background to be able to make the

statement of Theorem 1 precise, and to give a brief sketch of its proof.

1.1. Tree-decompositions vs. graph-decompositions. Early in their seminal work on graph minors,

Robertson and Seymour [34] introduced tree-decompositions of graphs as a way to display their global

structure when this is tree-like. However, not all graphs are globally tree-like. For those that are not,

tree-decompositions are a poor fit to display their global structure.

Yet, conversely, few graphs are totally homogeneous at all levels of local or global focus: most have

some clusters that are particularly highly connected. These clusters then form a global structure between

1 The use of coverings to analyse graph connectivity from a local/global perspective goes back to Amit and Linial [1].
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them, even if this is not tree-like. Theorem 1 makes this global structure visible in the form of a graph H

that need not be a tree. Indeed, H will change with the graph G being decomposed and with the locality

parameter r we choose: the global structure of G is found by our theorem, not imposed as in the case of

tree-decompositions.

Let us make this precise. Let H be a graph. A decomposition of a graph G modelled on H, or an

H-decomposition of G, is a pair (H, (Gh)h∈H) consisting of H and a family (Gh)h∈H of subgraphs of G,

the parts of this decomposition, that are associated with the nodes h of H in such a way that

•
⋃
h∈H Gh = G;

• for every vertex v ∈ G, the subgraph of H induced by {h ∈ H | v ∈ Gh } is connected.

The decompositions of a graph that are modelled on trees are thus precisely its tree-decompositions [10].

The two conditions ensure that H is not merely the index set of a cover of the vertex set of G but reflects,

as a graph, the coarse overall structure of G.

Our decompositions and their models H = H(G, r) are canonical in that they commute with graph

isomorphisms: if (H, (Gh)h∈H) and (H ′, (G′h′)h′∈H′) are decompositions that witness Theorem 1 for graphs

G and G′, then any graph isomorphism σ : G→ G′ maps the parts Gh of G to the parts G′h′ of G′ in such a

way that h 7→ h′ is a graph isomorphism H → H ′. In particular, the graph H on which Theorem 1 models

a given graph G is unique, up to isomorphism, for every choice of r.

1.2. Construction of H = H(G, r). The construction of H = H(G, r) is not hard to describe. It works

as follows.

Given G and r, let πr1(G, v0) denote the subgroup of the fundamental group π1(G, v0) of G, based at

a vertex v0, that is generated by the elements represented by a walk in G from v0 to a cycle of length at

most r, round it, and back along the access path. This πr1(G, v0) is a normal subgroup of the fundamental

group of G, independent of the choice of basepoint; let pr : Gr → G denote the normal covering of G with

πr1(G, v0) as characteristic subgroup.

By our choice of r, the cover Gr reflects all the short cycles of G, as well as those of its longer cycles

that are generated in π1(G) by the short ones. The other longer cycles of G are usually unfolded to 2-way

infinite paths, or double rays. (One can construct examples where Gr covers G with finitely many sheets,

but those are rare.) Thus, Gr mirrors G in its ‘r-local’ aspects, but not in its ‘r-global’ aspects, where it

is simply tree-like. This is why we call Gr the r-local cover of G.

As a consequence of this tree-likeness of the global aspects of Gr, tree-decompositions will be a better

fit for Gr than they were for G, whose global aspects could include long cycles that would not fittingly be

captured by tree-decompositions. We exploit this by applying to Gr, not to G, the tree-decompositions

that represent the state of the art from the theory of graph minors: those that distinguish all the maximal

blocks, tangles and ends of G efficiently, and are canonical in the sense described earlier [13,19]. We fix one

such canonical tree-decomposition that is particularly natural, and use it to define the r-global structure

of G. More on this in Section 1.3.

Since our tree-decomposition (Tr, (Vt)t∈Tr ) of Gr is canonical, the group Dr of deck-transformations

of Gr over G acts on its model, the tree Tr. The canonical model H for our r-local decomposition of G

is then obtained as the orbit space Tr/Dr, which is a graph. The parts Gh of this decomposition are the

projections to G of the parts Vt of our canonical tree-decomposition of Gr.
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1.3. Details of Theorem 1. In order to make Theorem 1 precise we have to define what it means for a

graph H to ‘display the r-global structure’ of a given graph G. We shall first give a more formal definition

of the ‘r-global structure’ of G, and then define what it means that H displays it. Let r > 1 be given.

Consider the r-local cover Gr of G from Section 1.2. This is unique up to isomorphisms (of coverings

of G), and it is clearly a graph. The r-global structure of G is formally defined as a particular canonical

tree of tangles of Gr along with the group Dr of deck transformations of Gr over G. Such a ‘tree of tangles’

is not a graph. It is a central notion in the theory of graph minors; let us indicate briefly what it means.

Our covering graph Gr may have highly cohesive regions, or ‘clusters’. These will include lifts of the local

clusters in G that our H-decomposition of G is meant to distinguish, in that they should live in distinct

parts Gh. There are various notions of such clusters in graph theory. The most general of these are known

as blocks [7,8] and as tangles [35]. When Gr is infinite, as it usually will be, it will also have ends. Ends can

be formalised as infinite tangles, and all blocks except some irrelevant small ones also induce tangles. We

shall therefore use the term ‘tangle’ from now on to cover all three of these: blocks, ends, and traditional

tangles in the sense of Robertson and Seymour [34]. Details will be given in Section 5.1.

All the tangles of our r-local cover Gr of G can be ‘distinguished’ by a nested set N of separations of Gr,

in the following sense. Given any separation of Gr, of order k say, every tangle ‘of order > k’ in Gr will

lie essentially on one of the two sides of this separation, and thereby orient it towards that side. A set N

of separations is said to distinguish the tangles of Gr if for any two of them that orient some separation

of Gr differently there is such a separation even in N . If N is nested and even contains, for every pair of

tangles, such a separation of minimum order (among all the separations of Gr that distinguish this pair of

tangles), we say that N distinguishes the tangles of Gr efficiently and call it a tree of tangles for Gr.

While Gr can have many trees of tangles, one of these stands out. Let D be the set of all separations of Gr

that distinguish some pair of tangles efficiently. Now given any pair of tangles that can be distinguished

by some separation of Gr, associate with this pair the set of all those separations in D which distinguish it

efficiently and cross as few other separations in D as possible. Let N be the union of all these sets. This

set N clearly distinguishes every pair of tangles efficiently, and it is known to be nested [9].

Thus, N is a tree of tangles for Gr. It is canonical in the sense mentioned in Section 1.1, since it is

defined purely in terms of invariants of Gr. In particular, it is invariant under the deck transformations

of Gr over G (whose group we denote by Dr). It is thus a well-defined set of separations of Gr that is

unique, given G and r. In recognition of the fact that this tree of tangles of Gr distinguishes the lifts of all

the local clusters in G and structures them in Gr, we call it, together with Dr (which reflects this global

structure of Gr back to G), the r-global structure of G.

This r-global structure of G appears at the level of G as the quotient N/Dr. This is not a graph. But

we show that it can be displayed by a graph, the graph H from Theorem 1, as follows.

Every nested set N of separations of a finite graph can be converted into a tree-decomposition of that

graph so that the separations of that graph which correspond to edges of the decomposition tree (the model

of the tree-decomposition) are precisely those in N . Infinite graphs in general can have trees of tangles

that cannot be represented by a tree-decomposition in this way, because they can have limits under the

natural partial ordering of graph separations [12]. For our particular Gr, however, we shall be able to prove

that N , our canonical tree of tangles for Gr, does not in fact have problematic limits, and thus gives rise

to a canonical tree-decomposition (Tr, (Vt)t∈Tr ) of Gr. Its orbit space H = Tr/Dr then is a graph. We
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say that H, or more precisely the canonical H-decomposition (H, (Gh)h∈H) projected from (Tr, (Vt)t∈Tr
),

displays the r-global structure (N,Dr) of G. We remark that H is finite if G is finite.

1.4. Overview of the proofs of Theorem 1 and Theorem 2. We will prove the following common gen-

eralisation of these two theorems: every connected, locally finite, and quasi-transitive graph G has a graph-

decomposition that displays its r-global structure. (A graph is quasi-transitive if its automorphism group

has finitely many vertex-orbits.) We will see that, if G is quasi-transitive, then Gr is quasi-transitive too.

Our key task will be to prove that the quasi-transitive graph Gr is tangle-accessible; this means that

all its tangles are pairwise distinguished by separations of some finitely bounded order. For such tangle-

accessible Gr our tree of tangles N exists [9], and the separations in N also have finitely bounded order.

This implies that N has no problematic limits. In particular, N gives rise to a canonical tree-decomposition

of Gr, which will in turn define a canonical graph-decomposition of G that displays its r-global structure.

To show that the quasi-transitive graph Gr is tangle-accessible, we will first use a result of Hamann [22]

to see that Gr is accessible: that the ends of Gr can be pairwise distinguished by separations of finitely

bounded order. By our above considerations there will then exist a canonical tree-decomposition of Gr, of

finitely bounded adhesion, that distinguishes all the ends of Gr. We will find a specific such tree-decompos-

ition, Tend, whose infinite parts are 1-ended and themselves quasi-transitive, even just under automorphisms

that extend to automorphisms of Gr.

This will allow us to refine Tend in each of its parts so that the arising canonical tree-decomposition T
distinguishes all the tangles of Gr, not just its ends. This T will again have finitely bounded adhesion. It is

not the canonical tree-decomposition of Gr we ultimately seek (the one whose projection to G defines our

desired H-decomposition of G), but it witnesses that Gr is tangle-accessible and thus completes our proof.

1.5. A windfall from the proof. The concept of accessibility for locally finite graphs was introduced

by Thomassen and Woess [40]. It follows their graph-theoretic characterisation of the finitely generated

groups that are accessible, in the sense of Wall [41], by Stallings’s group splitting theorem [37]. Hamann,

Lehner, Miraftab, and Rühmann [23] extended this characterization to quasi-transitive graphs that need

not be Cayley graphs.

In the course of our proof we show that not only the ends of an accessible quasi-transitive graph can be

distinguished by separations of bounded order, but all its other tangles can be too:

Theorem 3. Accessible locally finite, quasi-transitive graphs are in fact tangle-accessible.

Applied to Cayley graphs of groups, Theorem 3 yields a structural description of all accessible groups that

refines their structural decomposition by Stallings’s theorem.

1.6. Structure of the paper. In Section 2 we collect together notation and basic facts with an emphasis

on coverings. In Section 3 we introduce graph-decompositions, and show how we can obtain them from

canonical tree-decompositions via coverings. Local coverings are introduced in Section 4, where we also

investigate their properties as well as local coverings of some special classes of graphs. In Section 5 we

define formally what it means for a graph-decomposition to ‘display the r-global structure’ of a graph, and

outline what remains to be done to prove Theorem 1. The proof is then completed in Sections 6–8.
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2. Terminology

The purpose of this section is to introduce our terminology wherever this may not be obvious or differ from

standard usage. Formal definitions of terms not defined here can be found in the extended version of this

paper [14], which also contains supplementary proofs and examples.

2.1. Graphs. Our graph-theoretic terminology follows [10], with the following adaptations.

A graph G consists of a set V (G) of vertices or nodes, a set E(G) of edges that is disjoint from V (G), and

an incidence map that assigns to every edge e an unordered pair uv = {u, v} of vertices, its endvertices.

Note that our graphs may have loops and parallel edges: we allow u = v, and distinct edges may have the

same pair of endvertices.

The triples (e, u, v) and (e, v, u) are the two orientations of an edge e; we think of (e, u, v) as e oriented

from u to v. When G has no parallel edges, e.g. when G is a tree, we abbreviate (e, u, v) to (u, v).

A graph is locally finite if each of its vertices is incident with only finitely many edges, and finite if its

vertex and edge sets are both finite. An isomorphism between graphs G and H is a pair ϕ = (ϕV , ϕE) of

bijections ϕV : V (G)→ V (H) and ϕE : E(G)→ E(H) that commute with the incidence maps in G and H.

We abbreviate both ϕV and ϕE to ϕ.

2.2. Groups. Our group-theoretic terminology largely follows [31]. Given sets R ⊆ S we write F (S) for

the free group that S generates, 〈R 〉/F (S) for its normal subgroup generated by R, and 〈S | R 〉 for the

quotient group F (S)/〈R 〉/F (S) presented with generators S and relators R. Given a group Γ with a set S

of generators, we write ϕΓ,S for the canonical homomorphism F (S)→ Γ that extends the identity on S.

2.3. Interplay of graphs and groups. When a group Γ acts on a graph G, we denote the action of

an element g ∈ Γ on a vertex or edge x ∈ G by x 7→ g · x. We write G/Γ for the graph with vertex set

{Γ · v : v ∈ V (G)} and edge set {Γ · e : e ∈ E(G)} in which the edge Γ · e has endvertices Γ · u and Γ · v,

where u and v are the endvertices of e in G. Note that G/Γ can have loops and parallel edges even if G

does not. We call G/Γ the orbit graph of the action of Γ on G.

We say that Γ acts transitively on G if it does so with only one vertex orbit, and quasi-transitively

if it does so with only finitely many vertex orbits. The graph G itself is (quasi-) transitive if its full

automorphism group acts (quasi-) transitively on its vertices.

Let Γ be a group and S ⊆ Γ, usually a set of generators. The Cayley graph Cay(Γ, S) is the graph with

vertex set Γ, edge set {(g, s) : g ∈ Γ, s ∈ S} and incidence map (g, s) 7→ {g, gs}. We allow S to contain

inverse pairs of elements. If it contains both s and s−1, say, and gs = h in Γ, then Cay(Γ, S) has two edges

incident with g and h: the edge (g, s) and the edge (h, s−1). Every group acts on its Cayley graphs by

left-multiplication, as h · g := hg and h · (g, s) := (hg, s).

2.4. Topological and covering spaces. In our topological notation we follow Hatcher [24]. In particular,

when X is a path-connected topological space and α : [0, 1] → X a path, we write α− : t 7→ α(1 − t) for

the path that traverses α backwards. Given two paths α and β with α(1) = β(0) we write αβ for their

concatenation, the path which traverses α first and then β, both at double speed. Multiplication in the

fundamental group is denoted by [α][β] := [αβ].

For a normal subgroup S of π1(X,x0) and any x ∈ X we write Sx for the subgroup { [αγα−] : [γ] ∈ S }
of π1(X,x), where α is any path from x to x0 in X. Since S is normal, this definition is independent of
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the choice of α; in particular, Sx is again normal. When X is a graph G, we call S canonical if for every

vertex x ∈ G and for every automorphism ϕ of G we have ϕ∗(Sx) = Sϕ(x).

When we view a graph G as a 1-complex, as we freely will, we use the term ‘path’ for graph-theoretical

paths in the sense of [10], and say topological path for continuous maps [0, 1]→ G.

In addition to Hatcher’s [24, Ch.1.3] we use standard covering space terminology as in Jänich [30, Ch.9].

We refer to covering projections p : (C, x̂0) → (X,x0) as coverings, reserving the term covering space, or

simply cover , for C. All covering spaces we consider are connected. The group of deck transformations

of a covering p is denoted by D(p). As generally with automorphisms, we write multiplication in D(p) as

ϕ ◦ ψ =: ϕψ. A normal covering is canonical if its characteristic subgroup is canonical.

2.5. Topological paths versus graph-theoretic walks. In this section we provide a graph-theoretical

description of the fundamental group of a graph, following Stallings [38], on which our terminology is based.

A walk (of length k) in a graph G is a non-empty alternating sequence v0e0v1 . . . vk−1ek−1vk of vertices

and edges in G such that ei has endvertices vi and vi+1 for all i < k. A walk W is closed with base vertex v0

if v0 = vk. We say that W is based at v0, or simply a closed walk at v0. A walk is trivial if it has length 0.

A walk W ′ is a subwalk of W if W ′ = vieivi+1 . . . vj−1ej−1vj for some indices i, j with 0 6 i 6 j 6 k. The

inverse sequence of a walk W is its reverse, or W traversed backwards; we denote this walk by W−.

Let G be any connected graph. A walk in G is reduced if it contains no subwalk of the form ueveu where

u, v are vertices and e is an edge. Note that every walk W can be turned into a reduced walk W ′ based at

the same vertex by iteratively replacing subwalks of the form ueveu with the trivial walk u. We call W ′

the reduction of W and remark that this is well-defined. We call two walks (combinatorially) homotopic if

their reductions are equal. This defines an equivalence relation ∼ on the set of all walks in G.

Now let x0 ∈ G be any vertex. Let W(G, x0) be the set of all closed walks in G that are based at x0.

Then π′1(G, x0) := (W(G, x0)/∼, · ) is a group, where [W1]·[W2] := [W1W2] and W1W2 is the concatenation

of the two walks W1 and W2. Any walk in G defines (up to re-parametrisation) a topological path in the

1-complex G which traverses the vertices and edges of the walk in the same order and direction. This defines

a group isomorphism between π′1(G, x0) and the fundamental group π1(G, x0) of the 1-complex G [38]. For

notational simplicity we will work with combinatorial walks instead of topological paths, and do not always

distinguish between walks and the homotopy classes they represent. For example, we may say that a closed

walk lies in a subgroup S of π1(G, x0) when we mean that its combinatorial homotopy class maps to an

element of S under the above group isomorphism.

3. Graph-decompositions

In this section we introduce graph-decompositions. We show how graph-decompositions of a graph G can

be obtained canonically from canonical tree-decompositions of coverings graphs of G (Theorem 3.13).

3.1. Decompositions. Since graph-decompositions generalise tree-decompositions, we recall the notion of

tree-decompositions before we introduce the new notion of graph-decompositions.

Definition 3.1 (Tree-decomposition). Let G be a graph, T a tree, and V = (Vt)t∈T be a family of

vertex sets Vt ⊆ V (G) indexed by the nodes t of T . Write Gt for G[Vt], the subgraph of G induced by Vt.

The pair (T,V) is called a tree-decomposition of G if it satisfies the following two conditions:

(T1) G =
⋃
t∈T Gt;
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(T2) for every vertex v ∈ G, the graph Tv := T [ {t ∈ T : v ∈ Vt} ] is connected.

The vertex sets Vt and the subgraphs Gt = G[Vt] they induce are the parts of this tree-decomposition. The

tree T is its decomposition tree.

In this paper, every part of a tree-decomposition is required to be non-empty. Therefore, if T = (T,V) is

a tree-decomposition of a connected graph G then Vt ∩ Vt′ is non-empty for all tt′ ∈ E(T ), by (T2).

A precursor to our notion of graph-decompositions was suggested by Diestel and Kühn [16]. But their

notion is not quite the same as ours, and we shall not rely on [16].

Definition 3.2 (Graph-decomposition). Let G and H be graphs, and let G = (Gh)h∈H be a family of

subgraphs Gh ⊆ G indexed by the nodes h of H. The pair (H,G) is called an H-decomposition of G, or

more generally a graph-decomposition, if it satisfies the following two conditions:

(H1) G =
⋃
h∈H Gh;

(H2) for every vertex v ∈ G, the graph Hv := H[ {h ∈ H : v ∈ Gh} ] is connected.

The (not necessarily induced) subgraphs Gh are the parts of this graph-decomposition. The graph H is its

decomposition graph. As a short description, we say that H models G with parts (Gh)h∈H .

If (H,G) is a graph-decomposition of G such that H is a tree and all the parts Gh are induced subgraphs

of G, then (H,G) defines a tree-decomposition (T,V) of G with T := H and Vt := V (Gt) for all t ∈ T .

Given an H-decomposition (H,G) of G as above, we can form its dual (G,H), where H := (Hv)v∈G.

Under mild assumptions, this is a G-decomposition of H. Indeed, let us call (H,G) honest if for every edge

hh′ of H the intersection Gh ∩Gh′ is non-empty.

Lemma 3.3 ([14]). If (H,G) is an honest graph-decomposition of G into connected parts, then its dual

(G,H) is an honest graph-decomposition of H into connected parts.

Since the parts Gh of our original graph-decomposition (H,G) did not have to be induced but the Hv

defined in (H2) always are, dualising twice need not return the original decomposition. On the class of

graph-decompositions into induced connected subgraphs, however, taking the dual is clearly an involution.

3.2. Properties of graph-decompositions. A separation of a set X is an unordered pair {A,B} of

subsets A,B of X such that A ∪ B = X. The sets A and B are the sides of this separation, their

intersection A ∩ B is the associated separator of X, and |A ∩ B| is its order. The separation {A,B} is

proper if neither A nor B equals X. The orientations of {A,B} are the two ordered pairs (A,B) and (B,A);

these are oriented separations of X. We denote the two orientations of a separation s as →s and ←s . There

are no default orientations: once we have called one of the two orientations →s , the other will be ←s , and

conversely. A separation of a graph G is a separation {A,B} of its vertex set V (G) such that G has no

edge between ArB and B rA.

Let T = (T,V) be a tree-decomposition of a graph G. Every orientation (t, t′) of an edge e ∈ T induces

an oriented separation αT (t, t′) of G, as follows. Let Tt and Tt′ be the components of T − e containing t

and t′, respectively. By (T1), αT (t, t′) := (At, At′) is an oriented separation of G with sides At =
⋃
s∈Tt

Vs

and At′ =
⋃
s∈Tt′

Vs. Similarly, αT (e) := {At, At′} is an unoriented separation of G. By (T2), the separator

At ∩At′ of {At, At′} equals Vt ∩Vt′ [10, Lemma 12.3.1]; this is the adhesion set of (T,V) at the edge e ∈ T .

A tree-decomposition has finitely bounded adhesion if there exists K ∈ N such that all adhesion sets of

(T,V) have order at most K.
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Notice that, in the above example, the vertex sets of the components Tt and Tt′ of T − e formed

a separation of the set V (T ). It is not a separation of the graph T , since the edge e lies in neither

componenent, but it induces a separation of the graph G. In general, given a graph-decomposition of G

modelled on a graph H, separations of the set V (H) induce separations of the graph G in the same way:

Lemma 3.4. Let (H, (Gh)h∈H) be a graph-decomposition of a graph G. Every separation {U,W} of the

set V (H) induces a separation {A,B} of the graph G with A :=
⋃
h∈U V (Gh) and B :=

⋃
h∈W V (Gh). The

separator of {A,B} is equal to (
⋃
h∈U∩W V (Gh))∪

⋃
hh′∈F (V (Gh)∩V (Gh′)), where F = EH(UrW,WrU).

Proof. By (H1), every edge e of G is contained in some part Gh. Then h ∈ U or h ∈ W , and e ∈ G[A] or

e ∈ G[B] respectively. In particular, there is no edge in G between A r B and B r A. Thus, {A,B} is a

separation of G.

Let S := (
⋃
h∈U∩W V (Gh)) ∪

⋃
hh′∈F (V (Gh) ∩ V (Gh′)). It is immediate from the definition of A and

B that A ∩ B ⊇ S. To show A ∩ B ⊆ S, let v ∈ A ∩ B be any vertex. By definition of A and B there

exist h ∈ U with v ∈ Gh and h′ ∈ W with v ∈ Gh′ ; in particular, h, h′ ∈ Hv. Since Hv is connected (H2),

it contains an h–h′ path from U to W ; choose h and h′ so that this path has minimum length. Since

{U,W} is a separation of V (H), this means that either h = h′ ∈ U ∩ W or hh′ ∈ F . In either case,

v ∈ V (Gh) ∩ V (Gh′) ⊆ S as desired. �

Recall that an end of a graph G is an equivalence class of rays in G, where two rays in G are equivalent

if for every finite set X of vertices of G the two rays have subrays in the same component of G−X. As a

first reflection of the relationship between the separations of H and G observed in Lemma 3.4, let us show

that the ends of a graph G often correspond naturally to those of its models H.

To define this relationship, we use a tangle-like description of ends known as directions. A direction

in a graph G is a map f , with domain the set of all finite vertex sets of G, that assigns to every finite

vertex set X ⊆ V (G) a component f(X) of G −X so that f(X) ⊇ f(X ′) whenever X ⊆ X ′. Every end

ω of G defines a direction fω in G by letting fω(X) be the component of G − X that contains a subray

of one (equivalently: every) ray in ω. The map ω 7→ fω is a bijection between the ends of G and its

directions [15, Theorem 2.2]. Therefore, in order to define a bijection between the ends of H and G for an

H-decomposition of G, it suffices to define a bijection between the directions of H and of G.

Let G be any graph, and let (H, (Gh)h∈H) be a graph-decomposition of G with all parts Gh finite. Every

direction f in G defines a direction gf in H, as follows. For every finite set Y ⊆ V (H), the vertex set

XY :=
⋃
h∈Y V (Gh) is finite. By (H2), all of

⋃
v∈f(XY )Hv lies in one component of H − Y ; let gf (Y ) be

this component. It is straightforward to verify that gf is a direction in H.

A graph-decomposition H = (H,G) of a graph G is point-finite if Hv is finite for every vertex v of G.

Lemma 3.5. For every point-finite and honest H-decomposition H of a graph G into finite connected parts,

the map f 7→ gf between the directions of G and those of H is bijective.

The bijection in Lemma 3.5 between the directions of G and H induces a bijection between their ends,

by [15, Theorem 2.2] as mentioned earlier. That bijection is in fact a homeomorphism between the end

spaces of G and H; see [10] for definitions.

Proof of Lemma 3.5. We establish an inverse to the map f 7→ gf by constructing a map g 7→ fg from the

directions of H to those of G such that fgf = f for all f and gfg = g for all g.
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Let a direction g of H be given. To define fg, let a finite set X ⊆ V (G) be given. Let YX be the set of

nodes h ∈ H whose part Gh contains some vertex of X. Note that YX is finite, since H is point-finite. The

subgraph
⋃
h∈g(YX)Gh of G−X is connected, because g(YX) ⊆ H − Y is connected, the parts Gh ⊆ G are

connected, and H is honest. Let fg(X) be the unique component of G−X that contains
⋃
h∈g(YX)Gh.

To check that fg is a direction, let X ⊆ X ′ be two finite sets of vertices of G. Then YX ⊆ YX′ . Since g

is a direction, we have g(YX) ⊇ g(YX′). Hence fg(X) ⊇
⋃
h∈g(YX)Gh ⊇

⋃
h∈g(YX′ )

Gh. Now since X ⊆ X ′,
every component of G − X ′ is contained in a unique component of G − X. As fg(X

′) and fg(X) both

contain
⋃
h∈g(YX′ )

Gh 6= ∅, the unique component of G−X containing fg(X
′) is fg(X).

For a proof that f = fgf for every direction f of G, we show that for every finite set X ⊆ V (G) both

f(X) and fgf (X) contain f(XYX
) 6= ∅, and must therefore coincide. As X ⊆ XYX

we have f(X) ⊇ f(XYX
),

since f is a direction. For a proof of fgf (X) ⊇ f(XYX
) let v ∈ f(XYX

) be given. By (H1) there is an h ∈ H
such that v ∈ Gh. Then h ∈ Hv ⊆ gf (YX) by definition of gf and the choice of v, so Gh ⊆ fgf (X) by

definition of fgf . In particular, v ∈ Gh ⊆ fgf (X) as desired.

To show g = gfg for every direction g of H, we show that for every finite set Y of nodes of H both g(Y )

and gfg (Y ) contain g(YXY
) 6= ∅, and must therefore coincide. Since Y ⊆ YXY

, we have g(Y ) ⊇ g(YXY
)

because g is a direction of H. For a proof of gfg (Y ) ⊇ g(YXY
), let h ∈ g(YXY

) be given. Then V (Gh) 6= ∅
since the parts of H are connected; pick v ∈ V (Gh). Now v ∈ V (Gh) ⊆ fg(XY ) by definition of fg and the

choice of h, so h ∈ V (Hv) ⊆ gfg (Y ) by the definition of gfg , as desired. �

Next, let us show that not only do the ends of H and G correspond bijectively, under the assumptions

from Lemma 3.5, but the sizes of the separators needed to distinguish these ends correspond too.

A finite-order separation {A,B} of G distinguishes two ends ω1, ω2 of G if for some (and hence every)

ray in ω1 some subray lies in G[A] and for some (and hence every) ray in ω2 some subray lies in G[B].

Following Thomassen and Woess [40], let us call a graph accessible if there exists an integer K ∈ N such

that every two of its ends are distinguished by a separation of order at most K. Compare Section 1.5 for

the origin of this notion.

Lemma 3.6. Let G and H be graphs.

(i) If G has a point-finite and honest H-decomposition into connected parts of finitely bounded size

and H is accessible, then so is G.

(ii) If G has an honest H-decomposition into finite connected parts such that the graphs Hv ⊆ H have

finitely bounded order and G is accessible, then H too is accessible.

Proof. For (i) let n ∈ N be an upper bound on the size of the decomposition parts, and let k ∈ N be such

that every two ends of H are distinguished by a separation of order at most k. We show that every two

ends of G are distinguished by a separation of order at most nk.

Let ω1 and ω2 be two distinct ends of G, and let f1 := fω1
and f2 := fω2

be the two directions of G

they define. Consider the directions g1 := gf1 and g2 := gf2 of H as defined just before Lemma 3.5.

By [15, Theorem 2.2], there exist ends η1 and η2 of H which induce these directions g1 and g2. Since H is

accessible, it has a separation {U1, U2} of order at most k such that, for i = 1, 2, the end ηi is represented

by a ray in Ui, and thus gi(U1 ∩ U2) ⊆ H[Ui].

Let us apply Lemma 3.4 to {U1, U2} to obtain a separation {A1, A2} of G with Ai =
⋃
h∈Ui

V (Gh). Note

that A1 ∩ A2 =
⋃
h∈U1∩U2

V (Gh): as {U1, U2} is a separation not just of V (H) but of the graph H, the
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set F in Lemma 3.4 is empty. Hence {A1, A2} has order at most nk; it remains to show that it distinguishes

ω1 and ω2.

By definition of fi, each ωi has a ray in fi(A1 ∩ A2). So it suffices to show that fi(A1 ∩ A2) ⊆ Ai,

for i = 1, 2. For every v ∈ G that is not in A1 ∩ A2 =
⋃
h∈U1∩U2

V (Gh), the graph Hv avoids U1 ∩ U2,

and hence by (H2) lies in a component of H − (U1 ∩ U2) 6= ∅. For v ∈ fi(A1 ∩ A2) this component is

gi(U1 ∩ U2) ⊆ H[Ui], by definition of gfi = gi. Pick h ∈ Hv for any such v. Then v ∈ Gh and h ∈ Ui. This

implies v ∈ Ai, as desired, by definition of Ai.

For (ii) let (G, (Hv)v∈G) be the honest graph-decomposition ofH into connected parts given by Lemma 3.3.

Its parts Hv have finitely bounded size by assumption, and it is point-finite since the graphs Gh are finite.

Thus, we can apply (i) to (G, (Hv)v∈G) to obtain the desired conclusion. �

3.3. From tree-decompositions to graph-decompositions. In the remainder of this section we show

how graph-decompositions of a graph can be obtained from tree-decompositions of its normal covers, and

how all these can be chosen canonically. The main result in this section will be Theorem 3.13.

Let H = (H,G) and H′ = (H ′,G′) be graph-decompositions of graphs G and G′, respectively. An

isomorphism between H and H′ is a pair (ϕ,ψ) of isomorphisms ϕ : G→ G′ and ψ : H → H ′ such that for

every node h ∈ H we have ϕ(Gh) = G′ψ(h). An isomorphism between H and itself is an automorphism of H.

A tree-decomposition T = (T,V) of a connected graph G is regular if all the separations of G induced

by the edges of T are proper: if none has the form {A, V (G)}. In particular, regular tree-decompositions

cannot have empty parts. All tree-decompositions relevant to us will be regular.

We shall be interested particularly in tree-decompositions T on which the automorphisms ϕ of the graph

being decomposed act naturally, in that they extend to automorphisms (ϕ,ψ) of T . These automorphisms ψ

are easily seen to be unique when T is regular:

Lemma 3.7. [14] If T = (T,V) is a regular tree-decomposition of a graph G, then for every automorphism

ϕ of G there exists at most one automorphism ψ of T such that (ϕ,ψ) is an automorphism of T . �

Let Γ be a group of automorphisms of G. A graph-decomposition H = (H,G) of G is Γ-canonical if Γ

acts on H via ϕ 7→ (ϕ,ψ) for suitable automorphisms ψ =: ψϕ of H. Once the action of Γ on H is fixed, or

if it is unique by Lemma 3.7, we usually write ϕ instead of ψϕ to reduce clutter. If H is Aut(G)-canonical,

we just call it a canonical graph-decomposition of G. When H is a tree-decomposition, this definition also

formalises the notion of canonicity used informally for tree-decompositions in the literature [6, 7].

The graph-decompositions given by the following construction will be the key objects in Theorem 3.13.

Construction 3.8 (Graph-decompositions defined by tree-decompositions via coverings).

Let p : C → G be any normal covering of a connected graph G. Let D ⊆ Aut(C) be the group of deck

transformations, and let T = (T,V) be any regular D-canonical tree-decomposition of C. By Lemma 3.7,

every ϕ ∈ D acts on T , and in particular on T , so that ϕ(Vt) = Vϕ(t) for all t ∈ T . The map t 7→ p(C[Vt])

is constant on the orbits in V (T ) under the action of D on T , since for every ϕ ∈ D we have

p(C[Vϕ(t)]) = p(C[ϕ(Vt) ]) = p(ϕ(C[Vt ])) = p(C[Vt]). (1)

Let H be the orbit-graph T/D of the action of D on T . Let G := (Gh)h∈H , where Gh = p(C[Vt]) for

any t ∈ h; this is well-defined by (1). We say that T defines H = (H,G) via p.
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The assumption of regularity for T in Construction 3.8 is needed only to ensure uniqueness of ψϕ by

Lemma 3.7. This allows us to say that ϕ, rather than ψϕ, acts on T , and implies that H is unique too. The

existence of H as such (without ‘honesty’), as proved in Lemma 3.9, does not require that T be regular.

Before we show that H is a graph-decomposition of G, let us note that Construction 3.8 can also be

applied to graph-decompositions, rather than tree-decompositions, of the normal cover C. But in this paper

we will not need that level of generality.

Lemma 3.9. Every H = (H,G) constructed as in Construction 3.8 is an honest graph-decomposition of G.

Proof. It is straightforward to check (H1).

For a proof of (H2) let v be any vertex of G, and consider any two nodes h0 and h1 of H whose parts

contain v; we have to find a walk W from h0 to h1 in H with v ∈ Gh for every node h ∈ H visited

by W . Since v is contained in both Gh0 and Gh1 , there are nodes t0 and t1 of T with ti ∈ hi and vertices

v̂i ∈ p−1(v) with v̂i ∈ Vti for both i = 0, 1. As p : C → G is normal, the deck transformations of p act

transitively on its fibres, so there is a deck transformation ϕ of p which maps v̂0 to v̂1. Write t′0 := ϕ(t0).

By (T2) and since v̂1 lies in Vt′0 ∩ Vt1 , the vertex v̂1 lies in all parts Vt with t ∈ t′0Tt1. As t′0 and t1 lie in

h0 and h1, respectively, the path t′0Tt1 in T projects to a walk W from h0 to h1 in H such that v = p(v̂1)

is contained in Gh for every node h ∈ H visited by W .

We have shown so far that H = (H,G) is a graph-decomposition of G. To check that H is honest,

consider an edge hh′ of H. By definition of H there exist adjacent nodes t ∈ h and t′ ∈ h′ in T . As noted

in Section 3.2, the set Vt ∩ Vt′ is the separator in a separation {At, At′} of C, whose sides are non-empty

because T , being regular, has no empty parts. Since C is connected, as all our covering spaces are, this

means that Vt ∩ Vt′ 6= ∅. Therefore V (Gh) ∩ V (Gh′) = p(Vt ∩ Vt′) is non-empty too. �

The graph-decomposition (H,G) from Construction 3.8 also satisfies the analogue of (H2) for edges:

(H3) For every edge e ∈ G, the graph H[{h ∈ H | e ∈ Gh }] is connected.

The proof is analogous to the proof of (H2) above.

Condition (H3) is a familiar property of all tree-decompositions. For general graph-decompositions not

induced by Construction 3.8, however, it can easily fail; see [14] for a simple example.

The graph H obtained in Construction 3.8 can in general be infinite even when G is finite. However this

will not happen if T is point-finite, which our tree-decompositions always will be:

Lemma 3.10. [14] Graph-decompositions H = (H,G) constructed as in Construction 3.8 are point-finite if

the tree-decomposition T defining H is point-finite. If H is point-finite and G is finite, then H is finite. �

For our proof of Theorem 1 we want the graph-decompositions H of G obtained via Construction 3.8

to be canonical. If all the automorphisms of G are induced via p by automorphisms of C then, as we shall

see in Lemma 3.12, the canonicity of the tree-decomposition T in Construction 3.8 will ensure this. In

Lemma 3.11 we provide a sufficient condition on p to ensure this, that all the automorphisms of G ‘lift’

to C in this way.

In general, given a covering p : C → G of a connected graph G, a lift of an automorphism ϕ of G is an

automorphism ϕ̂ of C such that p ◦ ϕ̂ = ϕ ◦ p. Lifts of automorphisms are unique up to composition with

deck transformations, since for any two lifts ϕ̂, ϕ̂′ of ϕ their composition ϕ̂′ ◦ ϕ̂−1 is a deck transformation.
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Lemma 3.11 below says that the automorphisms of G all lift to C if the covering p : C → G is canonical

(see Section 2.4):

Lemma 3.11 ([17, Theorem 1]). Let G be a connected graph, and p : C → G a canonical normal covering.

Then every automorphism ϕ of G lifts to an automorphism of C.

Lemma 3.12. The graph-decompositions H from Construction 3.8 are canonical if T and p are canonical.

Proof. To prove H to be canonical, we have to find for every automorphism ϕ of G an automorphism (ϕ,ψ)

of H such that ϕ 7→ (ϕ,ψ) is a group homomorphism.

Let ϕ be an automorphism of G. As p is canonical, Lemma 3.11 tells us that ϕ lifts to an automorphism ϕ̂

of C. Since T is canonical, ϕ̂ acts on the decomposition tree T , uniquely by Lemma 3.7, as of course does D.

Since ϕ̂ is a lift of ϕ, its action on T is well defined on the orbits of D in T , i.e., ψ : D · t 7→ D · ϕ̂(t) is a

well-defined automorphism of H = T/D. The definition of ψ is also independent of the choice of ϕ̂, given ϕ,

since ϕ̂ is unique up to composition with deck transformations.

It is routine to check [14] that our choice of ψ makes ϕ 7→ (ϕ,ψ) into a group homomorphism from the

automorphisms of G to those of H. �

Our main result of this section now follows directly from Lemmas 3.9, 3.10 and 3.12:

Theorem 3.13. Let G be any connected graph, and let p : C → G be a normal covering of G. Then

every regular D(p)-canonical tree-decomposition T of C defines a graph-decomposition H of G via Con-

struction 3.8.

If T and p are canonical, then H is canonical. If T is point-finite, then so is H. If H is point-finite and

G is finite, then H is finite. �

In [14,25,28] we give a number of examples highlighting different aspects of Construction 3.8.

4. Local coverings

Our aim in this section is to construct graph-decompositions H = (H,G) of a given graph G that display

its global structure only, leaving the local aspects of the structure of G to the parts of H. We shall use the

framework of Construction 3.8 to achieve this, but will have to choose the covering p : C → G on which it

is based specifically to suit our aim. Our choice of this covering will depend only on our intended level of

‘locality’, a parameter r we shall be free to choose in order to set a threshold between ‘local’ and ‘global’.

After defining such ‘local coverings’ formally in Sections 4.1 and 4.2, we show in Section 4.3 that these

coverings admit a natural hierarchy as their locality parameter r grows.

In Section 4.5 we show that these local covers Gr of finite graphs G always resemble Cayley graphs of

finitely presented groups: every Gr has a graph-decomposition into parts of finitely bounded size modelled

on a Cayley graph of D(p), the group of deck transformations of p, which we show is finitely presented.

In Section 4.6 we translate the entire relationship between a graph and its local covers to groups: we

show that when G is a locally finite Cayley graph of a finitely generated group Γ, then its local covers Gr

are Cayley graphs of finitely presented groups that extend Γ.
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4.1. Closed walks which stem from cycles. Let G be any connected graph, and let x0 ∈ G be any

vertex. We say that a closed walk W in G based at x0 stems from a closed walk Q in G if W can be written

as W = W0QW
−
0 where the base walk W0 starts at x0 and ends at the base vertex of Q. A closed walk

once around a cycle O is a closed walk in O which traverses every edge of O exactly once. If W stems from

a closed walk once around a cycle O in G, then W stems from O.

Let O be some fixed set of cycles in G. Given a vertex x0 ∈ G, denote by πO1 (G, x0) the subgroup of

π1(G, x0) generated by the closed walks at x0 that stem from a cycle in O. For such a walk W = W0QW
−
0

its conjugation UWU− = (UW0)Q(UW0)− with any closed walk U based at x0 stems from the same cycle

as W , as only the base walk has changed. Thus, πO1 (G, x0) is normal in π1(G, x0).

We say that a closed walk W in G is generated by O if the following equivalent [14] assertions hold:

(i) there exists a vertex x0 ∈ G such that some walk in πO1 (G, x0) stems from W ;

(ii) for every vertex x0 ∈ G, every closed walk at x0 in G which stems from W is in πO1 (G, x0).

In particular, the closed walks at any vertex x0 that are generated by O are precisely those in πO1 (G, x0).

Moreover, SO := πO1 (G, x0) is canonical as a subgroup of π1(G, x0) if and only if O is invariant under the

automorphisms ϕ of G: for every vertex x ∈ G we have ϕ∗(S
O
x ) = S

ϕ(O)
ϕ(x) = SOϕ(x).

We shall need the following well-known relationship between the fundamental group of a graph and the

fundamental cycles of its spanning trees (see [24] for a proof). Let T be a spanning tree of a graph G, rooted

at a vertex x0. Given an edge e = uv not on T , there is a unique cycle in the graph T + e, the fundamental

cycle of e with respect to T . The walk x0TuvTx0 and its reverse x0TvuTx0 stem from this cycle; they are

the only two reduced closed walks at x0 in T + e that traverse e exactly once. For every such edge e we

pick one of these two closed walks and call it the fundamental closed walk through e with respect to T .

Lemma 4.1. Let G be a connected graph, and let T be a spanning tree of G rooted at a vertex x0. Then

the fundamental group π1(G, x0) is freely generated by the fundamental closed walks with respect to T . �

In particular, every closed walk in G is generated by the set of fundamental cycles with respect to any

fixed spanning tree of G. If G is planar, its closed walks are also freely generated by walks around its inner

faces [25], which need not arise as the fundamental cycles with respect to any spanning tree. We shall not

make use of this fact here.

4.2. Definition of local coverings. Let G be any connected graph, let x0 ∈ G be any vertex, and

let r ∈ N. The r-local subgroup of π1(G, x0) is the group

πr1(G, x0) := πOr
1 (G, x0)

where Or denotes the set of all cycles in G of length at most r. When the base point is given implicitly or

does not matter, we refer to it simply as πr1(G).

The r-local covering of G, denoted by pr : Gr → G, is the unique covering of G with characteristic

subgroup πr1(G). As πr1(G) is normal and canonical (Section 4.1), so is pr. We call Gr the r-local covering

graph of G, or its r-local cover for short. In the context of r-local coverings, we may think of r as the

locality parameter. We call a covering p : C → G local if p is equivalent to pr for some r ∈ N.

If the value of r is clear from the context, we refer to the cycles in Or as the short cycles in G, and say

that a closed walk in G is generated by short cycles if it is generated by Or. Note that, by standard covering

space theory, a walk in Gr is closed if and only if its projection to G is a closed walk in G generated by

short cycles.
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4.3. Local coverings are ball-preserving. All coverings, by definition, are local homeomorphisms. For

r-local coverings of graphs we can extend these local homeomorphisms to larger neighbourhoods. How

large exactly depends on r, and our next goal is to quantify this.

Let G be any connected graph, and % ∈ N. As usual, we write dG(x, y) for the distance in G between

two vertices x and y. Given a vertex v ∈ G, let us write BG(v, %/2) for the (combinatorial) (%/2)-ball in G

around v, the subgraph of G formed by the vertices at distance at most %/2 from v and all the edges xy ∈ G
on these vertices that satisfy

dG(v, x) + 1 + dG(y, v) 6 %.

Note that BG(v, %/2) lacks all the edges xy where x and y have distance exactly %/2 from v – which, of

course, can occur only when % is even. Instead, it consists of precisely those vertices and edges of G that

lie on closed walks at v of length at most %. In particular, BG(v, %/2) contains all the cycles of length at

most % in G that meet v. Given a set X of vertices of G, we write BG(X, %/2) :=
⋃
x∈X BG(x, %/2) for the

(%/2)-ball in G around X.

A covering p : C → G is said to preserve (%/2)-balls if, for every lift v̂ of a vertex v ∈ G, the covering p

maps BC(v̂, %/2) isomorphically to BG(v, %/2).2 In particular, then, p projects all the cycles of length at

most % in C isomorphically to cycles of length at most % in G. Note that every covering C → G preserves

1-balls.

The preservation of (%/2)-balls can be reduced to local injectivity of the covering map [14]:

Lemma 4.2. The following two statements are equivalent for coverings p : C → G and % ∈ N:

(i) p preserves (%/2)-balls;

(ii) for every vertex v ∈ G, the distance in C between two distinct lifts of v is greater than %. �

Local coverings, by definition, preserve local structure as encoded in short cycles. Our next lemma says

that they preserve local structure also in the more usual sense of copying small neighbourhoods:

Lemma 4.3. For every r ∈ N, the r-local covering pr : Gr → G preserves (r/2)-balls.

Proof. By Lemma 4.2 it is enough to show that no two lifts v̂1, v̂2 of a vertex v ∈ G are connected in Gr by

a path of length at most r. The projection of any such path P is a closed walk W at v of length at most r.

By a straightforward direct argument, W is generated by closed walks at v stemming from short cycles,

and thus lies in πr1(G, v). Hence W lifts to a closed walk at v̂1 in Gr, by definition of pr, which contradicts

the fact that its unique such lift P is a path. �

Our r-local covering pr is universal amongst all the (r/2)-ball-preserving coverings of G:

Lemma 4.4. For every (r/2)-ball-preserving covering p : C → G there is a covering q : Gr → C such that

pr = p ◦ q, and all such coverings q are equivalent.

Proof. By the Galois correspondence of coverings we only have to show that the characteristic subgroup

of p contains that of pr. The latter is generated by the closed walks W in G that stem from a short cycle O,

so it suffices to show that such W lift, via p, to closed walks in C.

Our W has the form W0QW
−
0 , where Q is a walk once around O. Pick a lift Ŵ of W to C. This

includes, as subwalks, lifts Ŵ0, Q̂ and Ŵ−0 of W0, Q and W−0 . Since O is short and p preserves (r/2)-balls,

Q̂ is closed. Therefore Ŵ−0 is the reverse of Ŵ0, and Ŵ = Ŵ0Q̂Ŵ
−
0 is a closed walk in C. �

2A notion that could be regarded as a precursor of the preservation of (%/2)-balls has been studied by Georgakopoulos [20].
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Let us now see how the r-local coverings of G are related for various values of r. When r 6 r′, the (r′/2)-

balls in G, which the r′-local covering pr′ : Gr′ → G preserves by Lemma 4.3, include the (r/2)-balls in G.

We may thus apply Lemma 4.4 with p := pr′ to obtain a covering qr,r′ :Gr → Gr′ such that pr = pr′ ◦ qr,r′ ,
as shown in Figure 2.

Gr (Gr′)r

Gr′

G

pr

qr,r′

q

pr,r′

q′

pr′

Figure 2. The interaction of local coverings for different values of r

Moreover, Gr′ has its own r-local covering pr,r′ : (Gr′)r → Gr′ . We can compose this with pr′ to obtain

a covering pr′ ◦ pr,r′ : (Gr′)r → G. This composition of two universal local coverings is itself universal, as it

is equivalent to the r-local covering pr of G:

Lemma 4.5. Given r 6 r′, the coverings pr,r′ and qr,r′ of Gr′ are equivalent, while pr and pr′ ◦ pr,r′ are

equivalent as coverings of G. In particular, (Gr′)r and Gr are isomorphic graphs.

Proof. Since both pr′ and pr,r′ preserve (r/2)-balls, so does their composition pr′ ◦ pr,r′ . Choosing this as

p in Lemma 4.4 yields a covering q : Gr → (Gr′)r such that pr = pr′ ◦ pr,r′ ◦ q. Since pr = pr′ ◦ qr,r′ and

both pr and pr′ preserve (r/2)-balls, so does qr,r′ . So by Lemma 4.4 with p := qr,r′ , we obtain a covering

q′ : (Gr′)r → Gr with pr,r′ = qr,r′ ◦ q′. Combining all the above, we have

pr = pr′ ◦ pr,r′ ◦ q = pr′ ◦ qr,r′ ◦ q′ ◦ q = pr ◦ q′ ◦ q.

As a concatenation of two coverings, q′ ◦q is a covering (of Gr by itself), as of course is the identity idGr
.

Since pr ◦ idGr
= pr = pr ◦ (q′ ◦ q), as shown above, Lemma 4.4 applied with p = pr yields that idGr

and

q′ ◦ q are equivalent coverings of Gr. In particular, q′ ◦ q is a homeomorphism. As q is surjective, being a

covering, this implies that q is a homeomorphism, which in turn implies that q′ is a homeomorphism. Hence

pr,r′ and qr,r′ are equivalent as coverings of Gr′ as witnessed by q′, while pr and pr′ ◦ pr,r′ are equivalent

as coverings of G as witnessed by q. �

Choosing r = r′ in Lemma 4.5 shows that taking r-local covers is idempotent: (Gr)r = Gr.

By and large, the connectivity of Gr increases as the locality parameter r grows and Gr changes from

a tree, which is minimally connected, to the original graph G. How exactly the connectivity of Gr evolves

along the hierarchy of local coverings given by Lemma 4.5 is studied in [27].

4.4. Cycle spaces. As is customary in graph theory, we call the first homology group of a graph its cycle

space. Taken over the integers it is its integral cycle space; taken over Z/2Z it is its binary cycle space.
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To formalise this, let G be any connected graph and r ∈ N. For every edge e of G pick an arbitrary

fixed orientation
→
e; this makes G into a 1-complex. The integral or binary cycle space of G, then, is the R-

module Z(G) for R = Z or R = Z/2Z that consists of all E(G)→ R functions with finite support whose sum

of the values of the incoming edges at any given vertex equals the sum of the values of its outgoing edges.

Every closed walk W = v0e0v1 . . . vk−1ek−1vk once around a cycle in G induces an element zW of Z(G)

by letting zW (ei) := 1 if
→
ei = (ei, vi, vi+1) and zW (ei) := −1 if

→
ei = (ei, vi+1, vi) and zW (ei) := 0 elsewhere.

Note that the reverse W− of W induces zW− = −zW . As is well known and easy to see, the (functions zW

of walks W once around) cycles generate all of Z(G). We write Zr(G) for the submodule of Z(G) generated

by the cycles of length at most r.

Lemma 4.6. For the r-local cover Gr of G we have Zr(Gr) = Z(Gr).

Proof. Let us show first that πr1(Gr) = π1(Gr). By definition of qr,r we have pr = pr ◦ qr,r. By Lemma 4.4

applied with p = pr, it follows from pr ◦ idGr
= pr = pr ◦ qr,r that idGr

and qr,r are equivalent coverings

of Gr. But qr,r is equivalent also to pr,r, by Lemma 4.5. Hence pr,r and idGr
are equivalent coverings of Gr,

and thus have the same characteristic subgroups. These are πr1(Gr) and π1(Gr), respectively.

Since the first homology group of a path-connected space is the abelianisation of its fundamental group,

the fact that πr1(Gr) = π1(Gr) implies Zr(Gr) = Z(Gr). �

As pointed out for Gr in the last line of the above proof, we have Z(G) = Zr(G) if the fundamental

group of G is generated by short cycles. When G is planar the converse holds too; this is shown in [25].

4.5. Local coverings of finite graphs. While local coverings of finite graphs are often infinite, this is

not necessarily the case; in [14] we present finite graphs with n-sheeted coverings for any n ∈ N constructed

by Bowler [2].

Our aim in this section is to prove that the local covers of finite graphs resemble Cayley graphs of finitely

presented groups. We first show that every normal cover of a finite graph has a graph-decomposition, into

parts of finitely bounded size, modelled on a Cayley graph of its group of deck transformations. This group

is always finitely generated. In the case of our local coverings we shall see that it is even finitely presented.

Our first result, the structure theorem for arbitrary normal covers of finite graphs, can be seen as a

Švarc-Milnor lemma [33,39] that provides additional structural information:

Theorem 4.7. Let p : C → G be a normal covering of a finite connected graph G. Then the group D of

all deck transformations of p has a finite generating set S such that C has a graph-decomposition modelled

on D := Cay(D, S), with connected parts of finitely bounded size. If x̂0 ∈ C is a lift of any vertex x of G

then these parts Cϕ, one for each ϕ ∈ D, can be chosen as Cϕ = BC(ϕ(x̂0), |G|).

With these Cϕ the graph-decomposition (D, (Cϕ)ϕ∈D) of C is honest, and the map f 7→ gf defined in

Section 3.2 induces a bijection between the ends of C and those of D. If D is an accessible group, then C

is an accessible graph.

Proof. Choose (Cϕ)ϕ∈D as in the statement of the theorem. As these Cϕ depend only on D, not on the

choice of generators for our Cayley graph Cay(D, S), we can first verify (H1) and choose S later.

Since C is connected, every vertex is incident with some edge. To verify (H1) it is therefore enough

to show that every edge of C is contained in some part Cϕ. Every edge of C is a lift ê = ûv̂ of an edge

e = uv of G. These have distance at most |G| − 1 from x in G. Pick a shortest u–x path P in G, lift it to a

path P̂ starting at û, and let x̂1 be the last vertex of P̂ . As P̂ has length at most |G| − 1, this shows that
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ê lies in BC(x̂1, |G|). Since p is normal, there exists a deck transformation ϕ ∈ D such that ϕ(x̂0) = x̂1.

Thus ê ∈ Cϕ, completing the proof of (H1).

Let us now find a finite generating set S of D such that, for D = Cay(D, S), the pair (D, (Cϕ)ϕ∈D)

will satisfy (H2) and thus be a graph-decomposition of C. We shall have to choose S so that, for every

lift v̂ ∈ C of a vertex v of G, the subgraph Dv̂ of D induced by {ϕ ∈ D : v̂ ∈ Cϕ} is connected.

To define S, fix of every v ∈ G one lift v̂0. We shall pick enough generators for S to make every Dv̂0

connected, and then deduce the same for the other lifts v̂ of each v. In fact, we shall add to S for every

two nodes of Dv̂0 a generator that will make them adjacent in Cay(D, S), and hence in Dv̂0 .

The pairs of nodes of Dv̂0 are the pairs (ϕ,ϕ′) ∈ D2 such that v̂0 ∈ Cϕ ∩Cϕ′ . To give Dv̂0 an edge (ϕ, s)

from ϕ to ϕ′ we need to add s = ϕ−1ϕ′ to S. Let Sv be the set of all these s, setting

Sv := {ϕ−1ϕ′ | v̂0 ∈ Cϕ ∩ Cϕ′} ⊆ D,

and let S :=
⋃
v∈V (G) Sv. Then the subgraphs Dv̂0 of D = Cay(D, S) are complete for all v ∈ G.

For a proof that each Sv, and hence S, is finite, it suffices to show that v̂0 ∈ Cϕ for only finitely many ϕ.

For every such ϕ there is a path in C of length at most |G| from v̂0 to ϕ(x0). But BC(v̂0, |G|) is finite,

and the ϕ(x0) are distinct for different ϕ, by the uniqueness of path lifting. So there are only finitely many

such ϕ, as required.

To prove (H2) for lifts v̂ other than v̂0, recall from Section 2.3 that D acts on D by left-multiplication.

Since our covering p is normal, there exists ψ ∈ D such that v̂ = ψ(v̂0). Then ψ ·Dv̂0 = {ψϕ | ϕ ∈ Dv̂0},
and any two of these nodes ψϕ and ψϕ′ are joined by the edge (ψϕ, s) for s = ϕ−1ϕ′ ∈ Sv. So it suffices

to check that the node set of ψ ·Dv̂0 equals that of Dψ(v̂0) = Dv̂.

By definition, Dψ(v̂0) consists of those χ ∈ D for which ψ(v̂0) ∈ Cχ, i.e., for which ψ(v̂0) has distance at

most |G| from χ(x̂0). With χ =: ψϕ the latter is equivalent to v̂0 having distance at most |G| from ϕ(x̂0),

i.e. to ϕ ∈ Dv̂0 . Hence

χ ∈ Dψ(v̂0) ⇔ ϕ ∈ Dv̂0 ⇔ ψϕ ∈ ψ ·Dv̂0 ⇔ χ ∈ ψ ·Dv̂0

as desired. This completes the proof that (D, (Cϕ)ϕ∈D) is a graph-decomposition.

For a proof that S generates D, we have to show that D = Cay(D, S) is connected. This follows from

the connectedness of C by Lemma 3.4, since the parts Cϕ of our graph-decomposition are non-empty.

Next, we check that our graph-decomposition (D, (Cϕ)ϕ∈D) is honest: that Cϕ ∩ Cϕ′ 6= ∅ for any

adjacent nodes ϕ,ϕ′ of D. As D = Cay(D, S) there exists s ∈ S such that ϕ′ = ϕs. This s lies in some Sv.

This means, by definition of Sv, that there exist ϕ0, ϕ
′
0 ∈ D such that s = ϕ−1

0 ϕ′0 and v̂0 ∈ Cϕ0
∩ Cϕ′0 .

Let ψ := ϕϕ−1
0 . Then ϕ = ψϕ0 and ϕ′ = ϕs = ψϕ0s = ψϕ′0. Hence v̂0 ∈ Cϕ0 ∩ Cϕ′0 implies that

ψ(v̂0) ∈ Cψϕ0 ∩ Cψϕ′0 = Cϕ ∩ Cϕ′ , since the action of D on itself by left-multiplication commutes with its

natural action on C. In particular, Cϕ ∩ Cϕ′ 6= ∅, as required for our honesty proof.

We have shown that our graph-decomposition (D, (Cϕ)ϕ∈D) is honest and has finite connected parts. In

our proof that the sets Sv are finite we saw that each vertex of C lies in Cϕ for only finitely many ϕ ∈ D:

that (D, (Cϕ)ϕ∈D) is point-finite. By Lemma 3.5, therefore, the directions of C and of D = Cay(D, S) are

in bijective correspondence, and hence so are their ends [15, Theorem 2.2]. The ends of D, by definition,

are those of D.

Finally, since C covers the finite graph G it has finitely bounded degrees. The parts Cϕ = BC(ϕ(x̂0), |G|)
thus have finitely bounded size. If the group D is accessible then so is its Cayley graph D [40], and hence

by Lemma 3.6 so is C. �
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The groups of deck transformations of our local coverings of finite graphs are not only finitely generated

but even finitely presented:

Proposition 4.8. Let G be a finite graph, and let r ∈ N. Then the group Dr of deck transformations of

the r-local covering of G is finitely presented.

Proof. Fix a vertex x0 ∈ G. The fundamental group π1(G, x0) of G is finitely presented by Lemma 4.1. To

show that Dr = π1(G, x0)/πr1(G, x0) is finitely presented, it remains to prove that πr1(G, x0) is the normal

closure of a finite set of closed walks in G.

Recall that πr1(G, x0) is generated by the closed walks at x0 stemming from short cycles in G. There

are only finitely many such cycles, but infinitely many such walks. However, the walks stemming from

the same short cycle O are all conjugates of each other in π1(G, x0). Hence we may pick one of them for

each O, finitely many in total, and their normal closure in π1(G, x0) will be exactly πr1(G, x0). �

Corollary 4.9. Local covers of finite graphs are accessible. They have graph-decompositions into connected

parts of finitely bounded size modelled on Cayley graphs of finitely presented groups.

Proof. Finitely presented groups are accessible [18]. Apply Theorem 4.7 and Proposition 4.8. �

We remark that arbitrary normal covers of finite graphs can be inaccessible [14].

4.6. Local coverings of Cayley graphs. When our graph G is itself a Cayley graph, of some finitely

generated (but not necessarily finite) group Γ, say, we can say even more about its local covers than we

could in Section 4.5. These covers are now Cayley graphs too, of groups extending Γ:

Theorem 4.10. Let G be a connected locally finite Cayley graph of some group Γ, and r ∈ N. Then Gr is

a connected locally finite Cayley graph of a finitely presented group Γr of which Γ is a quotient.

For our proof of Theorem 4.10 we need a tool from combinatorial group theory.

Let G be a Cayley graph of a group Γ with respect to a finite generating set S. The fundamental group

π1(G, x0) of G is then isomorphic to the kernel of the canonical homomorphism ϕΓ,S : F (S) → Γ, where

F (S) is the free group generated by S. Let us define such an isomorphism explicitly.

The edge-labelling ` : E(G)→ S of a Cayley graph G = Cay(Γ, S) is defined as `(e) := s when e = (g, s).

We extend ` to a map from the walks in G to F (S) by mapping a walk W = g0e0g1 . . . gk−1ek−1gk to

the group element `(e0)ε0 · · · `(ek−1)εk−1 of F (S), where εi is 1 if ei = (gi, s) for some s ∈ S and −1

otherwise. Since two walks map to the same element of F (S) under ` if their reductions coincide, ` defines

a group homomorphism `∗ : π1(G, x0)→ F (S). This `∗ is our explicit isomorphism between π1(G, x0) and

ker(ϕΓ,S) 6 F (S):

Lemma 4.11 ([32, Theorem 1.6]). Let G be a Cayley graph of a group Γ with respect to a finite generating

set S, and let ` be its edge-labelling. Fix any vertex x0 of G. Then `∗ is an isomorphism from the

fundamental group π1(G, x0) to the kernel of the canonical homomorphism ϕΓ,S : F (S)→ Γ.

Proof of Theorem 4.10. Let G be the Cayley graph of Γ with respect to the finite generating set S. Then

Γ has the group presentation 〈S | R 〉 with R = ker(ϕΓ,S). We aim to show that Gr is the Cayley graph of

a group Γ′ with the same set S of generators as G, but with a different and finite set R′ ⊆ R of relators.

We shall first construct Γ′ and R′, then check that Cay(Γ′, S) is a covering graph of G, and finally show

that this covering is equivalent to our r-local covering of G.
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In G = Cay(Γ, S) let us fix the identity 1 ∈ Γ as our basepoint x0. Since G is locally finite, there are

only finitely many cycles of length at most r that contain x0. Hence the set of closed walks at x0 that

only go once around such a cycle is finite too; let R′ ⊆ F (S) be its image under `. By Lemma 4.11 we

have R′ ⊆ `∗(π1(G, x0)) = ker(ϕΓ,S) ⊆ F (S). As R′ is finite, the group Γ′ := 〈S | R′ 〉 is finitely presented.

Let us construct a covering p′ : G′ → G for G′ = Cay(Γ′, S). Since R′ ⊆ ker(ϕΓ,S), we have ker(ϕΓ′,S) =

〈R′ 〉/F (S) ⊆ ker(ϕΓ,S). Hence Γ = F (S)/ ker(ϕΓ,S) is a quotient of Γ′ = F (S)/ ker(ϕΓ′,S). The quotient

map p′ : Γ′ → Γ between these groups, the vertex sets of their Cayley graphs G′ and G, extends to a

covering p′ : G′ → G by (g′, s) 7→ (p′(g′), s) for edges, since both Cayley graphs use the same set S as edge

labels. Explicitly, we have ` ◦ p′ = `′ for the edge-labelling `′ of G′.

Let us show that p′ is equivalent to our r-local covering pr : Gr → G. We do so by showing that their

characteristic subgroups coincide. By Lemma 4.11, this will be the case if `′∗(π1(G′, x̂0)) and `∗(π
r
1(G, x0))

are the same subgroup of F (S), where x̂0 is any element in p′−1(x0). Let Rr be the image under ` of the set of

closed walks at x0 which stem from a cycle in G of length at most r. Note that Rr is usually infinite, whereas

R′ ⊆ Rr is finite. Again by Lemma 4.11 we have 〈R′ 〉/F (S) = `′∗(π1(G′, x̂0)) and 〈Rr 〉/F (S) = `∗(π
r
1(G, x0)).

It thus remains to show that 〈Rr 〉/F (S) = 〈R′ 〉/F (S).

Since R′ ⊆ Rr, we immediately have 〈R′ 〉/F (S) ⊆ 〈Rr 〉
/
F (S). For the converse inclusion let t ∈ Rr be

given. Then there exists a reduced closed walk W at x0 which stems from a cycle O of length at most

r such that `(W ) = t. This W consists of a base walk W0 and a closed walk Q once around O, so

that W = W0QW
−
0 . Let g ∈ V (G) = Γ be the base vertex of Q. Left-multiplication by g−1 defines an

automorphism ψ : h 7→ g−1h of G. Now ψ(Q) is a closed walk, based at ψ(g) = 1 = x0, once around the

cycle ψ(O) of length at most r. Since ψ is an automorphism of a Cayley graph, the labellings on the edges of

O and ψ(O) agree, so that `(Q) = `(ψ(Q)) ∈ R′. Thus, t = `(W ) = `(W0)`(Q)`(W−0 ) = `(W0)`(Q)`(W0)−1

is contained in the normal subgroup 〈R′ 〉/F (S). This yields Rr ⊆ 〈R′ 〉/F (S) and completes the proof. �

Corollary 4.12. Local covers of connected locally finite Cayley graphs are accessible.

Proof. Finitely presented groups are accessible [18], and hence so are their locally finite Cayley graphs [40].

Apply Theorem 4.10. �

5. Displaying global structure

In this section we make the statements of Theorems 1 and 2 precise and give an overview of their proof.

This will include a proof of Theorem 3.

In Section 5.1 we recall how a tree of tangles can describe the tree-like aspects of the global structure of

any graph. In Section 5.2 we apply this to the typically infinite graphs Gr that reflect the r-local structure

of the finite graphs G given in Theorem 1, to describe their (tree-like) r-global structure. Projected back

to G, this r-global structure of Gr ceases to be infinite and tree-like, but defines what we call the (finite)

r-global structure of G.

Section 5.2 ends with a precise definition of the term of ‘r-global structure’ used in Theorems 1 and 2,

and of what it means for another graph to ‘display’ that structure. We proceed from there to give an outline

of the proof of Theorem 1. This includes a common generalisation, Theorem 5.5, of Theorems 1 and 2.

The outline will serve as our road map when we prove Theorems 1 and 2 (by way of proving Theorem 5.5)

in Sections 6–8.
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5.1. Separations, tangles, and trees of tangles. In this section we recall basic facts and terminology

about tangles; for a more detailed account see [10, Ch.12.5].

Let G be a graph. Given a set S of separations of G, we write
→
S for the set of orientations of separations

in S, two for every s ∈ S. An orientation O of S contains for every separation in S exactly one of its two

orientations. Recall that (A,B) 6 (C,D) for two oriented separations (A,B) and (C,D) of G if A ⊆ C

and B ⊇ D. If O does not contain an oriented separation (B,A) of G whenever (A,B) 6 (C,D) ∈ O, then

O is consistent. A set N of separations of G is nested if every two of its elements, {A,B} and {C,D} say,

have orientations (A,B) 6 (C,D). Separations that are not nested are said to cross.

Let Γ be a group acting on a graph G. A set S of separations of G is Γ-canonical if for every g ∈ Γ and

every {A,B} ∈ S we have g · {A,B} := {g ·A, g ·B} ∈ S. If S is Aut(G)-canonical, we call it canonical.

Let us now define tangles. Given any k ∈ N ∪ {ℵ0}, let Sk denote the set of all separations of G of

order < k. A k-tangle in G is an orientation τ of Sk such that for all (A1, B1), (A2, B2), (A3, B3) ∈ τ , not

necessarily distinct, we have G[A1]∪G[A2]∪G[A3] 6= G. A tangle is a k-tangle for some k. Note that every

tangle is consistent.

Examples of tangles include blocks and ends. A k-block in G is a maximal set of at least k vertices that

is included in one of the two sides of each separation in Sk. It orients that separation towards this side:

as (A,B) if it lies in B. Every k-block X thus defines an orientation τX of Sk. If |X| > 3(k − 1)/2, then

τX is a tangle [5, Theorem 6.1]. By the maximality in the definition of a k-block, distinct k-blocks define

different tangles.

Given an end ω of G, let fω be the corresponding direction of G (see Section 3.2). Orienting every

separation {A,B} ∈ Sℵ0 towards the side that contains fω(A ∩ B), we obtain a tangle τω of Sℵ0 [11]. As

in the case of blocks, distinct ends define different tangles.

A separation of G distinguishes two tangles in G if they orient it differently. The separation distin-

guishes these two tangles efficiently if no separation of smaller order distinguishes them. Two tangles are

distinguishable if some separation distinguishes them; note that any two k-tangles for the same k are dis-

tinguishable. A set N of separations distinguishes a set of tangles (efficiently) if every two distinguishable

tangles in this set are (efficiently) distinguished by some separation in N . A tree of tangles of G, in this

paper, is a nested set of separations of G which efficiently distinguishes the entire set of tangles in G.

A separation of G is relevant if it efficiently distinguishes some two tangles τ and τ ′ in G. One can show

that such separations {A,B} are tight : for X := A ∩ B the graph G −X has components C ⊆ G[A] and

D ⊆ G[B] such that every vertex in X sends edges to both C and D. Indeed, these are the unique such

components for which (V (G−C), V (C)∪X) ∈ τ and (V (G−D), V (D)∪X) ∈ τ ′ or vice versa [10, Ex. 43(iii)].

Note that a finite-order separation of G distinguishes the tangles induced by two ends of G if and only

if it distinguishes these ends in the usual sense that they contain rays on different sides of that separation.

It distinguishes these two ends efficiently if no separation of lower order distinguishes them.

Let us remember all the above properties of trees of tangles for later use in Section 8:

Lemma 5.1. Let N be a tree of tangles of G in which every separation is relevant. Then N efficiently

distinguishes every two ends of G. Every separation in N has finite order and is tight. �

5.2. The r-global structure of G. In general, a locally finite graph G may have several canonical trees

of tangles. However, there is one specific canonical tree of tangles N(G) that is particularly natural, which
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we therefore fix as an invariant of those locally finite graphs in which it exists. In this section we describe

the construction of N(G), and then show in which sense it is particularly natural.

Recall [23,40] that a graph G is accessible if there exists a number K ∈ N such that every two ends of G

are distinguished by a separation of order at most K. Extending this notion from ends to tangles, we call a

graph G tangle-accessible if there exists a number K ∈ N such that every two distinguishable tangles in G

are distinguished by a separation of order at most K.

Let G be a connected, locally finite, and tangle-accessible graph. Denote by D the set of all finite-order

separations of G that distinguish some two tangles in G efficiently. Since G is tangle-accessible, all the

separations in D have order at most some fixed K ∈ N, and hence they each cross only finitely many other

separations in D [19, proof of Proposition 6.2].

Definition 5.2. For every pair τ, τ ′ of distinguishable tangles in G let Nτ,τ ′ be the set of all separations

that efficiently distinguish τ from τ ′ and, among these, cross as few separations in D as possible. Let N(G)

denote the union of all these sets Nτ,τ ′ .

Note that the separations in Nτ,τ ′ in Definition 5.2 are relevant. The set N(G) is clearly canonical, it

distinguishes all the tangles in G, and its elements have finitely bounded order. It is also still nested:

Lemma 5.3 ([9, Theorem 4.2]). For every connected, locally finite, and tangle-accessible graph G, the set

N(G) of separations defined in Definition 5.2 is a canonical tree of tangles. All the separations in N(G)

are relevant; in particular, they have finitely bounded order.

We sometimes refer to N(G) informally as the canonical tree of tangles of G.

We shall prove in Section 7 that the r-local coversGr of the graphsG we consider in Theorems 1 and 2 sat-

isfy the premise of Lemma 5.3. We shall see that they have unique canonical tree-decompositions T = (T,V)

such that αT : E(T )→ N(Gr) is a bijection. We say that N(Gr) induces this tree-decomposition T of Gr.

To see in which sense N(G) is particularly natural, consider any tree of tangles N in G. By definition,

N has to contain for every pair τ, τ ′ of tangles a separation s(τ, τ ′) that distinguishes them efficiently. If

we want N to be canonical, however, we cannot simply pick for N just any such separation s(τ, τ ′) for each

pair τ, τ ′ of tangles: our choice has to be definable in terms of invariants of G. This may force us to pick

not just one such separation s(τ, τ ′) for each pair τ, τ ′, but a set N(τ, τ ′) of more than one separation. As

N(τ, τ ′) is to be included in N , it will be a nested subset of the set D(τ, τ ′) of separations that distinguish

τ from τ ′ efficiently. Our set N(G) now chooses these N(τ, τ ′) with reference to D(τ, τ ′) alone: they consist

of all the elements of D(τ, τ ′) that are the most promising candidates for inclusion in N(τ, τ ′), in that they

cross as few other elements of D(τ, τ ′) as possible.

As described in Section 4, the r-local cover Gr of a graph G agrees with G on its r-local structure, the

structure encoded in the r-local subgroup πr1(G) of π1(G). The remaining structure of G is unfolded in Gr in

a tree-like way, which encodes it in conjunction with the group Dr = π1(G)/πr1(G) of deck transformations

of Gr over G. This tree-like global structure of Gr is captured by its tree of tangles N(Gr). We refer to

N(Gr) and Dr together as the r-global structure of G:

Definition 5.4. The r-global structure of a graph G whose r-local cover Gr is tangle-accessible is the pair

(N(Gr),Dr), where Dr is the group of deck transformations of pr : Gr → G and N(Gr) is our canonical

tree of tangles of Gr from Definition 5.2.
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The r-global structure of a group Γ presented with a finite set S of generators is the r-global structure

of its Cayley graph Cay(Γ, S).

The unique canonical graph-decomposition of G that displays its r-global structure (N(Gr),Dr) is that

defined via pr by the canonical tree-decomposition which N(Gr) induces on Gr, as in Construction 3.8. �

Definition 5.4 rests on the assumption that Gr is tangle-accessible. We shall prove that this is the case

whenever G is finite, as in Theorem 1, or a Cayley graph as in Theorem 2.

Note that when a graph-decomposition H = (H,G) displays the r-global structure of a graph G, then

H comes with an edge labelling that reveals additional internal structure of H, which in turn displays

additional connectivity aspects of G not reflected in the graph structure of H itself.

Indeed, recall that every edge e of the tree T from the tree-decomposition T = (T,V) that defines H
as in Construction 3.8 maps to a separation α(e) of Gr. This separation has some order ke. When one

analyses trees of tangles in graph minor theory, one often contracts in T all those edges e whose label ke

is at least some chosen threshold k. This results in a tree Tk that is a minor of T , and whose edges e map

to separations α(e) of order < k. These still distinguish all the k-tangles of the graph decomposed, in our

case Gr. These trees Tk form a chain of minors of T as k grows: T1 4 T2 4 . . . 4 T .

This structure is now inherited by H = T/D. Its edges arise from (D-orbits of) edges e of T , which carry

labels ke that specify the orders of separations α(e) of Gr. We may interpret these as local separations of G:

they tell us how the parts Gh of H are separated locally from each other in G. (In our original example

from the Introduction, these local separators are the 2-sets in which two adjacent K5s overlap.) And as

with those tree minors Tk of T , contracting in H the edges with labels at least some chosen threshold k

gives us a minor Hk of H. We thus obtain a hierarchy H1 4 H2 . . . of minors of H that defines an internal

structure of H, which in turn displays more details of the connectivity structure of G than H does alone.

This internal structure is explored further in [27,28].

It is sometimes desirable that the parts Gh of the graph-decomposition that displays the r-global struc-

ture of G should inherit more properties of the parts Gr[Vt] of T whose projections they are than the

projection map pr can transmit. Such additional information is encoded in what we call a blueprint of G: a

family whose members are not themselves subgraphs of G but which map homomorphically to the parts Gh.

We explore the notion of blueprints and the properties of the parts of T that they preserve in [29]. This

yields, among other things, a new proof of Carmesin’s local 2-separator theorem [4] via local coverings.

While the r-global structure of a finite graph G is displayed by a graph-decomposition (H,G) of G where

H is another finite graph, this decomposition of G is obtained indirectly via its usually infinite r-local

covering. One can ask, then, whether it is possible to characterise (H,G) directly in terms of G. As a proof

of concept for this type of problem, we obtain in [26] such a direct characterisation of the r-global structure

of the locally finite graphs that are ‘r-locally chordal’, those whose parts Gh as above are complete.

5.3. Road map for the proof of main result. The remainder of this paper is devoted to the proof of

Theorem 1, for which we now give an outline. We shall prove Theorem 1 by way of proving a stronger

result, Theorem 5.5, which will include Theorem 2 at no extra cost. A proof of Theorem 3 will also be

included on the way.

As we will see in Section 7.1, every nested set of separations of a graph, all of finitely bounded order,

induces a tree-decomposition of that graph. As seen in Construction 3.8 and Theorem 3.13, canonical

tree-decompositions of local covers define canonical graph-decompositions of the graph they cover. So once
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we know that our canonical set N(Gr) from Definition 5.2 is defined, for which we only need that Gr

is tangle-accessible (Lemma 5.3), it will induce the tree-decomposition of Gr that defines the canonical

graph-decomposition of G which displays its r-global structure.

Let us summarise these observations as the point of departure for the proofs of all our main results:

Reduction 1. It suffices to show that Gr is tangle-accessible.

In order to show that Gr is tangle-accessible we study another canonical tree of tangles of Gr, one

whose existence was proved by Elbracht, Kneip and Teegen [19] (Lemma 8.4). In contrast to N(Gr)

this tree of tangles N ′(Gr) is defined for all locally finite graphs, without any accessibility requirements.

Correspondingly, the separations in N ′(Gr) need not, prima facie, have finitely bounded order. However if

they do, then Gr is tangle-accessible. Hence:

Reduction 2. It suffices to show that the separations in N ′(Gr) have finitely bounded order.

Instead of trying to bound the order of the separations in N ′(Gr) directly, we will prove that N ′(Gr)

exhibits a certain structural property: the property of being exhaustive. This means that for every infinite

sequence (A0, B0) < (A1, B1) < . . . in
→
N ′(Gr) we have

⋂
i∈NBi = ∅. Sets of tight separations of finitely

bounded order in locally finite graphs are easily seen to be exhaustive. The converse fails in general.

However we will show that if N ′(Gr) is exhaustive, then Dr acts on N ′(Gr) with only finitely many orbits.

In particular, then, the separations in N ′(Gr) will have finitely bounded order. Thus:

Reduction 3. It suffices to show that N ′(Gr) is exhaustive.

We will prove that N ′(Gr) is exhaustive in two steps, as follows.

In the first step we show that Gr is accessible in the traditional sense: that the separations in N ′(Gr) that

efficiently distinguish two ends of Gr have finitely bounded order. We denote this set as N ′end ⊆ N ′(Gr).

The fact that the separations in N ′end have finitely bounded order, and hence are exhaustive because they

are clearly tight, will be the key ingredient of the remainder of our proof.

In the second step we show that N ′(Gr) is exhaustive. For this let (A0, B0) < (A1, B1) < . . . be any

infinite sequence in
→
N ′(Gr); we have to show

⋂
i∈NBi = ∅. Since N ′end is exhaustive, it suffices to find

in
→
N ′end an infinite sequence (C0, D0) < (C1, D1) < . . . which our earlier sequence dominates: one such

that for every i ∈ N there exists j ∈ N with (Ci, Di) 6 (Aj , Bj). If there is no such sequence we find a

part V ′t of the tree-decomposition of Gr induced by N ′end such that Aj ∩ Bj ⊆ V ′t for all large enough j.

We then enlarge V ′t to a certain set Vt such that, for every j0 large enough, the subsequence (Aj , Bj)j>j0
induces an infinite sequence of tight separations of G[Vt]. Moreover, G[Vt] will have the following properties.

The graph G[Vt] will be connected; it will have exactly one end; and the stabiliser of t in Dr, the group of

the deck transformations of Gr, will act quasi-transitively on G[Vt]. These properties combined will imply

that G[Vt] has no infinite sequence of separations such as that induced by our (Aj , Bj)j>j0 , a contradiction.

Hence N ′(Gr) will be exhaustive, and our proof will be complete.

Following this road map we will be able to prove Theorems 1 and 2 together, by proving their following

common strengthening:

Theorem 5.5. Let G be a connected, locally finite, and quasi-transitive graph, and let r > 0 be an integer.

Then G has a unique canonical and point-finite graph-decomposition which displays its r-global structure.

Note that finite graphs, such as the G in Theorem 1, are trivially quasi-transitive, and so are locally finite

Cayley graphs such as the Cay(Γ, S) in Theorem 2.
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Our proof of Theorem 5.5 will implement the strategy outlined above by reversing the order of its steps,

as follows. We start in Section 6 with a proof that if G is locally finite and quasi-transitive, then Gr is

accessible. We deduce from this in Section 7 that N ′(Gr) is exhaustive (cf. Reduction 3). In Section 8 we

infer that the separations in N ′(Gr) have finitely bounded order (cf. Reduction 2). This implies that Gr is

tangle-accessible (cf. Reduction 1), which will allow us to prove Theorem 5.5.

6. Local covers are accessible

Our aim in this section is to establish Theorem 6.2 below. Recall the definition of accessibility in graphs:

Definition 6.1 ([40]). A graph G is accessible if there exists an integer K such that every two ends of G

are distinguished by a separation of order at most K.

Theorem 6.2. Let G be a connected, locally finite, quasi-transitive graph, and let r > 0 be an integer.

Then the r-local cover Gr of G is accessible.

We already proved Theorem 6.2 for the special cases of Cayley graphs (Corollary 4.12), and of arbitrary

finite graphs by way of graph-decompositions (Corollary 4.9). These are the two cases that we would need

for direct proofs of Theorems 1 and 2, proceeding exactly as we shall below. However, Theorem 6.2 is

interesting in its own right, is considerably more general, and enables us to also prove Theorem 5.5.

For a comprehensive proof of Theorem 6.2, let us observe first that Gr is connected, locally finite, and

quasi-transitive as soon as G is:

Lemma 6.3. Let G be a connected, locally finite and quasi-transitive graph, and let r > 0 be an integer.

Then the r-local cover Gr of G is connected, locally finite, and quasi-transitive.

Proof. The r-local coverGr is connected and locally finite by definition. To prove thatGr is quasi-transitive,

let us show that lifts û of u and v̂ of v lie in the same orbit of Aut(Gr) as soon as v = ϕ(u) for some

ϕ ∈ Aut(G). By Lemma 3.11, and since local coverings are canonical, ϕ lifts to an automorphism ϕ̂ of Gr.

Then v̂ differs from ϕ̂(û) only by a deck transformation, so û and v̂ lie in the same orbit of Aut(Gr). �

Our key ingredient for the proof of Theorem 6.2 is the following result of Hamann:

Lemma 6.4 ([22, Corollary 3.3]). Every locally finite quasi-transitive graph whose binary cycle space is

generated by cycles of bounded length is accessible.

Proof of Theorem 6.2. By Lemma 4.6, the binary cycle space of Gr is generated by its cycles of length at

most r. The theorem now follows from Lemma 6.4, which we may apply to Gr by Lemma 6.3. �

7. Tools and lemmas for the proof of Theorem 1

Throughout this section, G will be a connected locally finite infinite graph. Our main goal is to prove the

following key lemma. Note that if G satisfies its premise, it must be accessible.

Lemma 7.1. Let N be a nested set of tight finite-order separations of G, and suppose that N is Γ-canonical

for some group Γ that acts quasi-transitively on G. Suppose further that there exists an integer K such

that some Γ-canonical set Nend ⊆ N of separations of order < K distinguishes all the ends of G. Then N

is exhaustive and induces a Γ-canonical tree-decomposition of G.
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7.1. Tools: Tree-decompositions and nested sets of separations. Let T = (T,V) be a tree-decom-

position of G, and let Γ be a group acting on G. Recall from Section 3.2 that every edge t1t2 of T induces

a separation {At1 , At2} of G, and that each of its two orientations (t1, t2) induces the oriented separation

αT (t1, t2) = (At1 , At2) of G. If we orient distinct edges t1t2 and t2t3 of T each from ti to ti+1, then

αT (t1, t2) 6 αT (t2, t3) in the partial ordering 6 of oriented separations (see Section 5.1).

By definition of the sets At1 and At2 , the separations of G that T induces in this way are pairwise nested.

If T is regular, they are proper separations. If T is Γ-canonical for some group Γ as defined in Section 3.3,

then the nested set N of separations of G which T induces is Γ-canonical as defined in Section 5.1.

Conversely, let us try to construct from a given nested set N of proper separations of G a regular tree-

decomposition of G that induces N . We begin by constructing, from N alone, the nodes of a potential

decomposition tree. A splitting star of N is any set σ ⊆
→
N that consists of all the maximal separations

of some consistent orientation O of N such that for every
→
r ∈ O there exists →s ∈ σ with

→
r 6 →s . Every

separation in
→
N lies in at most one splitting star of N . If N is induced by a tree-decomposition T = (T,V)

of G, as is our aim, then every →s ∈
→
N does lie in a splitting star: it will have the form →s = αT (t′, t) for

some oriented edge (t′, t) of T , and →s will lie in splitting star of N formed by the separations αT (t′′, t)

where t′′ varies over the neighbours of t in T .3

Taking our cue from the above observation, let us define a graph T from N as follows. Take the

splitting stars of N as the nodes of T , and make two nodes adjacent if they contain, as splitting stars of N ,

distinct orientations of some element of N . For each splitting star t ∈ V (T ) let Vt :=
⋂

(A,B)∈tB, and

put V = (Vt)t∈T . Let us say that N induces this pair (T,V).

As indicated, (T,V) need not be a tree-decomposition of G when N is infinite. Indeed, while T is always

acyclic it need not be connected, and the family V might violate (T1) [19, Example 4.9]. We shall mention

some sufficient conditions for (T,V) to be a tree-decomposition later.

If T := (T,V) is a tree-decomposition, it will induce the set N of separations we started with, in that

N = {αT (e) : e ∈ E(T ) } (as was our aim), with αT an order isomorphism between the oriented edges

of T and
→
N [19, Proof of Lemma 2.7]. If N is Γ-canonical for some group Γ, then T will be a Γ-canonical

tree-decomposition. Indeed, if N is Γ-canonical, then every g ∈ Γ maps splitting stars of N to splitting

stars of N . Since g · (A,B) = (g · A , g · B) for g ∈ Γ and (A,B) ∈
→
N, this action of Γ on T agrees with

that in our definition of Γ-canonicity of (T,V) in Section 3.3.

A strictly increasing infinite sequence (Ai, Bi)i∈N of oriented separations ofG is exhaustive if
⋂
i∈NBi = ∅.

A set S of separations is exhaustive if every such sequence in
→
S is exhaustive. Any nested set of separations

induced by a point-finite tree-decomposition of G is clearly exhaustive. We shall need the following converse:

Lemma 7.2 ([19, Lemma 2.7]). Let N be a nested set of proper separations of G. If N is exhaustive, then

the pair (T,V) induced by N is a regular tree-decomposition of G. If a group Γ acts on G so that N is

Γ-canonical, then this tree-decomposition (T,V) is Γ-canonical.4

The task of constructing tree-decompositions thus reduces to that of constructing exhaustive nested sets

of separations. Let us collect a few lemmas that will help with this task. When (Ai, Bi)i∈N and (Cj , Dj)j∈N

are sequences of separations such that for every i there exists j such that (Ai, Bi) 6 (Cj , Dj), we say that

(Cj , Dj)j∈N dominates (Ai, Bi)i∈N.

3In general, when N is infinite, the elements of
→
N need not lie in a splitting star of N ; see [12, 21].

4The last sentence, which we already verified, is not explicitly stated in [19].
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Lemma 7.3. If (Ai, Bi)i∈N and (Cj , Dj)j∈N are sequences of separations such that (Cj , Dj)j∈N dominates

(Ai, Bi)i∈N, then
⋂
i∈NBi ⊇

⋂
j∈NDj. In particular, if (Ai, Bi)i∈N is exhaustive then so is (Cj , Dj)j∈N. �

All the separations from which we shall construct tree-decompositions will be tight, and hence proper.

Lemma 7.5 below, which is implicit in [19], shows that a nested set of tight separations is exhaustive if these

have finitely bounded order. For its proof we need the following well-known fact about tight separations:

Lemma 7.4 ([40, Proposition 4.2]). Every vertex of G lies in only finitely many separators of tight sepa-

rations of order less than K, for each K ∈ N.

Lemma 7.5 ([19]). Let K be an integer, and let (Ai, Bi)i∈N be a strictly increasing sequence of tight

separations of G, all of order < K. Then (Ai, Bi)i∈N is exhaustive.

Proof. By Lemma 7.4, every vertex of G lies in Ai ∩Bi for only finitely many i ∈ N. These sets Ai ∩Bi are

finite, so applying this to every vertex v ∈ Ai∩Bi shows that (Ai∩Bi)∩(Aj∩Bj) = ∅ for all large enough j.

We can thus find an infinite subsequence of (Ai, Bi)i∈N whose separators are disjoint. But this implies that⋂
iBi = ∅: otherwise G contains an A0 –

⋂
iBi path that meets all these infinitely many disjoint separators,

a contradiction. Hence (→si)i∈N is exhaustive. �

7.2. Proof of Lemma 7.1 for 1-ended graphs. Let us now prove Lemma 7.1 for 1-ended graphs. In

fact, we show the following stronger result:

Lemma 7.6. Assume that G has only one end. Let N be a nested set of tight separations of G, all of finite

order. Suppose that N is Γ-canonical for some group Γ acting quasi-transitively on G. Then
→
N contains

no strictly increasing infinite sequence.

We shall need the following fact, proved in [14], about 1-ended, connected, locally finite graphs:

Lemma 7.7. If G has only one end, then every finite-order separation of G has a finite and an infinite side.

Our next lemma shows that, in a strictly increasing infinite sequence of separations, every separation is

oriented towards its infinite side:

Lemma 7.8. In any strictly increasing sequence (Ai, Bi)i∈N of separations of G, all Bi are infinite.

Proof. Suppose some Bi is finite; we may assume that i = 0. Since B0 ⊇ Bi for all i, all the Bi are finite.

Since (Ai, Bi)i∈N is a strictly increasing sequence, we have for each i either Ai ( Ai+1 or Bi ) Bi+1. As

B0 is finite, we have Bi ) Bi+1 for only finitely many i, so Ai ( Ai+1 for infinitely many i. For all these i

the non-empty sets Ai+1 rAi are disjoint and contained in the finite set B0, a contradiction. �

Recall that the set N in Lemma 7.6, which we are seeking to analyse, is Γ-canonical. The following

lemma shows how separations with a finite side interact with their images under certain automorphisms:

Lemma 7.9. Let {A,B} be a separation of G with A finite. Consider any automorphism ϕ of G and a

vertex v ∈ A∩B with a neighbour w ∈ BrA such that ϕ(v) ∈ ArB. Then {A,B} and {ϕ(A), ϕ(B)} cross.

Proof. Let us show first that neither A ⊆ ϕ(A) nor ϕ(A) ⊆ A. To see this, it is enough to show ϕ(A) 6= A,

since A is finite. If ϕ(A) = A, then ϕ(v) ∈ A r B is a neighbour of ϕ(w) ∈ ϕ(B r A) = B r A, which

contradicts the fact that {A,B} is a separation.

As B is infinite, we also have ϕ(B) * A. So if {A,B} and {ϕ(A), ϕ(B)} were nested, we would have

(A,B) 6 (ϕ(B), ϕ(A)), and thus B ⊇ ϕ(A). But ϕ(v) ∈ ϕ(A) rB by assumption, a contradiction. �
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We remark that Lemma 7.9 has no analogue for finite graphs, or for separations with two infinite sides [14].

With these three lemmas at hand, we are now ready to prove Lemma 7.6.

Proof of Lemma 7.6. Suppose, for a contradiction, that (Ai, Bi)i∈N is a strictly increasing sequence in
→
N.

Then Ai rBi ⊆ Aj rBj for all i < j, and by Lemmas 7.7 and 7.8 all the Ai are finite.

We first show that there exists n ∈ N such that Ai ∩ Bi ⊆ Ai+1 ∩ Bi+1 for all i > n. If not, there

are infinitely many i such that Ai ∩ Bi contains a vertex vi ∈ Ai+1 r Bi+1. By our initial observation,

these vi are distinct for different i. Since Γ acts quasi-transitively on G, there exist i < j among these

with vi = g · vj for some g ∈ Γ. Then {Aj , Bj}, together with vj ∈ Aj ∩Bj and the automorphism ϕ of G

defined by g, satisfies the premise of Lemma 7.9, since g · vj = vi ∈ Aj r Bj and {Aj , Bj} is tight. Since

N is Γ-canonical, applying Lemma 7.9 yields a contradiction to N being nested.

We next show that there exists m > n such that Ai ∩ Bi = Ai+1 ∩ Bi+1 for all i > m. If not,

then Ai ∩ Bi ( Ai+1 ∩ Bi+1 for infinitely many i > n; pick a subsequence (Aij , Bij )j∈N with i0 = n

witnessing this. Since the separations (Aij , Bij ) are tight, every G[Aij r Bij ] has a component Kij with

neighbourhood Aij ∩Bij . Then Kij ∩Kij+1
= ∅ for all j, since Kij is also a component of G[Aij+1

rBij+1
]

but distinct from Kij+1 , since the two have different neighbourhoods. As G is connected, there exists

v ∈ An ∩ Bn. This v lies in Aij ∩ Bij for every j, and hence has a neighbour in Kij . As these neighbours

are distinct, this contradicts our assumption that v ∈ G has finite degree.

The (Ai, Bi) with i > m form a strictly increasing sequence of separations with the same separator X.

This is impossible since, as G is connected and locally finite, the graph G − X has only finitely many

components. �

7.3. Proof of Lemma 7.1. In the remainder of this section we prove Lemma 7.1. Let N , Nend, Γ

and K > 0 be as stated in the lemma. Our goal is to show that N is exhaustive: that every strictly

increasing sequence (Ai, Bi)i∈N of separations in
→
N satisfies

⋂
iBi = ∅.

We already know from Lemma 7.5 that Nend is exhaustive, since by assumption the separations in Nend

have bounded order. If we can show that our sequence (Ai, Bi)i∈N dominates a sequence in
→
Nend, it will

also be exhaustive (Lemma 7.3). Essentially, this amounts to showing that our sequence is interlaced with

a sequence in
→
Nend: that at most finitely many (Ai, Bi) have the same 6-relationships to all the elements

of
→
Nend. Our plan is to show that if there were infinitely many such (Ai, Bi) then these would, essentially,

disect the same 1-ended subgraph of G, which would contradict Lemma 7.6.

In graph terms this means that, essentially, for the tree-decomposition T ′ = (T,V ′) of G that Nend

induces (see below), where V ′ = (V ′t )t∈T say, there is no t ∈ T such that infinitely many (Ai, Bi) differ

only in how they cut up V ′t , because this would contradict Lemma 7.6. This will not work directly, since

the graphs G[V ′t ] need not satisfy the conditions on G laid down in the premise of Lemma 7.6. However

we shall be able to extend the V ′t to sets Vt that do satisfy these conditions, and then apply Lemma 7.6 to

the graphs G[Vt] to complete our proof.

To get started, recall from Lemmas 7.2 and 7.5 that Nend does induce the required tree-decomposition:

Lemma 7.10. Nend is exhaustive, and the tree-decomposition T ′ of G it induces is Γ-canonical. �

As Nend distinguishes all the ends of G, each part of T ′ meets rays from at most one end of G infinitely.
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Since Nend is Γ-canonical, the group Γ acts on the decomposition tree T of T ′ (see Section 7.1). Since

G is quasi-transitive under the action of Γ, there are only finitely many Γ-orbits of tight separations of G

of order less than K [40, Proposition 4.2]. The action of Γ on T , therefore, is quasi-transitive too:

Lemma 7.11. Γ acts on E(T ) with finitely many orbits. �

Let st be any edge of T . Since G is locally finite and V ′st := V ′s ∩ V ′t is finite, the graph G − V ′st has

only finitely many components. Hence there exists an integer dst > 1 such that the dst-ball BG(V ′st, dst)

around V ′st (see Section 4.3) meets every component C of G−V ′st in a set that includes all the shortest paths

in C between neighbours of V ′st in C. (There are only finitely many such paths, since G is locally finite.)

By Lemma 7.11, Γ has finitely many orbits on E(T ). Let us assume that the integers dst were all chosen

as small as possible; then they coincide for any two edges st in the same orbit. Thus, the maximum d over

all dst for st ∈ E(T ) is well-defined; let Vt := V (BG(V ′t , d)) and V := (Vt)t∈T .

Lemma 7.12. T = (T,V) is a Γ-canonical tree-decomposition of G of finitely bounded adhesion such that

the following statements hold for every t ∈ T :

(i) G[Vt] is connected;

(ii) the stabiliser Γt of t under the action of Γ on T acts quasi-transitively on G[Vt];

(iii) G[Vt] is either finite or 1-ended.

The proof of Lemma 7.12 closely follows [23]; details are given in [14].

Recall that our plan is to show that our sequence (Ai, Bi)i∈N in
→
N dominates a suitable sequence in

→
Nend.

To achieve this, it will suffice to show that no part V ′t of T ′ contains all the separators from a final segment

(Ai, Bi)i>i0 of our sequence. We will prove this by applying Lemma 7.6 to the corresponding part G[Vt] of T .

To apply Lemma 7.6 in this way, we need to show that a separation of G whose separator is contained

in V ′t induces a tight separation of G[Vt]. It does, because the graph G[Vt] behaves like a torso of G[V ′t ]

(see [10, Ch.12.3] if desired):

Lemma 7.13. Let t be a node of T and X ⊆ V ′t . Then the map C 7→ C ∩G[Vt] is a bijection between the

components of G−X and those of G[Vt]−X. Moreover, NG[Vt](C ∩G[Vt]) = NG(C) for all such C.

Proof. Let C be any component of G − X. Since G is connected, C contains a neighbour of X. All the

neighbours of X in C lie in Vt, since NG(X) ⊆ BG(V ′t , 1) ⊆ BG(V ′t , d) = Vt. Hence C meets some compo-

nent D of G[Vt]−X. We shall prove that D is the only component of G[Vt]−X that C meets; then clearly

D = C ∩G[Vt], which establishes the desired bijection.

Since G[Vt] is connected (Lemma 7.12), every component of G[Vt] − X contains a neighbour of X. It

thus suffices to show that all the neighbours u, v of X in C lie in the same component of G[Vt]−X (our D).

We prove this by showing that every shortest u–v path P in G−X lies in G[Vt]. Note that P ⊆ C.

Let x be a neighbour of u in X, and y a neighbour of v in X, possibly x = y. Then xuPvy is a

concatenation of walks in G that either lie in G[V ′t ] or have their first and last vertex in V ′t and all their

inner vertices (at least one) in the same component of G−V ′t . Let Q = x′ . . . y′ be any subwalk of xuPvy of

the latter type if one exists (which will be a path or the entire walk xuPvy, in which case that is a cycle),

and let C ′ be the component of G− V ′t that contains Q− x′ − y′. It will suffice for our proof of P ⊆ G[Vt]

to show that Q ⊆ G[Vt].

As X ⊆ V ′t and C ′ meets C (in Q − x′ − y′ 6= ∅, which lies in P ⊆ C), we have C ′ ⊆ C. Since T ′

is a tree-decomposition, V (C ′) is contained in
⋃
t′∈T ′ V

′
t′ for some component T ′ of T − t. Let s ∈ T ′ be
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the neighbour of t in that component. Then all the neighbours of C ′ in V ′t lie in V ′st ⊆ V ′t , and so the

component of G− V ′st that contains C ′ (which exists because V ′st ⊆ V ′t ) in fact equals C ′.

Thus, Q − x′ − y′ is a path in a component of G − V ′st between neighbours of V ′st (possibly identical).

Since it is a subpath of P , it is also a shortest such path. Hence Q ⊆ G[Vt] by the definition of Vt. �

To complete our proof of Lemma 7.1 we need one more definition. Let
→
r , →s be orientations of proper

separations of G, such as those in
→
N. If r = s we say that

→
r points towards →s if

→
r = →s . If r 6= s we

say that
→
r points towards →s (and s) if either

→
r 6 →s or

→
r 6 ←s . Note that if r 6= s are nested, they have

unique orientations
→
r and ←s that point towards each other, with

→
r 6 →s and

←
r > ←s . Also, since r and s

are proper, we cannot have both
→
r 6 →s and

→
r 6 ←s .

Completion of proof of Lemma 7.1. Recall that we have a sequence (Ai, Bi)i∈N of separations in
→
N, which

we want to show to be exhaustive. Let us abbreviate (Ai, Bi) as →si. The tools at our disposal are that

Nend ⊆ N is exhaustive (Lemma 7.10), our tree-decomposition of G into finite or 1-ended parts provided by

Lemma 7.12, and Lemma 7.6 by which 1-ended graphs contain no infinite sequences such as (→si)i∈N at all.

We need three more steps. We first establish a partition of
→
N defined by the splitting stars σ of Nend.

Recall that these correspond to the nodes t of T (see Section 7.1); the corresponding partition class Pσ

of
→
N will consist, very roughly, of those separations in

→
N that lie in σ or separate Vt. Next we show that

for our proof that (→si)i∈N is exhaustive it suffices to show that it contains separations from infinitely many

of these partition classes Pσ. Finally, we check that (→si)i∈N does meet infinitely many Pσ.

Since Nend is exhaustive, its splitting stars form a partition of
→
Nend: every element of

→
Nend lies in exactly

one splitting star [21, Lemma 2.4]. Let us extend this partition of
→
Nend to one of

→
N, as follows. For every

splitting star σ of Nend let

Pσ :=
{→s ∈ →

N : all the elements of σ point towards →s
}
.

Note that Pσ ∩
→
Nend = σ.

Let us show that these Pσ form a partition of
→
N. As the separations in N are nested, every →s ∈

→
N

defines a consistent orientation of Nend:

O→s :=
{→
r ∈

→
Nend :

→
r points towards →s

}
;

let σ→s denote the set of its maximal elements. Since Nend is exhaustive and s is proper, O→s contains

no infinite strictly increasing sequence. Hence every
→
r ∈ O→s lies below some maximal element of O→s ;

thus, σ→s is a splitting star of Nend. So Pσ~s is defined, and it clearly contains →s . But →s cannot lie in any

other Pσ. Indeed, consider a splitting star σ 6= σ→s of Nend. The orientation O of Nend of which σ is the

set of maximal elements then orients some separation r ∈ Nend differently from the way O→s does. Hence if
→s ∈ Pσ ∩Pσ~s then both orientations of r lie below an element of σ or σ→s , and hence both point towards →s .

This is impossible, since s is proper.

Next we show that (→si)i∈N is exhaustive if it meets infinitely many Pσ. By Lemma 7.3 we may assume

that the →si lie in distinct Pσ. For each i ∈ N let σi be such that →si ∈ Pσi
. Then Oi := O→si is the consistent

orientation of Nend of which σi is the set of maximal elements. Let ri ∈ Nend be a separation oriented

differently by Oi and Oi+1. Then one of these, →ri say, points towards →si+1, while the other, ←ri, points

towards →si. Since →si <
→si+1, this is possible only if →si <

→ri 6
→si+1. (The first inequality is strict, because

otherwise ←ri would point towards its own inverse →ri = →si, which is impossible.) Hence the sequence (→ri)i∈N
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is strictly increasing too, and is dominated by (→si)i∈N. Since (→ri)i∈N consists of separations from
→
Nend and

is thus exhaustive by Lemma 7.10, our sequence (→si)i∈N is exhaustive by Lemma 7.3.

It remains to check that (→si)i∈N does meet infinitely many Pσ. To prove this we show that each Pσ

contains only finitely many →si. Recall that T ′ = (T,V ′) was the tree-decomposition of G induced by Nend,

and that our group Γ of automorphisms of G acts on T . As shown in Section 7.1, the splitting stars σ

of Nend correspond to the nodes t of T . Given such a pair σ and t, let Nt ⊆ N be the set of all separations

with an orientation in Pσ. Note that the stabiliser Γt of t under the action of Γ on T consists precisely of

those elements of Γ that fix σ as a set.

Let us show that Nt is Γt-canonical: that for every g ∈ Γt and every s ∈ Nt we have g · s ∈ Nt. By

definition of Nt and Pσ the latter means that every
→
r′ ∈ σ points towards g · s: that s′ := g · s has an

orientation
→
s′ > →r′. Let

→
r := g−1 · →r′. As g ∈ Γt we have

→
r ∈ σ; thus,

→
r also points towards s, say

→
r 6 →s .

But then
→
r′ = g · →r 6 g · →s =:

→
s′ as required.

Let us turn Nt, a set of separations of G, into a Γt-canonical set Mt of tight separations of G[Vt]. By

the definition of T ′, the part V ′t is equal to
⋂

(C,D)∈σD. As for every {A,B} ∈ Nt and every (C,D) ∈ σ
either A or B is a subset of D, we thus have A ∩ B ⊆ V ′t . Every oriented separation (A,B) ∈

→
Nt induces

an oriented separation (At, Bt) := (A∩Vt, B∩Vt) of G[Vt]. By Lemma 7.13 one easily shows that these are

distinct for different (A,B), that they are tight because the (A,B) are tight, and that for (A,B) < (C,D)

in
→
Nt we have (At, Bt) < (Ct, Dt). Let

Mt :=
{
{At, Bt} : {A,B} ∈ Nt

}
.

Mt is a Γt-canonical set of tight separations of G[Vt]. If G[Vt] is finite then so is Mt, and in particular
→
Mt

contains no strictly increasing sequence. Otherwise G[Vt] is a connected locally finite 1-ended graph that

is quasi-transitive under the action of Γt, by Lemma 7.12. Hence, by Lemma 7.6,
→
Mt contains no strictly

increasing infinite sequence. Since any strictly increasing sequence in
→
Nt induces a strictly increasing se-

quence in
→
Mt, by Lemma 7.13 as noted earlier, there is thus no strictly increasing infinite sequence in

→
Nt

either. This completes our proof that Pσ ⊆
→
Nt contains only finitely many →si, and hence that our sequence

(→si)i∈N is exhaustive. By Lemma 7.2, N induces a Γ-canonical tree-decomposition of G, as required in the

statement of Lemma 7.1. �

8. Proof of the main result

In this section we combine all our lemmas to prove Theorem 5.5 – the more general version of Theorem 1

that also includes Theorem 2 – and derive some corollaries of the proof. The unique graph-decomposition of

the given graph G whose existence is asserted in Theorem 5.5, the decomposition that displays its r-global

structure (if it exists), was specified in Definition 5.4. It is defined (via the projection pr : Gr → G) by the

tree-decomposition T of Gr that is induced by its canonical tree of tangles N(Gr) from Definition 5.2 if

this exists.

We shall derive the existence of N(Gr) from Lemma 5.3, which requires Gr to be tangle-accessible.

Lemma 8.1 helps ensure this when Gr is accessible, which we already know from Theorem 6.2.

Let us say that a set S of separations of a graph G is point-finite if for every vertex v ∈ V (G) the set

Sv :=
{
{A,B} ∈ S : v ∈ A ∩B

}
is finite. It is easy to see that a regular tree-decomposition is point-finite

if (and only if) its induced nested set of separations is point-finite. Indeed, if a vertex of G lies in infinitely

many parts then, by (T2) and [10, Prop. 8.2.1], the decomposition tree has an infinite star or a ray such that
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v lies in every part Vt corresponding to a node t in that star or ray. Then v also lies in all the separators

that correspond to edges of that star or ray.

Lemma 8.1. Let G be a connected locally finite graph, and let N be a nested set of tight finite-order

separations of G. Let Γ be a group acting quasi-transitively on G so that N is Γ-canonical. Suppose that

there exists a number K ∈ N such that some Γ-canonical set Nend ⊆ N of separations of order < K

distinguishes all the ends of G.

Then N is exhaustive and point-finite, and the order of the separations in N is finitely bounded. The

tree-decomposition T = (T,V) of G which N induces is regular, point-finite, Γ-canonical, and of finitely

bounded adhesion. If G is 1-ended, then T is rayless.

For a proof of Lemma 8.1 we need two observations.

Lemma 8.2. Let G be a connected locally finite graph, and let N be a nested set of tight separations of G.

If N is exhaustive, then N is point-finite.

Proof. Let v ∈ V (G), and suppose the set Nv of separations in N whose separator contains v is infinite.

Since N is exhaustive, so is Nv. By Lemma 7.2, Nv induces a regular tree-decomposition T = (T,V) of G.

If T contains a ray, then the forward-oriented edges of this ray define an infinite strictly increasing sequence

of separations in Nv via αT . All these separations have v in their separator, which contradicts the fact

that Nv is exhaustive.

So T is rayless, and hence has a vertex t of infinite degree [10, Prop. 8.2.1]. Applying αT to the

edges incident with t and oriented towards t yields an infinite set {(Ai, Bi) : i ∈ N} ⊆
→
Nv such that

(Ai, Bi) < (Bj , Aj) for all i 6= j. All the sets Ai rBi are disjoint, and v has a neighbour in every Ai rBi

since v ∈ Ai ∩Bi and {Ai, Bi} is tight. This contradicts the local finiteness of G. �

In quasi-transitive graphs, canonical and point-finite sets of separations are again quasi-transitive under

the action of the same group:

Lemma 8.3. Let G be a connected graph, not necessarily locally finite, and let S be a point-finite set of

finite-order separations of G. Let Γ be a group acting quasi-transitively on G so that S is Γ-canonical. Then

Γ acts on S with finitely many orbits. In particular, the order of the separations in S is finitely bounded.

Proof. As G is quasi-transitive under the action of Γ, there exists a finite set V ′ of vertices of G such that

Γ · V ′ = V (G). Then S r
{
{∅, V (G)}

}
= Γ · S′ where S′ =

⋃
v′∈V ′ Sv′ . Since S is point-finite, all these Sv′

are finite, and hence so is S′. Thus, Γ acts on S with finitely many orbits, while {∅, V (G)}, if it lies in S,

forms an additional orbit in S. Since S′ is finite, the order of the separations in S is finitely bounded. �

Proof of Lemma 8.1. By Lemma 7.1, N is exhaustive. By Lemma 8.2 it is point-finite, and by Lemma 8.3

its separations have finitely bounded order. By Lemma 7.2, N induces a regular Γ-canonical tree-decompos-

ition T = (T,V) of G. Its adhesion sets are the separators of the separations in N , so it has finitely bounded

adhesion. As remarked just before Lemma 8.1, the point-finiteness of N implies that T is point-finite, too.

If G is 1-ended then, by Lemma 7.6,
→
N contains no infinite strictly increasing sequence. Any ray in T

would define such a sequence via αT , so T is rayless. �

Lemma 8.1 essentially strengthens accessibility to tangle-accessibility in our context. We need this for

our proof of Theorems 1 and 2, as outlined at the start of this section. More precisely, what we shall need
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is Theorem 3, which we will thus prove first. Our input N for Lemma 8.1 in the proof of Theorem 3 will

come from the following non-trivial result:

Lemma 8.4 ([19, Theorem 6.6]). Every connected, locally finite graph has a canonical tree of tangles

consisting of relevant separations.5

We can now prove Theorem 3, which we restate:

Theorem 3. Accessible locally finite, quasi-transitive graphs are even tangle-accessible.

Proof. Let G be a graph as stated. Since it is quasi-transitive, it has only finitely many isomorphism types

of components, so we may assume G to be connected. Let N := N ′(G) be the tree of tangles given by

Lemma 8.4.

By Lemma 5.1, N is a set of tight finite-order separations of G. Since ends define tangles, and these

are distinguished by exactly the separations that distinguish those ends (Section 5.1), N distinguishes the

ends of G efficiently.

Since G is accessible, the order of the separations of G needed to distinguish its ends is finitely bounded.

As N is canonical and distinguishes the ends efficiently, it thus has a canonical subset Nend of separations

of finitely bounded order that achieves this too – for example, its subset of all efficient end-distinguishers.

By Lemma 8.1, then, the separations in N have finitely bounded order too. Since N distinguishes the set

of all tangles of G, it thus witnesses that G is tangle-accessible. �

Note that the tree of tangles N ′(G) given by Lemma 8.4, which we just used in the proof of Theorem 3,

exists for arbitrary connected locally finite graphs, not just quasi-transitive ones. In general it may have

limit points, in which case it will not define a tree-decomposition. But even when G is tangle-accessible

and N ′(G) does define a tree-decomposition, it need not coincide with our canonical tree of tangles N(G)

from Definition 5.2.

Turning now to our canonical tree of tangles N(G) from Definition 5.2, recall that in order to ensure

its existence we needed that G is tangle-accessible (Lemma 5.3). By Theorem 3, this now follows already

from classical accessibility, which we shall obtain from Theorem 6.2.

Our next lemma records that, in this case, N(G) induces the desired tree-decomposition:

Lemma 8.5. Let G be a connected, locally finite, quasi-transitive, accessible graph. Then N(G) is defined

and induces a canonical and point-finite regular tree-decomposition of G of finitely bounded adhesion. If G

is 1-ended, the decomposition tree is rayless.

Proof. By Theorem 3 and Lemma 5.3, N(G) exists, is canonical, and consists of relevant (and therefore

tight) separations of finitely bounded order. Since N(G) distinguishes all the ends of G, it induces the

desired tree-decomposition by Lemma 8.1. �

Summing everything up, we can now prove Theorem 5.5:

Proof of Theorem 5.5. Let G and r be as stated in the theorem. The r-local cover Gr of G is connected,

locally finite, and quasi-transitive by Lemma 6.3, and accessible by Theorem 6.2. By Lemma 8.5, N(Gr) is

defined and induces a canonical and point-finite regular tree-decomposition T of Gr. As pr : Gr → G is also

canonical (see Section 4.2), T defines a canonical point-finite graph-decomposition of G (Theorem 3.13).

By Definition 5.4, this is the unique graph-decomposition of G that displays its r-global structure. �

5The relevance of the separations is not explicitly stated in [19, Theorem 6.6] but immediate from its proof.
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Proof of Theorem 1. Theorem 1 is the special case of Theorem 5.5 where G is finite. �

Proof of Theorem 2. Since Cay(Γ, S) is locally finite and transitive, Theorem 5.5 implies Theorem 2. �
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