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ABSTRACT

Context. The asteroseismic analysis of stellar power density spectra is often computationally expensive. The models used in the anal-
ysis may require several dozen parameters to accurately describe features in the spectra caused by the oscillation modes and surface
granulation. Many of these parameters are often highly correlated, making the parameter space difficult to quickly and accurately
sample. They are, however, all dependent on a much smaller set of parameters, namely the fundamental stellar properties.
Aims. We aim to leverage this to develop a method for simplifying the process of sampling the model parameter space for the
asteroseismic analysis of solar-like oscillators, with an emphasis on mode identification.
Methods. Using a large set of previous observations, we applied principal component analysis to the sample covariance matrix to
select a new basis on which to sample the model parameters. Selecting the subset of basis vectors that explains the majority of the
sample variance, we then redefined the model parameter prior probability density distributions in terms of a smaller set of latent
parameters.
Results. We are able to reduce the dimensionality of the sampled parameter space by a factor of two to three. The number of latent
parameters needed to accurately model the stellar oscillation spectra cannot be determined exactly but is likely only between four and
six. Using two latent parameters, the method is able to produce models that describe the bulk features of the oscillation spectrum,
while including more latent parameters allows for a frequency precision better than ≈ 10% of the small frequency separation for a
given target.
Conclusions. We find that sampling a lower-rank latent parameter space still allows for accurate mode identification and parameter
estimation on solar-like oscillators over a wide range of evolutionary stages. This allows for the potential to increase the complexity
of spectrum models without a corresponding increase in computational expense.

Key words. Asteroseismology – Stars: oscillations – Methods: data analysis – Methods: statistical

1. Introduction

Asteroseismology is the process of measuring the oscillation
frequencies of stars. This is typically done by first observing
the flux or radial velocity variations due to the oscillations on
the stellar surface, and then analyzing the power spectral den-
sity (PSD) of the time series. The properties of the spectrum,
including the oscillation frequencies, allow for quantities such
as the stellar mass, radius, and age to be precisely measured
(see, e.g., Silva Aguirre et al. 2017; Cunha et al. 2021). Solar-
like oscillators in particular are numerous and ubiquitous along
the lower main sequence and during the red-giant evolutionary
phases (Chaplin et al. 2014; Yu et al. 2018; Hon et al. 2019;
Hatt et al. 2023). The oscillations therefore yield constraints on
a wide range of physics in the stars themselves, but also in any
orbiting companions and the environments they are embedded
in, such as stellar clusters and associations.

Solar-like oscillators pulsate due to standing waves that per-
meate the stellar interior (see, e.g., Chaplin & Miglio 2013). The
restoring force for these oscillations is the gradient of pressure,
and so these standing waves are often simply called p modes.

Many modes can be excited simultaneously and thus become
visible on the stellar surface, and each one is distinguished by its
spherical harmonic angular degree, l, and azimuthal order, m, as
well as a radial order, n. The most readily visible asteroseismic
quantities are the regular spacing, ∆ν, of the mode peaks and the
frequency of maximum power, νmax. Measuring these global as-
teroseismic properties is computationally inexpensive (see, e.g.,
Chontos et al. 2021; Hatt et al. 2023) but is sufficient for deter-
mining the stellar mass and radius to a precision of a few percent
(Chaplin et al. 2014). These features of the oscillation spectrum
have been shown to strongly depend on the bulk stellar proper-
ties, such as the surface gravity and effective temperature (Kjeld-
sen & Bedding 1995), with additional variance potentially due to
metallicity (Viani et al. 2017; Li et al. 2022).

The precision on the inferred stellar properties is increased
by measuring the individual mode frequencies (see, e.g., Lebre-
ton & Goupil 2014). This involves first identifying which oscil-
lations are present in the PSD by assigning an angular degree
and radial order of the mode. This can then be followed by eval-
uating the likelihood of a detailed spectrum model that includes
information about the mode amplitudes and lifetimes in addition
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to the precise mode frequencies. For long, high-cadence time
series such as those from the CoRoT (Baglin et al. 2009), Ke-
pler (Borucki et al. 2010) and Transit Exoplanet Survey Satellite
(TESS; Ricker et al. 2015) missions, this process may become
computationally expensive. Part of this computational expense
comes from the quantity of the data, but a non-negligible expense
also comes from the overall shape and volume of the posterior
probability density function. Depending on the required preci-
sion and quantities of interest, the spectrum models may include
anywhere from ∼ 10 − 100 parameters (see, e.g., Appourchaux
et al. 2012; Davies et al. 2016; Lund et al. 2017; Benomar et al.
2018; Hall et al. 2021). These parameters all depend on the same
fundamental stellar properties, and many of them are highly cor-
related. High-dimensional, highly correlated posterior distribu-
tions are often difficult to map, thereby adding to the computa-
tional expense of measuring the oscillation parameters.

Problems involving parameterized models with many corre-
lated parameters are amenable to dimensionality reduction (DR)
methods. These methods seek to identify a lower-rank, latent pa-
rameter space that may be more directly related to an underlying
set of physical parameters. For asteroseismology, the applica-
tion of DR methods can simplify the process of mode identi-
fication by mapping the smaller, latent parameter space, rather
than a model parameter space that consists of dozens of param-
eters. Several methods exist for performing DR, such as feature
selection (Guyon & Elisseeff 2003), autoencoders (Goodfellow
et al. 2016; Kingma & Welling 2013), and matrix factorization
(Lee & Seung 1999). Here we demonstrate the use of princi-
pal component analysis (PCA) for DR to simplify the process of
performing mode identification and extracting information from
the oscillation spectrum of solar-like oscillators. Briefly, given
a sample of observational measurements of the spectrum model
parameters, the PCA method decomposes the sample covariance
matrix into a set of eigenvectors with associated eigenvalues.
Each eigenvector explains a fraction of the total variance in the
sample, and those that explain the majority of the variance are
assumed to predominantly represent real correlations between
parameters. The remaining eigenvectors, which explain the least
amount of variance, are likely due to noise in the measurements
and are discarded. This yields a reduced parameter space from
which samples can be drawn, which can be projected back into
the full parameter space to subsequently evaluate the model like-
lihood given an observed PSD spectrum. We leverage this to sim-
plify the process of mode identification by using a generative
spectrum model, where the parameters are known to correlate
with the stellar fundamental parameters.

In Sect. 2 we briefly summarize the spectrum model, which
is based on the PBjammodel used by Nielsen et al. (2021) but ex-
tended to include additional background noise terms. In Sect. 3
we describe how we use PCA to perform DR and its application
to mode identification in asteroseismology. The performance of
the method is shown in Sect. 4, followed by concluding remarks
in Sect. 5.

2. The full spectrum model

Modeling the stellar oscillation spectrum is typically performed
by drawing samples from the posterior distribution,

P(Θ|S ) ∝ P(Θ)L(S |Θ), (1)

where L(S |Θ) is the likelihood of observing the PSD spectrum,
S , given a spectrum model that is a function of the set of parame-
ters Θ, and P(Θ) is the prior representing our current knowledge

of these parameters. By sampling the parameters of a generative
spectrum model where the modes appear with a known pattern,
we can evaluate the probability that an observed peak in the spec-
trum is due to a mode from the model and thereby assign a label
of n and l.

The parameter space is typically sampled using an Markov
chain Monte Carlo approach (e.g., Handberg & Campante 2011;
Lund et al. 2017) or nested sampling methods (Corsaro et al.
2020). In the following we use nested sampling, as this has been
shown to perform well with multi-modal posterior distributions,
which, depending on the chosen model, may be the case in a PSD
spectrum with multiple resolved modes (Buchner et al. 2014).
We used the Dynesty (Speagle 2020) package to perform nested
sampling (Skilling 2004). This is, however, not a strict require-
ment and the presented method for DR is applicable to other
types of sampling or optimization methods.

Here we restricted ourselves to using a PSD model equiva-
lent to that used by Nielsen et al. (2021), with additional terms to
describe the background power density not directly attributable
to the oscillations. The spectrum model is defined as

M (Θ, ν) =
NO∑
n=1

hn,0

1 + 4
Γ2 (ν − νn,0)2

+
hn−1,2

1 + 4
Γ2 (ν − νn−1,2)2

+ (2)

NB∑
i=1

ai/bi

1 + (ν/bi)ci
+W. (3)

Here the first sum is over the visible number of radial orders NO
and consists of Lorentzian profiles describing the power density
of each oscillation mode. The modes are characterized by their
radial order n and angular degree l, and the sum consists of pairs
of modes defined by (n, l = 0) and (n−1, l = 2). The frequencies
are parameterized by the asymptotic relation (see, e.g., Mosser
et al. 2015)

νn,0 =
(
n + ε + α2 (n − nmax)2

)
∆ν

νn−1,2 = νn,0 − δν02,
(4)

where ε is a phase term, nmax = νmax/∆ν− ε, and α is the scale of
the second order mode frequency variation. The frequencies of
the l = 2 modes are offset from the l = 0 modes by the small fre-
quency separation δν02, which is kept as a free parameter but is
identical for all mode pairs. The mode heights are parameterized
by a Gaussian,

hn,0 = HE exp
(
−0.5 (ν − νmax)2 /W2

E

)
,

hn−1,2 = 0.7 hn,0,
(5)

with a height HE, a width WE, and is centered on νmax. The
heights, hn−1,2, of the quadrupole modes are approximated as a
fraction of the l = 0 mode height, determined by the relative
mode visibility. Here this fraction was set to 0.7, which is appro-
priate for Kepler observations (Handberg & Campante 2011).
Finally, we used a single value of the mode width Γ for all the
observed modes.

The l = 1 modes were omitted from the spectrum model
since it is difficult to establish a precise and comprehensive de-
scription of their mode frequencies for a wide range of evolu-
tionary stages. In addition we also did not consider modes of
l = 3 since these are typically only visible in the brightest tar-
gets. Inclusion of l = 1 and l = 3 modes is left for future work.

The last two parts of Eq. 2 consist of the frequency-
independent white noise level, W, and a number, NB, of
frequency-dependent background noise terms. The background
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Fig. 1. Example spectrum of the red giant ϵ Reticuli. The PSD is shown in light and dark gray (smoothed). The components of the background
model are shown with dashed lines, while the combined spectrum model, including the mode components, is shown in red. The parameters of the
spectrum model are drawn from the prior sample around νmax ≈ 300 µHz, the equivalent to that of ϵ Reticuli.

terms are described by Lorentzian-like profiles centered on ν = 0
(Harvey 1985; Kallinger et al. 2014). Each term has an ampli-
tude, ai, a frequency, bi, and an exponent, ci, which governs the
decrease in the noise power with frequency. We used three back-
ground terms: The first two are typically attributed to the appear-
ance of granulation on the stellar surface, and are most apparent
in the spectrum at a characteristic frequency comparable to νmax
and at ≈ 0.3νmax, respectively. The third and lowest frequency
term captures the combination of variability caused by, for ex-
ample, long-term instrumental effects and stellar activity, which
tend to dominate the PSD at frequencies ≲ 1 µHz. An example
of the spectrum model for the red giant ϵ Reticuli is presented in
Fig. 1, where we show the individual components of the back-
ground model along with the combined spectrum model.

The inclusion of the background term was motivated by the
necessity to accurately model the background noise that the os-
cillation modes are embedded in. In addition, just like the oscil-
lation modes, the granulation on the stellar surface that causes
the background noise stems from convective processes in the
star. The background noise parameters are therefore correlated
with those of the oscillation modes, and so indirectly constrain
the mode parameters (see, e.g., Kjeldsen & Bedding 2011; Chap-
lin et al. 2011).

The power density is χ2-distributed with two degrees of free-
dom. Given the model, M, in Eq. 2 we can then write the log-
likelihood function as (see, e.g., Woodard 1984; Duvall & Har-
vey 1986)

lnL (S |θ, ϕ) = −
J∑

j=1

ln M
(
θ, ϕ, ν j

)
+

S j

M
(
θ, ϕ, ν j

) +lnLobs (d|θ) ,

(6)

where S is the observed power density spectrum, and J is the to-
tal number of frequency bins in the spectrum. As in Nielsen et al.
(2021), we added an additional likelihood term, lnLobs (d|θ),
which is the likelihood due to additional observational con-
straints, d, that are not directly part of the spectrum model. In this

case Lobs (d|θ) is the joint probability given by normal distribu-
tions centered on the observed Teff and de-reddened GBP −GRP,
with a standard deviation corresponding to the respective uncer-
tainties. We use values from Evans et al. (2018) in the following
analysis.

For clarity in the following we have separated the set
of parameters Θ = {∆ν, νmax, ε, δν02, α,HE,WE, Teff , GBP −

GRP,Γ, ai, bi, ci,W} into two subsets θ and ϕ. The subset θ are
those parameters in Θ that we expect are predominantly func-
tions of the intrinsic stellar parameters, whereas those in ϕ are
functions that are dominated by extrinsic variability such as in-
strumental noise. We only applied DR to θ as these are the pa-
rameters that are expected to be most strongly correlated with the
stellar properties. These parameters are: all the mode parameters,
those of the two high frequency Harvey-like background noise
terms, and Teff and GBP −GRP. The parameters ϕ (see Table 1)
are the photon shot noise and the lowest-frequency background
noise term. While these are to some extent correlated with the
physical stellar properties, they are also strongly affected by in-
strumental effects such as the choice of pixel mask, pixel sensi-
tivity, and observation duration. We therefore left these parame-
ters out of the DR. This means that we have 16 parameters that
are amenable to DR and four that are left as independent random
variables in the sampling.

3. Defining the model parameter priors

Given the log-likelihood in Eq. 6 we next needed to define the
prior probability density P (Θ). We present the functions used as
priors for ϕ in Table 1. For a3 in the instrumental background
term and the white noise level, W, we used a normal distribu-
tion in logarithmic power. These distributions are centered on
the means µp and µW , respectively, which are determined by the
power in the first and last few frequency bins of the spectrum.
For the characteristic frequency b3, the prior is a normal distri-
bution in log b3, centered on 1 µHz with a width of 0.15 dex. We
used a β distribution with shape parameters α = 1.2 and β = 1.2
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Table 1. Additional model parameter priors.

Parameters Prior density
log a3 N(µp, 2)
log b3 N(0, 0.15)

c3 β(1.2, 1.2, 1, 3)
log W N(µW , 2)

Notes. The parameters not included in the DR are assigned independent
one-dimensional prior probability density functions. The shape param-
eters of the β distribution are α = 1.2 and β = 1.2 and the location and
scale parameters are one and three, respectively.

for the exponent in the background term, where we set the loca-
tion and scale parameters to one and three, respectively.

Next we needed to determine the prior probability densities
for the parameter θ that are included in the DR. We started by
using a large sample of measurements of θ, which is based on
that of Nielsen et al. (2021) and consists of the 16 model param-
eters for 13 443 targets observed in 30-minute and 58-second ca-
dences by Kepler and 2-minute cadence by TESS. Our assump-
tion here is that, using PCA on the sample covariance matrix, it
is possible to identify a set of latent variables, θ̂, which is likely
of smaller dimension than θ. The prior density is then defined
in terms of θ̂ instead of θ by projecting the original prior sam-
ple into the latent parameter space, and then approximating that
distribution by a kernel density estimate (KDE).

3.1. Computing the weighted covariance matrix

Given an N×D matrix, θ, consisting of N observations of the D =
16 model parameters, we first computed the weighted covariance
matrix,

C =
∑N

n=1 wn(∑N
n=1 wn

)2
−
∑N

n=1 w2
n

θ′T W θ′, (7)

where θ′ is θ translated and scaled to zero mean and unit stan-
dard deviation in each column. The matrix W is an N × N di-
agonal matrix with elements wn, which are the weights on each
individual observation of the model parameters. We did not con-
sider the more general case of different sets of weights for each
parameter and observation as this does not allow for a simple
analytical method of determining the principal components (see,
e.g., Tamuz et al. 2005).

Since PCA minimizes the variance of a given sample along
each of the principal components, the proposed method has two
shortcomings that the row weights wn can be used to mitigate.
First, PCA is sensitive to outliers in the sample. This can be
treated by assigning low weights relative to the remainder of the
sample. We do not identify outliers here as the sample of ob-
servations has been previously vetted manually. Secondly, PCA
is less effective as a DR method if parameters in the sample are
nonlinearly correlated, which is the case for our sample of model
parameters since it spans a wide range of evolutionary stages.
For example, the dependence of ε in Eq. 4 on Teff changes sig-
nificantly between main-sequence and red-giant stars (see, e.g.,
White et al. 2012).

However, these nonlinear effects in the parameter correla-
tion are reduced when only considering targets that are similar
to the target of interest. This is done by setting the row weights
wn such that they are unity for targets in a small volume around
the expected target parameters, and zero elsewhere. This small
volume of targets is defined by using the K nearest neighbors

Fig. 2. ϵ and log νmax values for a selection of the K = 10 (green) and
K = 200 (orange) nearest neighbors, determined by the Euclidean dis-
tance relative to an example target with a notional νmax ≈ 830 µHz
(horizontal purple line), an effective temperature Teff ≈ 5640 K, and
GBP −GRP ≈ 0.86.

in terms of the Euclidean distance between the estimated tar-
get values of νmax, Teff , and GBP − GRP, and those of the prior
sample. Figure 2 illustrates the process of selecting subsamples
around a notional target with νmax ≈ 830 µHz, Teff ≈ 5640 K,
and GBP − GRP ≈ 0.86. In this case, the correlation is strongly
nonlinear on the ϵ and log νmax plane over large ranges of νmax,
but for decreasing K the correlation becomes predominantly lin-
ear.

We find that with the current sample of prior observations,
the method is insensitive to the exact choice of K, which can
be ∼ 10 − 1000. This selection scheme does require some prior
knowledge of νmax for the target. However, this can be estimated
to within a few percent by for example fitting simple models
to the PSD (e.g., Huber et al. 2011; Chontos et al. 2021), or
to within ∼ 10% by using the asteroseismic scaling relations
(Kjeldsen & Bedding 1995) along with an approximate stellar
radius from parallax and broad-band photometry (see, e.g., Cam-
pante et al. 2019; Hatt et al. 2023).

3.2. Sampling the latent parameter space

The principal components are found by identifying the eigenvec-
tors, Q, by factoring C as

C = QΛQ−1, (8)

where the columns of Q are the eigenvectors (principal compo-
nents), and the diagonal matrix Λ consists of their eigenvalues.
We used the Numpy library (Harris et al. 2020) to perform the
eigendecomposition.

The set of eigenvectors, Q, forms a new basis for the sample,
where each axis corresponds to a latent variable. Any given set
of observations θ′i can subsequently be projected onto the new
basis by

θ̂i = QT θ′Ti . (9)

Conversely, a sample drawn from the eigenvector space can be
projected back to the model parameter space by

θ′Ti = θ̂i QT . (10)
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Fig. 3. Corner plots of a sample of 400 targets around νmax = 100 µHz drawn from the prior distribution. Left: Projection of the sample into the
latent parameter space (in black) and a corresponding sample (in blue) drawn from the one-dimensional KDE approximations of the marginalized
distributions (diagonal frames). Right: Original 400 prior sample draws (in black) with the sample drawn from the latent space, projected into
the model parameter space (in blue). For clarity we only show a subset of the model parameters, where all parameters except ε are in base-10
logarithmic units.

Using Eq. 9, we can transform draws from the prior sample
in the model parameter space, into the latent parameter space
to show their distribution on the new basis. Figure 3 shows 400
draws from around νmax = 100 µHz projected onto a subset of
the new basis. We can use the distribution of these samples to
approximate what the prior density looks like in the latent space,
and subsequently start drawing new samples from this latent
prior density.

For simplicity, we only considered the marginalized distri-
butions of the projected prior, where we used a one-dimensional
KDE to approximate the distribution of each latent parameter.
As seen by the marginal distribution of θ2, for example, this ap-
proach can lead to a small loss of accuracy in representing de-
tails such as multi-modality, which is caused by selecting a large
KDE bandwidth. However, as shown in the right set of frames
in Fig. 3 the original prior sample is still well represented by
this sample when projected into the model parameter space us-
ing Eq. 10. Sharp features such as discontinuities in the model
parameter prior are however not well captured by this method,
as indicated by the marginal distributions of νmax. This loss of
fidelity around sharp features in the prior samples simply trans-
lates into a reduction in efficiency of the sampling, since more
samples will be drawn from areas of parameter space that the
prior sample suggests should be improbable.

The eigenvalues determine the amount of the total variance
in the sample that is explained by each corresponding eigenvec-
tor. The eigenvectors that explain the majority of the correlation
can therefore be chosen by selecting the d vectors with the high-
est eigenvalues, where the variance along the remaining eigen-

vectors is assumed to be due to noise. Figure 4 shows an ex-
ample of the eigenvalues of C ordered according to value. In this
case the majority of the variance is explained by the eigenvectors
associated with the first few eigenvalues, while including addi-
tional eigenvectors accounts for comparatively less variance.

Picking a number, d, of eigenvectors where d < D, necessar-
ily means discarding information from the sample corresponding
to the missing variance along the remaining D − d vectors. The
amount of variance retained by a choice of d is shown by the
cumulative explained variance shown in Fig. 5, where the varia-
tion in νmax is due to the local density and covariance of the prior
sample targets.

3.3. Picking the number of latent parameters

From a data-driven perspective, it is possible to estimate the ap-
proximate value of d with several different methods (see, e.g.,
Cangelosi & Goriely 2007, for a comparison of several meth-
ods). Here we show the use of two such methods: Jolliffe’s
modification to the Kaiser-Guttman (KG; Guttman 1954; Kaiser
1960; Jolliffe 1972) criterion and the effective matrix rank esti-
mation.

The KG criterion suggests using eigenvectors of the correla-
tion matrix 1 with eigenvalues greater than 1, since these explain
variance in the model space corresponding to more than one pa-

1 In our case, when each model parameter is normalized to unit vari-
ance, and with weights wn = 1, the covariance and correlation matrices
are identical.
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Fig. 4. Eigenvalues of a covariance matrix computed from 400 samples
of θ around and input νmax = 100 µHz, where θ consists of 16 parame-
ters. The eigenvalues are ordered by descending value, and the first few
corresponding eigenvectors explain the majority of the sample variance.

Fig. 5. Cumulative explained variance of 400 samples of θ for different
combinations of input νmax and selected eigenvectors. The dashed line
indicates the delineation between stars observed in Kepler long cadence
(low frequency) and short cadence (high frequency). The effective co-
variance matrix rank is indicated in red, and the number of latent param-
eters suggested by Jolliffe’s modified KG criterion is shown in purple.

rameter. Jolliffe (1972) later found that using eigenvalues greater
than 0.7 is more appropriate based on simulated data sets, since
this retains a greater fraction of the total variance and so poten-
tially discarding less information.

An alternative to the KG criterion is the effective covariance
matrix rank, E, which is related to the entropy of the eigenvalues
(Roy & Vetterli 2007) and is given by

E = exp

− D∑
d=1

λd ln λd

, (11)

where λd = Λd/
∑D

d=1 Λd, and the exponent is the Shannon en-
tropy (Shannon 1948) of the eigenvalues. The effective rank is

a non-integer value that approaches 1 when the entropy of the
eigenvalues is large, which corresponds to only a few eigenval-
ues explaining most of the variance. Conversely, the effective
rank approaches D when all the eigenvalues entropy is small,
meaning they are all equally important.

In Fig. 5 we compare the number of eigenvectors suggested
by both methods with the cumulative explained variance. While
these two methods suggest different numbers for the eigenvec-
tors to retain, the typical value for our sample is between four
and eight, which corresponds to explaining 80–90% of the total
sample variance, with the effective matrix rank method suggest-
ing ten latent parameters is necessary between νmax ≈ 100, µHz
and 200 µHz.

However, neither the effective covariance matrix rank nor the
modified KG criterion use any physical information about the
model parameters involved. It is typically assumed, in the statis-
tical modeling of the structure and evolution of solar-like oscil-
lators, that the observed parameters generated by a star can be
described using only a handful of fundamental parameters. By
accepting a certain level of uncertainty, it is possible, for exam-
ple, to describe a star and thereby the predicted mode frequencies
using just its initial mass, initial metallicity, and current age. This
assumes a degree of simplification, for example a known helium
enrichment law, or other initial chemical relation in r-process el-
ements. If we were to relax these assumptions to achieve a higher
degree of accuracy, we then introduce additional parameters to
describe the observed properties of the star.

This process of relaxing assumptions and adding more pa-
rameters can in principle be continued to reach a greater degree
of detail, at the cost of making the stellar model more complex.
However, an analogous study with numerical models of stellar
structure (which we describe in more detail in Appendix A) in-
dicates that perhaps five or so free parameters are already more
than sufficient to describe the effects on the mode frequencies
of changing a larger number of parameters of these models, as-
sociated with quite different physical processes and properties.
While the stellar model parameters are not the same as the latent
parameters identified by the PCA method, the precision achieved
by stellar modeling with just five parameters suggests that the
number of sufficient latent parameters is substantially smaller
than the 16 model parameters, and possibly very similar.

4. Performance of the PCA method

Our physical motivation suggests that the number of latent pa-
rameters should be small compared to the number of model pa-
rameters. However, any number of latent parameters less than the
full rank of the covariance matrix potentially reduces the preci-
sion of the mode identification. In the following we investigate
how the choice of the number of latent parameters influences
the performance of the mode identification and estimation of the
global parameters.

Figure 6 shows an example of models generated from the
posterior distribution of Θ for a typical red giant (KIC6863017)
from our sample. Despite only using two latent parameters,
along with the third Harvey profile and white noise components,
the PCA method is able to generate models that are broadly
comparable to the observed spectrum, both in terms of the back-
ground noise and the p-mode envelope. We find that, in general,
using only two latent parameters is sufficient to identify the bulk
features in the spectrum, such as the first and second background
terms, and the shape and location of the p-mode envelope. These
features are strong functions of the surface gravity and effective
temperature of the star, which in turn depend predominantly on
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Fig. 6. Examples of the smoothed spectrum of KIC6863017 (gray) compared to models that use parameters drawn from the posterior distribution
with different numbers of latent parameters. Left column: Wide view of the spectrum, showing the background terms, which have the same color-
coding as in Fig. 1, with the combined model samples in red. Right column: Zoomed-in view of the p-mode envelope, showing the individual
Lorentzian profiles for the modes.
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Fig. 7. Mode identification precision for a sample of 50 stars using dif-
ferent numbers of latent parameters. The differences between the radial
mode frequencies of the PCA method and PBjam are shown in rela-
tion to that of δν02 from PBjam. The shaded regions indicate the 68%
interval of the observed frequency differences for different numbers of
latent parameters used in the model, and the solid colored lines show
the median values in each frequency bin. For reference, the dashed line
denotes complete agreement between the sets of mode frequencies.

the mass and evolutionary stage. Two latent parameters are, how-
ever, insufficient to accurately capture the covariance of param-
eters that govern the detailed frequency locations, such as δν02
and ε. This is only achievable using d > 2 latent parameters.

Figure 7 shows a comparison of the radial mode frequencies
measured using the PCA method and those from PBjam for a
sample of 50 stars linearly spaced in log νmax. The PBjam solu-
tions for these targets were manually vetted to ensure they agree
well with the observed spectrum. The range of frequency differ-
ences are shown in relation to δν02 from PBjam to indicate the
quality of the PCA mode identification. Radial modes that dif-
fer from the PBjam solution by a large fraction of δν02 are more
likely to be incorrect identifications. We used seven radial orders
to compute the frequency differences. In some cases, the combi-
nation of νmax, ∆ν, and ε leads to estimates of the radial orders
n that differ by ±1 compared to PBjam. To account for this we
computed the PBjam solutions for nine radial orders and find the
set of modes that best match the seven computed by the PCA
method.

Using two latent parameters the PCA method tends to over-
estimate the radial mode frequencies by a large fraction of δν02
for evolved red-giant stars with νmax ≈ 20 µHz. However, above
∼ 100 µHz the frequency differences are ≈ 10% of δν02 regard-
less of the number of latent parameters used. We find that the
discrepancy is decreased to ≈ 5% of δν02 when only the cen-
tral five modes pairs are considered, and ≈ 3% of δν02 when the
central three modes pairs are considered.

Figure 8 shows a comparison between the measured asymp-
totic relation parameters from the PCA method and the PBjam
values for the same 50 targets shown in Fig. 7. Generally, with
more than two latent parameters there is little difference between
the observed distributions. The observed parameters show a bias
of ≈ 1.5% in νmax and ≈ 3% in δν02 for more than two latent pa-
rameters. While this bias is absent when using only one or two
latent parameters the scatter is typically larger, where the most
extreme outlier is in ∆ν. For two latent parameters the median
difference in the observed ∆ν is ≈ 0.07%. The large differences

Fig. 8. Relative differences of the asymptotic relation parameters deter-
mined by PBjam and the PCA method using different numbers of latent
parameters. The dashed black lines denote agreement between the two
methods. The error bars denote the spread in values for the same sample
of 50 stars used in Fig. 7.

in the observed values of α are consistent with the modes fur-
thest from νmax showing the largest differences compared to the
PBjam reference frequencies. However, we do not expect an ex-
act match between the method presented here and PBjam since
the two methods differ in the way they encode the prior informa-
tion and subsequently perform the sampling.

Finally, we include a brief note on the run time of the sam-
pler using different numbers of latent parameters. The nested
sampling package Dynesty computes the model log-evidence,
log Z, during the sampling process, which decreases when sam-
pling near the global likelihood maximum. As a stopping crite-
rion we used the default value of ∆ log Z ≤ 0.3 for the change
in the evidence over time, using the static sampler with a fixed
value of 300 live points. This allows us to estimate the change
in the run time for different numbers of included latent param-
eters. The time to reach the stopping criterion is the product of
the number of times the likelihood function is evaluated and the
time required to evaluate it. The latter depends on the computa-
tional resources available, but also the length and cadence of the
available flux time series. To evaluate the expected change in run
time from changing the number of latent parameters, we there-
fore only considered the total number of likelihood evaluations
needed to reach the stopping criterion, which is shown in Fig. 9.
While the absolute number of likelihood evaluations will change
under different sampling schemes, the change in performance
is likely conserved. From this comparison we find that time re-
quired to adequately sample the posterior distribution will likely
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Fig. 9. Number of likelihood evaluations needed to reach the nested
sampling convergence criteria of ∆ log Z ≤ 0.3, for an increasing num-
ber of included latent parameters. The error bars indicate the median
and 68% percent interval of the distributions for a sample of 50 targets.

improve by a factor of two to three, by a similar reduction in the
number of latent variables used.

5. Discussion and conclusions

We have presented a method for reducing the complexity of sam-
pling the model parameter space for the asteroseismic analysis
of solar-like oscillators. The method uses PCA to define a prior
volume in a latent parameter space, which can be more easily
sampled than the larger model parameter space.

We tested the PCA method using a spectrum model consist-
ing of three Harvey-like background noise terms, a white noise
term, and a series of Lorentzian peaks determined by the asymp-
totic relation for p modes. This model consists of 16 parame-
ters that are closely related to the physical properties of the star
and four parameters that are likely instrument dependent and we
therefore left as free variables.

Identifying a single value of the number of latent parame-
ters is likely not possible since our prior sample contains nonlin-
ear correlations over wide ranges of νmax. Furthermore, the den-
sity of samples also changes dramatically at ν ≈ 244 µHz since
the sample contains observations from both the long- and short-
cadence modes of the Kepler mission as well as observations
from the TESS mission. We therefore used the effective rank of
the covariance matrix and the modified KG criterion to provide
an indicator for the choice of the number of latent parameters.
Based on these estimates, and the fact that stellar structure and
oscillation codes suggest only approximately five dominant fun-
damental stellar parameters, our expectation is that the number
of necessary latent parameters is likely between four and eight
for the majority of this particular sample.

From a comparison with reference frequencies and model
parameters from PBjam, we find that two latent parameters are,
in general, sufficient to produce models that explain the bulk
background features of the PSD. This reflects the simple scal-
ing relations for the background model parameters (see, e.g.,
Kallinger et al. 2014). Using more latent parameters, however,
allows the model to more precisely explain the detailed features
of the spectrum, such as the mode frequencies. We find that, us-
ing more than four latent parameters, the PCA mode frequencies

fall within 10% of δν02 of the reference frequencies. Similarly,
the majority of the asymptotic model parameters can be recov-
ered to within a few percent by using more than two latent pa-
rameters.

This suggests that, for the set of parameters in our prior sam-
ple, we are able to reduce the dimensionality of the parameter
space by a factor of two to three, and thereby achieve a similar
improvement in the time required to sample the posterior distri-
bution. Going forward, this method can be used to add additional
terms to the spectrum model, without necessarily increasing the
computational complexity. For example, for main-sequence stars
the l = 1 and l = 3 modes can likely be added without the
need for additional latent parameters since their model param-
eters are highly correlated with those of the l = 0 and l = 2
modes. For stars evolving off the main sequence, this correla-
tion becomes more complicated due to coupling with buoyancy-
dominated modes in the stellar core. Additional latent parame-
ters may therefore be necessary, but the total dimensionality of
the sampling will likely still be less than the full model parame-
ter space. This opens the potential for more complicated models
to be more rapidly evaluated in a pipeline format, where stellar
power density spectra can be analyzed on an ensemble scale.
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Appendix A: A numerical experiment with stellar
models

Here we consider a differential manifold M, admitting an em-
bedding φ : M → RN . By the Whitney embedding theorem,
such an embedding is guaranteed to exist where N is at least
twice the intrinsic dimensionality ofM. In the neighborhood of
a point p ∈ M described by coordinates {θi : M → R} so that
φ(p) = {x j}, the push forward of the tangent vectors to M of
these coordinates,

{
∂θi
}
, have vector components in RN that are

simply the elements of the Jacobian matrix: φ∗∂θ j =
∂xi
∂θ j

ei.
In reducing the dimensionality of the mode frequencies,

we are implicitly supposing that the set of physically reason-
able mode frequencies lie on just such a low-dimensional sub-
manifold of what ought to otherwise be nominally a very high-
dimensional space, in which any arbitrary set of mode frequen-
cies represents a single point. From the above discussion, to
explore the dimensionality of this physically reasonable sub-
manifold, we may consider the Jacobian of the mode frequen-
cies (which should collectively be the span of the coordinate ba-
sis vectors of the tangent space to this sub-manifold), with re-
spect to a handful of parameters that a priori describe physical
changes to the stellar structure (our physically motivated candi-
date latent variables). These parameters mathematically consti-
tute candidate coordinates on this lower-dimensional manifold.

We computed these Jacobian matrix elements with respect to
numerical models of stellar structure constructed using Modules
for Experiments in Stellar Astrophysics (MESA; Paxton et al.
2011, 2013, 2015, 2018, 2019) r22.05.1, computing mode fre-
quencies using GYRE (Townsend & Teitler 2013). We consid-
ered the following candidate latent variables: (i) R, the stellar
radius, (ii) M, the stellar mass, (iii) Yi, the initial helium abun-
dance, (iv) Zi, the initial metal fraction, (v) αMLT, the mixing-
length efficiency parameter, and (vi) fov, which describes the
scale length of MESA’s implementation of exponential over-
mixing.

In addition to these continuous variables, we also consider
the following categorical variables: (i) whether or not diffusion
and settling of helium and heavy elements was simulated in
constructing the stellar models, (ii) which atmospheric bound-
ary condition was applied (Eddington vs. Krishna-Swamy T -τ
relations), and (iii) which metal mixture was used (GS98 vs.
AGS09).

We first performed this experiment for a solar-calibrated stel-
lar model produced with MESA’s simplex optimization tool,
made with element diffusion, a small amount ( fov = 0.01) of
overshoot, the Eddington T − τ relation, and the GS98 metal
mixture. We computed N mode frequencies at l = 0, 1, 2 within
±5∆ν of νmax. In the neighborhood of this reference model, we
produce a set of perturbed models, where we perturb each of
the continuous variables by 1% relative to their nominal solar-
calibrated values. From this perturbation, we are able to evaluate
finite-difference derivatives of the mode frequencies with respect
to each of these variables. For the categorical variables we only
compute simple pairwise differences between identical modes.

We know a priori that the combination M/R3 sets the funda-
mental frequency of p modes (via∆ν), so rather than compute the
Jacobian with respect to the dimensionful frequencies, we have
used instead the Jacobian with respect to ϵ = ν/∆ν − np − l/2.
For each variable i that we perturb, the dimensionless differences
δϵi,np,l form a row of the Jacobian matrix, of shape 9×N. We then
scale each row by its RMS value so that it yields a unit vector in
a N-dimensional space: that is to say, we considered only the

directions, and not the magnitudes, of the embedded candidate
coordinate basis vectors.

Having performed such rescaling, we then used PCA in
much the same fashion as we have the observational data. In
particular, we considered the eigenvalues from singular value de-
composition of the rescaled Jacobian matrix. Since the rescaled
Jacobian matrix contains nine unit vectors, its squared eigenval-
ues should sum to 9. Accordingly, the fractional cumulative sum
of squared eigenvalues (ordering the principal components in de-
creasing rank order) gives us the cumulative explained variance
ratio in the mode frequencies induced by changes to this set of
latent variables, just as in the case of the scree plot shown in
Figure 4 for PCA on observational data.
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Fig. A.1. Cumulative explained variance ratios computed from the sin-
gular value decomposition of the Jacobian matrices for dimensionless
l = 0, 1, 2 mode frequencies with respect to the nine candidate latent
variables described in the main text. Different colors indicate values
computed with respect to stellar models at fiducial radii of 1, 2, 3.5, and
6 R⊙. In all other respects, these models are solar-calibrated. Since di-
mensionless frequencies are used in this calculation, and a combination
of M and R sets the fundamental frequency for these normal modes via
∆ν ∼

√
M/R3, one more degree of freedom must be considered than

shown here for any given desired amount of variance to be explained.

We show this cumulative explained variance ratio for our
solar-calibrated model with the blue points in Figure A.1, with
N = 30. If the unit vectors that are its rows were all orthogonal,
then all of these eigenvalues should be equal to 1, and so this
ratio should increase linearly with the number of principal com-
ponents used. However, we see instead that almost all of the vari-
ance can be explained with only two to three of these principal
components (i.e., a total of three to four latent variables, once we
also account for ∆ν). We repeat this procedure using as fiducial
models a few later checkpoints along the solar-calibrated track,
at radii of 2, 3.5, and 6 R⊙. For these evolved stellar models, we
restrict our attention to l = 0, 2 pure p-mode frequencies (and so
have N = 20 in each case), evaluated by the π-mode prescrip-
tion of Ong & Basu (2020) as implemented in GYRE. These are
also shown in Figure A.1 using points and lines of different col-
ors, and behave qualitatively very similarly to the main-sequence
case. Thus, at least for pure p modes, only a handful of latent
variables is required to describe the collective behavior of a very
large number of mode frequencies, even at different stages of
stellar evolution.
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