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Man vs. machine – detecting deception in online reviews 

 

ABSTRACT 

 

This study focused on three main research objectives: analyzing the methods used to 

identify deceptive online consumer reviews, evaluating insights provided by multi-method 

automated approaches based on individual and aggregated review data, and formulating a review 

interpretation framework for identifying deception. The theoretical framework is based on two 

critical deception-related models, information manipulation theory and self-presentation theory. 

The findings confirm the interchangeable characteristics of the various automated text analysis 

methods in drawing insights about review characteristics and underline their significant 

complementary aspects. An integrative multi-method model that approaches the data at the 

individual and aggregate level provides more complex insights regarding the quantity and quality 

of review information, sentiment, cues about its relevance and contextual information, perceptual 

aspects, and cognitive material.  
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Man vs. machine – detecting deception in online reviews 

 

1. Introduction 

 

Online reviews are essential in consumer evaluations of products and their purchase 

decisions and are one of the primary sources of consumption information for modern society 

(Chakraborty & Bhat, 2018; De Langhe et al., 2016; Gössling, Hall & Andersson, 2018). 

Consumer comments regarding their purchases and service experiences can affect product sales 

and stock value as long as there is an equilibrium regarding the level of expected and perceived 

review credibility and consumer suspicion of deception (Moon, Kim, & Iacobucci, 2021; 

Riquelme, Román, & Iacobucci, 2016; Zhuang, Cui, & Peng, 2018). 

Researchers have noted that online reviews influence 93% of individuals in their market 

decisions and emphasize the importance of peer-generated digital content in consumer decisions 

(Gentina, Chen, & Yang, 2021; Lee, Qiu, & Whinston, 2018; Schoenmueller, Netzer, & Stahl, 

2020). Considering the widespread use of online reviews and their impact on consumer behavior, 

the level of deception and manipulation techniques have also increased (Cardoso, Silva, & 

Almeida, 2018; Hajek & Sahut, 2022; Malbon, 2013; Steward et al., 2020). Many marketers find 

themselves in a prisoner’s dilemma, in which engaging in manipulation is the most rational 

choice in different competitive situations (Gössling, Hall & Andersson, 2018; Hajek & Sahut, 

2022; Hu et al., 2012).  

There are numerous instances in which we encounter deception in consumer reviews, 

including businesses incentivizing consumers to write about their brand and competing brands, 

as well as using modern digital entrepreneurs and online reputation management companies to 

manage this process (Choi et al., 2017; Ivanova & Scholz, 2017; Luca & Zervas, 2016; Petrescu 
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et al., 2022; Sahut, Iandoli, & Teulon, 2021). Deceptive communication takes different forms, 

including automatically filtering out negative reviews, misleading aggregation algorithms, 

artificially written fake reviews, and incentivized consumer comments, which makes it difficult 

for consumers to evaluate this type of information (Dellarocas, 2006; Hu et al., 2011, 2012; 

Moon, Kim, & Iacobucci, 2021; Munzel, 2016; Plotkina, Munzel, & Pallud, 2020).  

However, despite a significant number of research studies in business and data science on 

fake review detection, there is still no consensus on the efficacy of automated text classification 

methods and the best approaches to be employed by marketers and consumers, especially 

regarding the use of real-life vs. artificial reviews, valence, and procedure of analysis (Cardoso, 

Silva, & Almeida, 2018; Hajek & Sahut, 2022). Researchers note that semantic meaning, context 

and sentiment information are essential in evaluating deceptive reviews and review and reviewer 

characteristics (Hajek & Sahut, 2022; Heydari et al., 2015). Nevertheless, there is also a need for 

comprehensive theoretical models that focus on textual characteristics as indicators of review 

authenticity vs. deception (Banerjee & Chua, 2017; Petrescu et al., 2022). This is especially 

important considering that humans have a much lower accuracy of deception detection in online 

reviews than automated tools, even when primed with information on cues of fake online 

reviews (Plotkina, Munzel, & Pallud, 2020).  

This study focuses on critical aspects related to deception identification in online reviews 

with three objectives: to analyze the current state of algorithms and tools used in the 

identification of fake consumer reviews, to evaluate a combination of insights provided by a 

multi-method automated approach based on individual and aggregated data, and to formulate a 

theoretical consumer review interpretation framework for identifying deception by stakeholders 
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with the use of automated software analysis, based on our multi-method analysis and previous 

multidisciplinary theories.  

The paper starts with analyzing the current research and practices on detecting fake 

reviews, considering consumers’ options for manual detection and automated software analysis. 

Following this analysis and considering a theoretical framework based on self-presentation 

theory - SPT (Banerjee & Chua, 2017; DePaulo et al., 2003) and information manipulation 

theory – IMT (McCornack, 1992; McCornack et al., 2014), we perform a multi-method analysis 

of computational linguistics that draws insights about consumer review credibility and tests the 

application of an updated theoretical framework on online deceptive consumer messages. 

Finally, we formulate an integrative review interpretation framework for detecting fake reviews 

in online digital communication that considers all stakeholders of the communication ecosystem 

and can represent a theoretical and practical base for consumers, marketers, and researchers and 

further algorithm development.  

The paper extends existing knowledge on deception use and identification in online 

consumer reviews and develops a theoretical framework on online deception, based on a 

multidisciplinary approach (De Bakker et al., 2019; Whetten, Felin, & King, 2009) involving 

marketing, communication, sociology, and the management of information systems theoretical 

elements. As recommended by research, its contributions represent an improved understanding 

of the online review phenomenon not only for theory, but also a relevant topic for business 

practitioners (Corley & Gioia, 2011). The mixed-methods approach, including both qualitative 

and quantitative methods analyzing digital data, allows us to better explain this phenomenon, as 

well as better answer questions related to “what, “how” and “why” (Crane, Henriques, & Husted, 

2018; Gehman et al., 2018; Gioia, Corley, & Hamilton, 2012; Whetten, 1989).  
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2. Study 1: The state of deception in online consumer reviews 

Marketing researchers and practitioners have tried to identify and quantify deception in 

online consumer reviews through various computer-assisted methods, considering consumer 

difficulties in detecting the various cues in the emotional and cognitive states that accompany it 

(DePaulo et al., 2003; Hartwig and Bond, 2011; Hu et al., 2011, 2012; Peng et al., 2016; Toma 

and Hancock, 2012). Specialists are also working on theoretical approaches, algorithms, and 

models to assess the degree of deception based on lexical and semantic characteristics, including 

review length, complexity, readability, subjectivity, valence, and sentiment (Banerjee & Chua, 

2017; Mukherjee et al., 2012; Ott et al., 2012).  

To provide an integrative review of the current state of deception detection studies and 

formulate a comprehensive theoretical framework, we first start with a bibliometric analysis of 

top business studies focused on analyzing deceptive consumer reviews. The preliminary analysis 

included 120 articles from Web of Science that focus on deception detection in online reviews, 

published in ranked marketing, communications, and the management of information systems 

journals, as included in Appendix 1. A bibliometric analysis helps identify key topics emerging 

in a field of research (Ferreira, 2018; Ferreira et al., 2016; Kapoor, Dwivedi, & Williams, 2014). 

We performed network analysis and created a bibliometric of keyword co-occurrences 

focused on methods used to detect deception using VOSviewer. The network visualization of 

keyword co-occurrence is presented in Figure 1 and Table 1. The links and their strength 

attributes indicate the number of links of an item with other items and the total strength of an 

item’s links (Waltman, Van Eck, & Noyons, 2010; Van Eck & Waltman, 2010). 

(Insert Figure 1 here) 
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The results of the bibliometric analysis emphasize different approaches to deception 

detection discussed by researchers in the context of online reviews, as shown in Figure 1 and the 

quantitative details in Table 1. The results focus on AI-based deception detection tools, including 

machine learning, deep learning algorithms, and neural network analysis. We see different text 

analysis and classification methods and mention of cues, credibility, outlier detection, and 

feature extraction.  

(Insert Table 1 here)  

The bibliometric analysis results exhibit various technology-assisted deception detection 

tools based on distinct methods and different theoretical philosophies stemming from source-

based identification, linguistic analysis, semantic anomaly identification, and opinion spam 

detection. The diversity of methods employed in these analyses creates an opportunity for this 

study to theoretically integrate the bases of deception detection in online reviews based on self-

presentation theory (Banerjee & Chua, 2017; DePaulo et al., 2003) and information manipulation 

theory (McCornack, 1992; McCornack et al., 2014). In the following sections, we continue 

evaluating the critical methods of deception analysis based on a multi-method computational 

linguistic and semantic analysis. Our purpose is to formulate a comprehensive review 

interpretation framework that incorporates multiple methods, elements, and levels of analysis 

that both consumers and computerized algorithms can use as a base to identify fake reviews.  

 

3. Unstructured review analysis 

As reflected in the clusters identified in Study 1 (Table 1), there are numerous automated 

text analysis and sentiment mining methods and techniques at the disposal of marketers and 

consumers, including lexicon and statistical learning-based (Chatterjee et al., 2021). Previous 
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studies have classified automated deception detection methods in online reviews in a few major 

categories, reflected in Table 1 too: machine learning, neural network-based, and pattern-mining 

approaches (Hajek & Sahut, 2022; Plotkina, Munzel, & Pallud, 2020). Opinion mining and 

sentiment analysis are some of the fundamental analyses performed in this context.  

Different supervised machine learning techniques used in marketing can include logistic 

regression, naive Bayes analysis, and k-nearest neighbor. In contrast, unsupervised machine 

learning techniques can include the unsupervised topic-sentiment joint probabilistic model, 

statistics-based unsupervised clustering algorithm, and lexicon-based unsupervised model (Wu et 

al., 2020). These methods are subject to discussions related to their usefulness and role in 

deception detection in online reviews. Moreover, in this context, another debated topic is related 

to the use of real-life vs. artificial reviews in the assessment of deception and evaluation of 

methodological approaches, especially in the data training process for machine learning-based 

approaches (Cardoso, Silva, & Almeida, 2018; Hajek & Sahut, 2022; Wu et al., 2020). 

Finally, the findings in the bibliometric analysis reflect the diversity of AI-based 

technologies involved in business in general and in review analysis, from broad discussions on 

AI to narrower uses of deep learning. Figure 2 integrates the differences and relationships among 

the most used terms of AI-related technology in the studies analyzed. As the broadest term 

discussed, artificial intelligence incorporates technologies that mimic human intelligence and 

helps predict and optimize tasks such as speech and image recognition and decision-making 

(Kavlakoglu, 2020). Machine learning (ML) is a part of AI that incorporates the classical ML 

component, requiring human experts for feature extraction and algorithm formulation, and the 

deep learning component, automating feature extraction and able to use unstructured data too. In 

this structure, a neural network represents a complex deep learning procedure that mimics the 
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human brain, with more than three node “hidden” layers or depths incorporated in its algorithm 

(Kavlakoglu, 2020).  

(Insert Figure 2 here) 

Nevertheless, while in the case of classical, non-deep machine learning we are able to 

account for human intervention and determine the key algorithms employed, for deep learning 

and neural networks we do not necessarily require a labeled dataset and algorithm input, making 

their “black box” much more complex and difficult to analyze (Kavlakoglu, 2020). Considering 

the theoretical framework of this paper and the findings in the bibliometric analysis, our key 

research questions focus on drawing a combination of insights using standard, classical machine 

learning-based, widely available automated methods of text analysis that allow the identification 

of algorithms and determination of hierarchy of features. This can represent a step forward in 

transferring the problem of consumer review deception identification to more complex neural 

network models.  

RQ1: Is there a significant difference between the performance of standard automated 

text analysis methods? 

RQ2: Is there a potential for complementarity between standard automated text analysis 

methods? 

RQ3: How can multiple analysis methods be combined to formulate a review 

interpretation framework? 

 

4. Theoretical framework 
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Deception is a deliberate act performed by manipulating information to create or maintain 

a belief that the communicator knows to be false (DePaulo et al., 2003; Munzel, 2015; Peng et 

al., 2016; Xiao & Benbasat, 2011). In marketing communications, consumers have specific 

expectations regarding the characteristics and quality of the message and its credibility, which 

can be exploited through deceptive content (McCornack, 1992; McCornack et al., 1996, 2014).  

When it comes to factors that can help identify deceptive reviews, previous studies have 

mentioned a lack of details, emotional exaggeration, and variability in valence, as well as review 

length (Luca & Zervas, 2016; Moon, Kim, & Iacobucci, 2021; Ott et al., 2013). Reviews can be 

differentiated based on numerous factors, such as comprehensibility, specificity, exaggeration, 

and negligence, as well as on syntactic elements like structure and format, writing style, and 

readability (Wu et al., 2020). Information Manipulation Theory (McCornack, 1992; McCornack 

et al., 1992, 2014) and Self-Presentation Theory (Banerjee & Chua, 2017; DePaulo et al., 2003) 

provide the most comprehensive and integrative models of deception identification in 

consumption communication used in both manual and automated consumer review analysis and 

are used as the bases for the theoretical framework explored and tested in our analysis.  

4.1.Information Manipulation Theory 

Information Manipulation Theory (IMT) states that consumers manipulate information 

simultaneously along different dimensions, which can be identified based on quantity (amount of 

information), quality (details), relation (relevance), and communication (style) manner 

(McCornack, 1992; McCornack & Levine, 1990; McCornack et al., 1996). This theory 

emphasizes that most of the everyday deceptive discourse includes numerous deceptive 

elements, including adjusting the amount of relevant information shared, incorporating false 
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information, using irrelevant information, and employing a vague manner of communication 

(McCornack, 1992; McCornack & Levine, 1990). 

Authors found that alterations of amount, veracity, relevance, and the clarity of 

information impact perceived message deceptiveness (McCornack, 1992; McCornack & Levine, 

1990). In this context, studies also found that consumers have a minimal capacity for detecting 

deception because of a significant truth bias (Levine, Park, & McCornack, 1999; Plotkina, 

Munzel, & Pallud, 2020). 

An updated version of IMT (McCornack et al., 2014) presents a propositional, testable 

theory of deceptive discourse production, enriches this theoretical framework and brings it up for 

modern digital communication by integrating elements of linguistics, cognitive neuroscience, 

speech production, and artificial intelligence. This new version focuses on individual intentional 

states, cognitive load, and information manipulation, including the intentional nature of 

deception, which is additionally completed by self-presentation theory. 

4.2.Self-Presentation Theory 

Self-presentation focuses on how individuals control the way they present themselves and 

try shaping others’ opinions, based on controlled information about themselves, other 

individuals, and events. In the self-presentation perspective, the authors focus on the assumption 

that cues to deception are generally weak and authentic messages differ from deceptive ones as a 

function of perceptual aspects, such as sensory information, contextual details, such as 

information related to location and time, as well as cognitive information (Banerjee & Chua, 

2017; DePaulo et al., 2003).  

According to this theoretical framework, deceptive communicators are less forthcoming 

and provide fewer details and information. Moreover, consumers may also be likely to build an 
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appearance of naturalness to signal low effort to their audience in a strategic manner in their 

interpersonal communication and self-presentation (Leary, 1995; Smith et al., 2022). Consumers 

often engage in self-presentational tactics with the purpose of manipulating and misrepresenting 

themselves to achieve positive outcomes (DeAndrea et al., 2012; Smith et al., 2022; Toma, 

Hancock, & Ellison, 2008). 

Nevertheless, deception cues are not always identifiable and are more visible when 

consumers are motivated to succeed (Kashy & DePaulo, 1996; DePaulo et al., 2003). In the 

context of consumer reviews, it is crucial to consider that individuals are more inclined to be 

deceptive when they have a goal of appearing likable or competent, in which case the content of 

the deceptive message fluctuates as a function of the self-presentation goal (Feldman, Forrest, & 

Happ, 2002). Digital self-presentation can include negative, oppositional relationships relevant to 

consumers and the potential for individuals to place themselves concerning products and services 

(Schau & Gilly, 2003).  

 

5. Study 2: Methodological comparison and integration 

 

In the second study of this paper, we focus on comparing multiple methods of automated 

deception detection commonly used in marketing research and practice. Unlike previous studies, 

we are not making assumptions about the level of deceptions in the reviews we are using, but the 

purpose of the analysis is to decide which methods provide the most insights and how these 

approaches can be combined in an integrative model that can then be applied in manual and 

automated analysis. The analysis in this study is based on real-world reviews from Amazon for 

well-known brands, including various products in the industries of electronics and cosmetics, a 

type of modern digital data useful in qualitative and quantitative approaches and allowing for a 
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better understanding of complex business problems (Crane, Henriques, & Husted, 2018). In the 

overall analysis, we employed 18,113 consumer reviews from 2021-2022 of three types, verified 

purchases, unverified, and the newly created program Vine reviewers, where Amazon invites to 

post opinions about products received for free. The reviews were downloaded at the beginning of 

2022 and incorporated 20 different products with a number of reviews ranging from 26 to 5000, 

each product including the three types of reviews of interest, verified, unverified, and Vine 

incentivized.  

Based on the findings from the bibliometric analysis in Study 1 and considering our 

theoretical framework based on information manipulation theory and self-presentation theory, 

we selected for this multi-method analysis three widely used methods of analysis, as well as 

readily available software options that can provide insights regarding quantitative and qualitative 

characteristics of text content, as well as context-related insights (Hajek & Sahut, 2022; Moon, 

Kim, & Iacobucci, 2021; Plotkina, Munzel, & Pallud, 2020). The first method includes a 

computational linguistic analysis that provides quantitative and qualitative information and 

sentiment insights. The second method is focused on a semantic analysis that can reveal 

additional contextual information and content themes. Finally, we complement the insights with 

a simple quantitative readability analysis. This combination of methods contributes to more 

insightful findings regarding the problem studied and provides more qualitative rigor to the data 

analysis process (Crane, Henriques, & Husted, 2018; Gioia, Corley, & Hamilton, 2012; Gioia et 

al., 2022). 

5.1.Computational linguistic analysis  

In the first step, we perform a computational linguistic analysis for each consumer review 

downloaded from Amazon. Linguistic Inquiry and Word Count (LIWC2015) has been used often 
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in business and marketing research to evaluate the authenticity and emotionality/sentiment of 

text content in different circumstances, including social media and consumer reviews (Moon, 

Kim, & Iacobucci, 2021; Ott et al., 2011; Newman, Pennebaker, Berry, & Richards, 2003; 

Pennebaker, Boyd, Jordan, & Blackburn, 2015). This software is based on predefined 

dictionaries, established psychometrically tested scales, and algorithms from the Pennebaker Lab 

(Humphreys & Wang, 2018; Pennebaker et al., 2015). It includes over 90 indices and summary 

language variables such as authenticity, analytical thinking, clout, and emotional tone (Newman 

et al., 2003; Pennebaker et al., 2014). The LIWC2015 analytical thinking index analyzes formal 

communication in text based on function words and grammar words (Pennebaker et al., 2014; 

Plotkina et al., 2020). Clout is related to the social aspect of communication and externally 

focused messages, while tone reflects the overall positivity and the emotional style of the 

message (Pennebaker et al., 2014, 2001; Tausczik & Pennebaker, 2010). To measure the 

characteristics of our reviews, we employ previously used variables, including the four major 

indices provided by LIWC2015, authenticity index, analytics, clout, and tone, as well as 

consumer time orientation and focus on power in communication, found to be essential in 

deceptive reviews (Li et al., 2014; Moon, Kim, & Iacobucci, 2021; Ott et al., 2013; Petrescu et 

al., 2022; Plotkina, Munzel, & Pallud, 2020). 

To evaluate the potential for this method to provide insights into the content of reviews 

without making assumptions, we separated the reviews into the three main categories 

downloaded, verified (17270), unverified (460), and Vine incentivized (378), and performed a 

MANOVA analysis using SPSS to assess the differences between these three categories. The 

results of the multivariate analysis are significant, as presented in Table 2, except for variable 
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power. They show differences in review characteristics between the three types of reviews 

analyzed.  

  (Insert Table 2 here)  

The multiple comparison results of the analysis included in Table 3 emphasize significant 

differences between review categories, starting with word count, showing longer text for 

reviewers incentivized through the Vine program, a more positive tone, but lower analytical 

characteristics. It is also interesting to note that for some indices, such as authenticity and clout, 

the analysis does not find significant differences between the unverified and incentivized reviews 

through Vine. The analysis also finds differences in time-anchoring in consumer communication, 

confirming findings of previous studies (Moon, Kim, & Iacobucci, 2021; Plotkina, Munzel, & 

Pallud, 2020). 

(Insert Table 3 here) 

To explore our research questions, we continue our analysis of the downloaded reviews 

with further semantic and sentiment analyses. We are also performing an analysis based on an 

aggregated level of reviews to investigate the possibility of drawing additional insights from the 

text.  

5.2.Semantic analysis 

Leximancer 4.5 is a semantic analysis tool designed to further understand conceptual 

themes and concepts as a series of associations and links (Krishen, Berezan, & Raab, 2019; 

Petrescu & Kachen, 2019; Petrescu et al., 2018). This is an unsupervised method of analysis 

based on deep learning, extracting a transparent three-level network model of meaning from 

qualitative data (Smith & Humphreys, 2006). Key themes and concepts are reflected in the 
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conceptual map in Figure 3, based on a comparative semantic analysis of the three types of 

reviews. 

(Insert Figure 3 here) 

Also, the prominence scores for the key themes and concepts are included in Table 4. 

Prominence scores represent absolute measures of correlation between concept categories and 

attributes, with a value greater than 1 indicating a purposeful relationship (Smith, 2007; Smith & 

Humphreys, 2006). The themes of the three main types of comments and their relationships 

reflect a similar conclusion as the one in the LIWC analysis, showing the unverified and 

incentivized reviews clustering. The results in Table 4 emphasize the differences among the three 

categories of reviews analyze and underline the relationship between incentivization and positive 

content. The value highlighted in Table 4 show a high level of absolute correlation between 

positive, emotional content incorporating keywords such as easy, love and nice and the category 

of Vine incentivized reviews. These values show not only the much more positive content among 

these two types of reviews compared to the other two categories, but also the high level of the 

correlation effect among positive words and the incentivized category. While verified reviews 

are more informatively and negatively focused on the functionality of the product reviewed, tech 

support, time, problems, and money, the incentivized category presents significant relationships 

only for positive sentiment. The unverified reviews show a combination of significantly 

correlated variables in Table 4, including both positive sentiment and informative aspects.  

(Insert Table 4 here) 

Moreover, considering the essential themes that are common or distinct among these 

types of reviews, we can identify similar concepts evaluated in the computational linguistic 

analysis, such as time and emotional language, as well as informative or analytical clues related 
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to price and product functioning, much more specific for verified reviews. To complete the 

insights drawn from these qualitative and quantitative analyses, in the next step, we are focusing 

on the aggregate level of reviews and aspects previously evaluated by the literature, such as 

sentiment and readability (Moon, Kim, & Iacobucci, 2021; Petrescu et al., 2022; Plotkina, 

Munzel, & Pallud, 2020). 

 

5.3.Readability analysis 

One of the debates regarding the use of readily available deception detection tools on 

websites like Yelp and Amazon is represented by the fact that the effectiveness of their 

algorithms is unknown, as they are proprietary (Moon, Kim, & Iacobucci, 2021). On a similar 

note, the effective yet complex neural network analysis also presents the same issue of the black 

box behind the algorithm and the need for large datasets for calibration and training (Hajek & 

Sahut, 2022). In this last step, we are integrating an approach readily available for consumers and 

marketers that can be used at individual and aggregated levels to evaluate text readability and 

sentiment. Textalyzer is a simple tool that calculates keyword density and text readability 

measures (Textalyzer, 2022), as reflected in the first part of Table 5.  

(Insert Table 5 here) 

The indicators in the table include different readability metrics, including the Coleman–

Liau index, the Gunning fog index, the SMOG index, and the Automated Readability Index, 

which approximate the U.S. grade level thought necessary to comprehend the text. The second 

part of the table reflects the aggregated indicators from the LIWC analysis and the potential to 

integrate both linguistic and complementary readability measures as evaluators of review 

content.  
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6. Findings and discussion  

Our analyses in Studies 1 and 2 focused on evaluating the current state of methods and 

tools used to assess fake consumer reviews and identify potential combinations of insights that a 

multi-method automated approach based on individual and aggregated data can provide. The 

bibliometric analysis of the current research and practices on detecting fake reviews considered 

consumers’ options for manual detection and automated software analysis.  

The bibliometric analysis reflects numerous classical machine learning-based automated 

tools of text processing and deception detection, based on distinct analysis methods and 

theoretical paradigms, as the main clusters emphasized in Table 1 also show. Some critical 

analysis methods focus on linguistic patterns and sentiment information, content-related statistics 

and metrics, behavioral and context-related information and content themes in the text. The 

insights drawn from the numerous studies analyzed also confirm some of the problems 

emphasized by marketing research, including the lack of integration and aggregation in the level 

of insights drawn, little knowledge and transparency about algorithms, and difficulty in sourcing 

real-life and artificial calibrating and training datasets (Hajek & Sahut, 2022; Moon, Kim, & 

Iacobucci, 2021; Plotkina, Munzel, & Pallud, 2020).  

Following the bibliometric analysis, we formulated our three essential research questions 

based on self-presentation theory (Banerjee & Chua, 2017; DePaulo et al., 2003) and information 

manipulation theory (McCornack, 1992; McCornack et al., 2014) and performed a multi-method 

analysis to draws insights about consumer reviews in Study 2. Even though we made no 

assumptions regarding the characteristics of the three types of reviews analyzed and the purpose 

of our analysis is to evaluate the level of insights drawn, the findings of the computational 
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linguistic analysis in LIWC show significant statistical differences in the levels of authenticity, 

analytical style, sentiment, and social orientation among review categories, emphasizing the 

different position of unverified and incentivized reviews vs. verified ones. The findings in Table 

4 reflect a significant relationship between incentivized Amazon reviews through the Vine tool 

and the likelihood of consumer reviews including positive sentiment evaluations, including 

emotionally charged keywords such as easy, love, and nice.  

Considering our research objectives and calls from previous literature (Hajek & Sahut, 

2022; Moon, Kim, & Iacobucci, 2021; Plotkina, Munzel, & Pallud, 2020), we complemented this 

method with a semantic analysis in Leximancer. This provided an opportunity to explore RQ2 

and evaluate the potential for complementarity between automated review analysis methods. The 

semantic analysis provided a few key findings. First, some of the themes extracted reflect 

information about the context of the reviews, related to the type of product analyzed (electronic 

vs. cosmetics), and consumer preoccupations with their most relevant characteristics, which were 

not emphasized in the linguistic analysis. Second, the themes and keywords reflected in Figure 3 

corroborate some of the metrics provided by LIWC, such as an orientation toward time-related 

aspects, accentuating new concepts, including price and functionality-related topics. Finally, this 

analysis also provides visual confirmation of the differences and similarities between the three 

types of reviews analyzed and visualizes the relationships among them, confirming the findings 

of the linguistic analysis. As formulated in Figure 4, the semantic analysis comes not only as a 

confirmation but also complements the insights extracted with the previous method. It shows 

that, even though these methods are different, their results come to support one another and can 

be used in a complementary fashion, as we initially questioned in RQ1 and RQ2.  

(Insert Figure 4 here) 
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Our third analysis focused on readability insights and comparing quantitative findings 

with the indices obtained in the computational linguistic analysis. The different readability 

indices provide additional information about the relevance and style of reviews and complement 

the LIWC results. Moreover, the aggregated-level comparison among the three groups of the text 

supports the individual-level and the aggregated linguistic insights. 

Following our inquiries in RQ3, in Figure 4, we formulate an integrative review 

interpretation framework for evaluating reviews based on a multi-method approach, reflecting 

the critical theoretical elements of information manipulation theory and self-presentation theory. 

From a theoretical point of view, this framework integrates the quantity and quality of 

information, insights about its relevance and contextual information, and metrics about the 

clarity of the content (McCornack, 1992; McCornack et al., 1996, 2014). Moreover, this 

integrative model provides insights into perceptual aspects, contextual details, and cognitive 

material (Banerjee & Chua, 2017; DePaulo et al., 2003). The integrative framework in Figure 4 

can represent a theoretical and practical model for consumers, marketers, researchers, and other 

stakeholders and is discussed further in the conclusions section.  

 

7. Conclusions and future research 

 

Previous literature and the bibliometric study showed many studies on deception 

detection and online review analysis but difficulty in managing the diversity of automated text 

classification methods and selecting the best approaches (Cardoso, Silva, & Almeida, 2018; 

Hajek & Sahut, 2022). Theory and practice have shown that all methods are useful and 

insightful, providing linguistic, semantic, and statistical information in evaluating deceptive 

reviews (Hajek & Sahut, 2022; Heydari et al., 2015). Nevertheless, considering the need for 
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comprehensive theoretical and practical models that can help researchers, practitioners, and 

consumers, this paper analyzed deceptive consumer evaluation methods’ current state and 

formulated a review interpretation framework provided in Figure 4.  

7.1.Research implications 

This study has three main research objectives: analyzing the methods used to identify 

deceptive consumer reviews, evaluating combinations of insights provided by multi-method 

automated analyses based on individual and aggregated data, and formulating a review 

interpretation framework for identifying deception. The essential research contribution of the 

paper is the development of a new theoretical framework reflecting online consumer deception 

that integrates information manipulation theory (McCornack, 1992; McCornack et al., 1992) and 

self-presentation theory (Banerjee & Chua, 2017; DePaulo et al., 2003) based on a combination 

of approaches and text analysis methods.  

The newly formulated framework extends existing knowledge on deception in online 

consumer reviews and develops a new theoretical view based on a multidisciplinary approach 

(De Bakker et al., 2019; Whetten, Felin, & King, 2009) involving marketing, communication, 

sociology, and the management of information systems theoretical elements. The mixed-methods 

approach, including both qualitative and quantitative methods analyzing digital data, allows us to 

better explain this phenomenon, as well as better answer questions related to “what, “how” and 

“why” (Crane, Henriques, & Husted, 2018; Gehman et al., 2018; Gioia, Corley, & Hamilton, 

2012; Whetten, 1989), and also explores the best methods that can be used by future research in 

answering these questions.  

The findings of this study confirm the interchangeable characteristics of the various text 

analysis methods in drawing insights about review characteristics but emphasize the much more 
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beneficial complementary aspects of distinct approaches. An integrative multi-method model 

that approaches the data at both the individual and aggregate level provides more complex 

insights regarding the quantity and quality of review information, cues about its relevance and 

contextual information, perceptual aspects, and cognitive material.  

Researchers can use these findings in the analysis of deceptive communication as 

complementary to more complex machine learning and neural network models, as well as for 

improving quantitative and qualitative text exploration methods. A combination of linguistic, 

semantic, statistical, and neural network analysis can provide more insight while maintaining the 

desired level of transparency and visibility of algorithms and the theoretical base of the analysis.  

7.2.Managerial implications 

On the practitioner side, this paper provides managers with an overview of the main 

approaches available in analyzing review quality, deception levels, and sentiment. Also, the 

proposed framework emphasizes the effectiveness of a multi-method approach in evaluating 

review content, analyzing cues, and formulating communication strategies based on review 

sentiment, relevance, and style. The methods discussed can also be combined with more complex 

analyses such as neural networks and used as effective ways to manage difficulties in accessing 

calibration and training data or assessing algorithm elements. The linguistic analysis reflects the 

positive effects of review incentivization on consumer usage of keywords and content that reflect 

a positive sentiment. 

For consumers and other stakeholders, this study is critical in offering easy solutions to 

analyze individual and aggregated review content and cues and review characteristics that can be 

used to identify deceptive content manually. While different review analysis tools offered by 

brands like Amazon and Yelp are proprietary and do not reveal their key variables and 
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algorithms, this analysis provides easy ways to evaluate online comments through manual and 

automated methods. Nevertheless, the findings are also helpful for policymakers in evaluating 

deceptive marketing communications and formulating policies and regulations regarding online 

reviews.  

7.3.Limitations and future research 

This paper focused on evaluating the most widely used automated text analysis methods 

with the limitation of using some of the most accessible approaches and software options for 

marketing researchers and practitioners based on classical machine learning, including LIWC, 

Leximancer, and Textalyzer, based on assessing linguistic and semantic characteristics of 

reviews. As the purpose of the paper was to evaluate the interchangeable and complementary 

characteristics of these methods and the usefulness of the metrics and insights offered, we did not 

use more complex machine learning and neural network analyses. Another reason for not 

employing these methods was the current debate and difficulties related to using artificial vs. 

real-world reviews and the need for training datasets (Hajek & Sahut, 2022). In this context, we 

recommend exploring the theoretical model we formulated in a neural network context.  

The literature on consumer reviews could also benefit from additional cross-cultural 

studies incorporating cultural characteristics and communication styles in the analysis of reviews 

and using multi-language approaches. Moreover, multidisciplinary projects that integrate insights 

from experts in linguistics, marketing, communications, sociology, psychology, and data science 

can provide further advancement in our field. Also, since there is a potential that some frequent 

verified reviewers included in this manuscript adopted a deceptive self-presentation behavior, 

such as writing informative and long reviews, to increase their chance to join the Amazon Vine 

program, we also recommend testing our theoretical framework in another review context and in 



23 

an experimental setting to better evaluate the “how” and “why” research questions on deceptive 

review communication.  
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Fig. 1. Study 1: Keyword co-occurrence map. 
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Fig. 2. Artificial intelligence technologies 
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Fig. 3. Study 2: Conceptual map. 
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Fig. 4. Review interpretation model. 
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Table 1 Study 1: Keyword co-occurrence clusters. 
keyword cluster Links Link 

strength 

Avg. 

citations 

group spamming 

Spam 

detection 

3 3 10 

markov random field 2 2 2 

opinion mining 2 2 16 

opinion spam 12 20 25 

review spam 10 16 34 

review spammer detection 7 8 44 

sentiment analysis 10 15 17 

spam detection techniques 4 7 52 

spam review detection 3 3 8 

algorithms 

NLP 

2 2 59 

credibility 8 9 26 

cues 12 15 21 

natural language 

processing 6 7 12 

reputation 5 5 16 

stance detection 4 4 4 

convolutional neural 

network 
Neural 

network 

2 3 3 

deep learning 15 25 7 

neural network 5 7 18 

opinion spam detection 11 16 3 

digit recognition test 

Computation 

3 3 27 

forced-choice method 2 2 13 

knowledge graph 3 3 22 

validity 4 4 28 

em algorithm 

Semi-

supervised 

4 4 24 

pu learning 3 3 17 

semi-supervised learning 4 4 18 

spammer group detection 2 2 10 

text classification 4 4 13 

anomaly detection 

Supervised 

4 5 13 

feature extraction 8 10 5 

recommender systems 1 1 5 

identity deception 

ML 

2 2 6 

machine learning 17 28 16 

outlier detection 1 1 17 

sybil detection 2 2 13 
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Table 2 Study 2: MANOVA analysis results. 

 

 

DV 

Sum of 

Squares df Mean² F Sig. 

Partial 

Eta² 
Noncent. 

Param. 

Obs. 

Powera 

Word 

count 

1487698.86 2 743849.43 159.860 0.001 0.017 319.72 1.000 

Analytic 10411.19 2 5205.60 5.954 0.003 0.001 11.91 0.881 

Clout 12184.18 2 6092.09 9.569 0.001 0.001 19.14 0.981 

Authentic 29974.36 2 14987.18 11.813 0.001 0.001 23.63 0.995 

Tone 96480.41 2 48240.20 38.056 0.001 0.004 76.11 1.000 

power 56.60 2 28.30 2.364 0.094 0.001 4.73 0.480 

time 1307.78 2 653.89 18.772 0.001 0.002 37.54 1.000 

The F tests the effect of type. This test is based on the linearly independent pairwise comparisons among the 

estimated marginal means. 

a. Computed using alpha = .05 
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Table 3 Study 2: Multiple comparison results. 

 

DV 

Mean 

Diff. (I-

J) 

Std. 

Error Sig.b 

95% Conf. Int. 

Dif.b 

Lower 

Bound 

Upper 

Bound 

Word 

count 

Unverified Verified 32.699* 3.223 0.001 26.382 39.015 

Vine -20.354* 4.736 0.001 -29.636 -11.071 

Verified Unverified -32.699* 3.223 0.001 -39.015 -26.382 

Vine -53.052* 3.547 0.001 -60.004 -46.100 

Vine Unverified 20.354* 4.736 0.001 11.071 29.636 

Verified 53.052* 3.547 0.001 46.100 60.004 

Analytic Unverified Verified 2.241 1.397 0.109 -0.497 4.979 

Vine 6.879* 2.053 0.001 2.855 10.902 

Verified Unverified -2.241 1.397 0.109 -4.979 0.497 

Vine 4.637* 1.537 0.003 1.624 7.651 

Vine Unverified -6.879* 2.053 0.001 -10.902 -2.855 

Verified -4.637* 1.537 0.003 -7.651 -1.624 

Clout Unverified Verified 4.250* 1.192 0.001 1.914 6.587 

Vine 0.816 1.752 0.641 -2.618 4.249 

Verified Unverified -4.250* 1.192 0.001 -6.587 -1.914 

Vine -3.435* 1.312 0.009 -6.006 -0.863 

Vine Unverified -0.816 1.752 0.641 -4.249 2.618 

Verified 3.435* 1.312 0.009 0.863 6.006 

Authentic Unverified Verified -4.223* 1.683 0.012 -7.521 -0.924 

Vine 3.594 2.473 0.146 -1.253 8.441 

Verified Unverified 4.223* 1.683 0.012 0.924 7.521 

Vine 7.817* 1.852 0.001 4.187 11.447 

Vine Unverified -3.594 2.473 0.146 -8.441 1.253 

Verified -7.817* 1.852 0.001 -11.447 -4.187 

Tone Unverified Verified -6.139* 1.682 0.001 -9.436 -2.842 

Vine -20.644* 2.472 0.001 -25.489 -15.800 

Verified Unverified 6.139* 1.682 0.001 2.842 9.436 

Vine -14.506* 1.851 0.001 -18.134 -10.877 

Vine Unverified 20.644* 2.472 0.001 15.800 25.489 

Verified 14.506* 1.851 0.001 10.877 18.134 

power Unverified Verified -0.052 0.163 0.750 -0.372 0.268 

Vine 0.336 0.240 0.162 -0.135 0.807 

Verified Unverified 0.052 0.163 0.750 -0.268 0.372 

Vine .388* 0.180 0.031 0.036 0.741 

Vine Unverified -0.336 0.240 0.162 -0.807 0.135 

Verified -.388* 0.180 0.031 -0.741 -0.036 

time Unverified Verified -0.213 0.279 0.446 -0.759 0.334 

Vine 1.658* 0.410 0.001 0.855 2.461 

Verified Unverified 0.213 0.279 0.446 -0.334 0.759 

Vine 1.871* 0.307 0.001 1.269 2.472 

Vine Unverified -1.658* 0.410 0.001 -2.461 -0.855 

Verified -1.871* 0.307 0.001 -2.472 -1.269 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

b. Adjustment for multiple comparisons: Least Significant Difference  
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Table 4 Study 2: Concept prominence. 

 

  concept 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 

1 Verified                                   

2 Unverified 0.00                 
3 Vine 0.00 0.00                
4 work 1.01 1.05 0.77               
5 support 1.05 0.52 0.09 1.32              
6 tech 1.05 0.46 0.10 1.31 19.10             
7 easy 0.99 0.90 1.38 1.09 0.82 0.87            
8 time 1.00 1.26 0.78 1.19 1.52 1.46 0.95           
9 product 1.00 1.05 1.00 1.05 1.73 1.68 0.93 1.19          

10 recommend 0.99 1.07 1.10 0.70 0.92 0.92 1.10 0.86 2.54         
11 better 0.98 1.20 1.33 1.13 0.64 0.66 0.81 1.14 1.22 0.81        
12 quality 0.92 2.38 1.86 0.65 0.27 0.26 1.05 0.90 1.13 1.82 1.92       
13 price 0.99 1.07 1.15 0.80 0.41 0.42 0.92 0.87 1.50 1.38 1.82 2.57      
14 service 1.03 0.92 0.26 1.13 6.04 6.06 0.59 1.46 2.14 1.02 1.22 0.43 0.58     
15 problem 1.01 1.01 0.72 1.20 3.00 2.82 0.56 1.63 1.11 1.01 0.71 0.53 0.68 2.35    
16 love 0.94 0.72 2.70 0.51 0.16 0.19 1.51 0.67 0.72 0.89 1.35 1.92 0.76 0.12 0.73   
17 money 1.01 1.48 0.38 1.05 1.39 1.38 0.60 2.80 1.78 1.11 1.72 1.02 0.83 1.69 1.32 0.45  
18 nice 0.77 1.17 6.72 0.88 0.38 0.42 1.68 0.95 1.02 1.14 1.43 1.62 1.43 0.52 0.58 1.94 0.86 
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Table 5 Study 2: Review metrics. 

 

Metrics Unverified Verified Vine 

Average 

Words/Sentence 

14.7 12.3 14.4 

Average 

Syllables/Word 

1.4 1.4 1.4 

Lexical Density 41% 44% 41% 

Lexical Diversity 11% 11% 10% 

Reading Ease 74.20% 76.90% 77% 

Grade Level 6.5 5.6 6.1 

Gunning Fog 9.1 7.8 8.7 

Coleman Liau Index 8.8 9 8.6 

Smog Index 6.8 6.1 6.5 

Automated Reading 

Index 

5.6 4.6 5.3 

Word count 88.117 55.419 108.471 

Analytic 61.447 59.206 54.568 

Clout 39.593 35.343 38.777 

Authentic 46.008 50.231 42.414 

Tone 60.863 67.001 81.507 

Power 1.903 1.955 1.567 

Time 5.419 5.632 3.761 
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and Computer 

Applications 

2017 
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Multimedia Tools 

and Applications 

2021 

Akhter, Muhammad Pervez; Zheng, Jiangbin; 

Afzal, Farkhanda; Lin, Hui; Riaz, Saleem; 

Mehmood, Atif 

Supervised ensemble learning 

methods towards 

automatically filtering Urdu 

fake news within social media 

PEER Journal of 

Computer Science 

2021 

Akram, Abubakker Usman; Khan, Hikmat 

Ullah; Iqbal, Saqib; Iqbal, Tassawar; Munir, 

Ehsan Ullah; Shafi, Muhammad 

Finding Rotten Eggs: A 

Review Spam Detection 

Model using Diverse Feature 

Sets 

KSII Transactions on 

Internet and 

Information Systems 

2018 

Alarifi, Abdulrahman; Alsaleh, Mansour; Al-

Salman, AbdulMalik 

Twitter turing test: Identifying 

social machines 

Information Sciences 2016 

ALDayel, Abeer; Magdy, Walid Stance detection on social 

media: State of the art and 

trends 

Information 

Processing & 

Management 

2021 

Alharbi, Ahmed; Dong, Hai; Yi, Xun; Tari, 

Zahir; Khalil, Ibrahim 

Social Media Identity 

Deception Detection: A 

Survey 

Acm Computing 

Surveys 

2021 

Alotaibi, Aziz; Mahmood, Ausif Deep face liveness detection 

based on nonlinear diffusion 

using convolution neural 

network 

Signal Image and 

Video Processing 

2017 

Alsubari, Saleh Nagi; Deshmukh, Sachin N.; 

Al-Adhaileh, Mosleh Hmoud; Alsaade, Fawaz 

Waselalla; Aldhyani, Theyazn H. H. 

Development of Integrated 

Neural Network Model for 

Identification of Fake Reviews 

in E-Commerce Using 

Multidomain Datasets 

Applied Bionics and 

Biomechanics 

2021 

Ananthakrishnan, Uttara M.; Li, Beibei; 

Smith, Michael D. 

A Tangled Web: Should 

Online Review Portals Display 

Fraudulent Reviews? 

Information Systems 

Research 

2020 

Asghar, Muhammad Zubair; Ullah, Asmat; 

Ahmad, Shakeel; Khan, Aurangzeb 

Opinion spam detection 

framework using hybrid 

classification scheme 

Soft Computing 2020 

Asr, Fatemeh Torabi; Taboada, Maite Big Data and quality data for 

fake news and misinformation 

detection 

Big Data & Society 2019 

Barbado, Rodrigo; Araque, Oscar; Iglesias, 

Carlos A. 

A framework for fake review 

detection in online consumer 

electronics retailers 

Information 

Processing & 

Management 

2019 

Basit, Abdul; Zafar, Maham; Liu, Xuan; 

Javed, Abdul Rehman; Jalil, Zunera; Kifayat, 

Kashif 

A comprehensive survey of 

AI-enabled phishing attacks 

detection techniques 

Telecommunication 

Systems 

2021 

Ben Sassi, Imen; Ben Yahia, Sadok Malicious accounts detection 

from online social networks: a 

systematic review of literature 

International Journal 

of General Systems 

2021 

Bindu, P. V.; Mishra, Rahul; Thilagam, P. 

Santhi 

Discovering spammer 

communities in twitter 

Journal of Intelligent 

Information Systems 

2018 



47 

Budhi, Gregorius Satia; Chiong, Raymond; 

Wang, Zuli 

Resampling imbalanced data 

to detect fake reviews using 

machine learning classifiers 

and textual-based features 

Multimedia Tools 

and Applications 

2021 

Budhi, Gregorius Satia; Chiong, Raymond; 

Wang, Zuli; Dhakal, Sandeep 

Using a hybrid content-based 

and behaviour-based featuring 

approach in a parallel 

environment to detect fake 

reviews 

Electronic Commerce 

Research and 

Applications 

2021 

Cagnina, Leticia C.; Rosso, Paolo Detecting Deceptive Opinions: 

Intra and Cross-Domain 

Classification Using an 

Efficient Representation 

International Journal 

of Uncertainty 

Fuzziness and 

Knowledge-Based 

Systems 

2017 

Cao, Jiuxin; Xia, Rongqing; Guo, Yifang; Ma, 

Zhuo 

Collusion-aware detection of 

review spammers in location 

based social networks 

World Wide Web-

Internet and Web 

Information Systems 

2019 

Cardoso, Emerson F.; Silva, Renato M.; 

Almeida, Tiago A. 

Towards automatic filtering of 

fake reviews 

Neurocomputing 2018 

Chen, Lirong; Li, Wenli; Chen, Hao; Geng, 

Shidao 

Detection of Fake Reviews: 

Analysis of Sellers’ 

Manipulation Behavior 

Sustainability 2019 

Cheng, Li-Chen; Hu, Hsiao-Wei; Wu, Chia-

Chi 

Spammer Group Detection 

Using Machine Learning 

Technology for Observation of 

New Spammer Behavioral 

Features 

Journal of Global 

Information 

Management 

2021 

Cresci, Stefano; Di Pietro, Roberto; Petrocchi, 

Marinella; Spognardi, Angelo; Tesconi, 

Maurizio 

Fame for sale: Efficient 

detection of fake Twitter 

followers 

Decision Support 

Systems 

2015 

Dewang, Rupesh Kumar; Singh, Anil Kumar State-of-art approaches for 

review spammer detection: a 

survey 

Journal of Intelligent 

Information Systems 

2018 

Dlamini, M. T.; Venter, H. S.; Eloff, J. H. P.; 

Eloff, M. M. 

Digital deception in 

cybersecurity: an information 

behaviour lens 

Information 

Research-An 

International 

Electronic Journal 

2020 

Dong, Lu-yu; Ji, Shu-juan; Zhang, Chun-jin; 

Zhang, Qi; Chiu, DicksonK. W.; Qiu, Li-

Qing; Li, Da 

An unsupervised topic-

sentiment joint probabilistic 

model for detecting deceptive 

reviews 

Expert Systems with 

Applications 

2018 

Dong, Manqing; Yao, Lina; Wang, Xianzhi; 

Benatallah, Boualem; Huang, Chaoran; Ning, 

Xiaodong 

Opinion fraud detection via 

neural autoencoder decision 

forest 

Pattern Recognition 

Letters 

2020 

D'Ulizia, Arianna; Caschera, Maria Chiara; 

Ferri, Fernando; Grifoni, Patrizia 

Fake news detection: a survey 

of evaluation datasets 

Peerj Computer 

Science 

2021 
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Yamagishi, Junichi; Nitta, Naoko; 
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Kazuhiro; Fang, Fuming; Myojin, Seiko; 

Kuang, Zhenzhong; Nguyen, Huy H.; Tieu, 
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Generation and Detection of 
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IEICE Transactions 

on Information and 

Systems 

2021 

Fang, Youli; Wang, Hong; Zhao, Lili; Yu, 

Fengping; Wang, Caiyu 
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based fake-review detection 

Applied Intelligence 2020 
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Engineering 
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2020 
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