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Abstract

The advancements in information and communications technology, including the widespread
adoption of GPS-based sensors, improvements in computational data processing, and satel-
lite imagery, have resulted in new data sources, stakeholders, and methods of producing,
using, and sharing spatial data. Daily, vast amounts of data are produced by individuals
interacting with digital content and through automated and semi-automated sensors de-
ployed across the environment. A growing portion of this information contains geographic
information directly or indirectly embedded within it. The widespread use of automated
smart sensors and an increased variety of georeferenced media resulted in new individual
data collectors. This raises a new set of social concerns around individual geopricacy and
data ownership. These changes require new approaches to managing, sharing, and process-
ing geographic data. With the appearance of distributed data-sharing technologies, some
of these challenges may be addressed. This can be achieved by moving from centralized
control and ownership of the data to a more distributed system. In such a system, the
individuals are responsible for gathering and controlling access and storing data.

Stepping into the new area of distributed spatial data sharing needs preparations, in-
cluding developing tools and algorithms to work with spatial data in this new environment
efficiently. Peer-to-peer (P2P) networks have become very popular for storing and sharing
information in a decentralized approach. However, these networks lack the methods to pro-
cess spatio-temporal queries. During the first chapter of this research, we propose a new
spatio-temporal multi-level tree structure, Distributed Spatio-Temporal Tree (DSTree),
which aims to address this problem. DSTree is capable of performing a range of spatio-
temporal queries. We also propose a framework that uses blockchain to share a DSTree on
the distributed network, and each user can replicate, query, or update it.

Next, we proposed a dynamic k-anonymity algorithm to address geoprivacy concerns
in distributed platforms. Individual dynamic control of geoprivacy is one of the primary
purposes of the proposed framework introduced in this research. Sharing data within
and between organizations can be enhanced by greater trust and transparency offered by
distributed or decentralized technologies. Rather than depending on a central authority
to manage geographic data, a decentralized framework would provide a fine-grained and
transparent sharing capability. Users can also control the precision of shared spatial data
with others. They are not limited to third-party algorithms to decide their privacy level
and are also not limited to the binary levels of location sharing.

As mentioned earlier, individuals and communities can benefit from distributed spatial
data sharing. During the last chapter of this work, we develop an image-sharing platform,
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aka harvester safety application, for the Kakisa indigenous community in northern Canada.
During this project, we investigate the potential of using a Distributed Spatial Data sharing
(DSDS) infrastructure for small-scale data-sharing needs in indigenous communities. We
explored the potential use case and challenges and proposed a DSDS architecture to allow
users in small communities to share and query their data using DSDS. Looking at the
current availability of distributed tools, the sustainable development of such applications
needs accessible technology. We need easy-to-use tools to use distributed technologies on
community-scale SDS.

In conclusion, distributed technology is in its early stages and requires easy-to-use
tools/methods and algorithms to handle, share and query geographic information. Once
developed, it will be possible to contrast DSDS against other data systems and thereby
evaluate the practical benefit of such systems. A distributed data-sharing platform needs
a standard framework to share data between different entities. Just like the first decades
of the appearance of the web, these tools need regulations and standards. Such can benefit
individuals and small communities in the current chaotic spatial data-sharing environment
controlled by the central bodies.
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Chapter 1

Introduction to spatial data sharing

How geographic data and information are shared among individuals, communities, and or-
ganizations is becoming increasingly significant as geospatial data are utilized increasingly
in decision-making and applications used in everyday life. Sharing in general terms means
a joint use of resources. The most common use of sharing in geography might relate to
sharing data between people, communities, and sectors. A sharing strategy for data can
also lead to higher levels of collaboration between researchers and teams and can foster
skills through having access to other disciplines’ data [145]. Sharing data can also impact
the quality of data and enhance data integrity; for example, providing greater transparency
to government [129] and corporate [232] processes and being integrated within a compre-
hensive open science workflow [15, 27].

The last few decades have yielded unprecedented technological changes and advance-
ments. The emergence of Web 2.0 and an increased capability of users to share data on the
internet has changed their role from sole users to include being data producers. A transi-
tion has also occurred from data directories to catalogs and subsequently to observatories.
The emergence of new data sources including the Internet of things (IOT), crowdsourc-
ing initiatives (such as Volunteered Geographic Information (VGI), Public/Participatory
Geographic Information System (PGIS/PPGIS), and GeoCollective initiatives), newly de-
ployed Earth Observation satellite systems, and research datasets results in a big geo data
movement that affects data sharing models. Emerging software and hardware architectures
for the storage, manipulation, and processing of big data (such as digital earth platforms,
distributed systems, and web 3.0) are elements of further technological development, which
influences data sharing agendas [149].

In the recent data sharing, requirements, and expectations have been greatly influenced
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by the growing awareness of data in society, exemplified in geography by the various forms
of VGI [108]. While data production has shifted to a decentralized ‘prosumer’ model, the
storage and management of such data have remained centralized. Kotsev et. al [149] in
their 2020 review of the INSPIRE platform (EU 2007), an EU initiative to establish an
infrastructure for spatial information across Europe marking its 10th year, defined three
main routes for the EU’s Spatial Data Infrastructure (SDI) post-2020; Two of their high-
lights are, providing solutions for heterogeneous sources of data and the standardization
of a licensing framework. In most current data sharing platforms data must be shared ac-
cording to some manual, semi-automated, or automated process. The specific mechanism
by which data are shared can be ad hoc, or outlined in a data policy that addresses issues
of ownership, data rights, and ethics [110]. In the VGI-like data-sharing model users do
not have any control over collected data and in most cases, data are controlled and owned
by the platform. In such platforms data storage is discrete and fragmented, making it dif-
ficult for contributors to exchange information. Such platforms often also lack transparent
policies about how data may be re-used; leading to an ‘economy’ in the buying and selling
of user-contributed data [300].

These issues get highlighted when it comes to individual, community, and indigenous
level data sharing (discussed in chapter 2 ). At these scales, unanswered issues such as
unclear data ownership, inaccessible VGI platforms due to their Terms of Service (ToS)
and policies for some of the communities, lack of transparency, and limited control of the
contributed data lead to a well-known power imbalance in the data economy [108].

By moving toward a new era of spatial data collection, integration, and manipulation,
researchers have begun to explore a distributed approach to data sharing and process-
ing. In distributed approaches data sharing data contributors are able to control their
own contributions and the role of third-party platforms as data controllers decrease. Dis-
tributed technology can be at the storage level, such as the InterPlanetary File System
(IPFS) [18], at the application level such as Decentralized Applications (DApps) [259], or
at the process level, such as Apache Hadoop [71]. In a Distributed Spatial Data Sharing
(DSDS) approach, resources are shared and controlled by the network entities. The recent
emergence of the distributed web (aka Web 3.0) is based primarily on peer-to-peer (P2P)
networks, whereby nodes can communicate directly with each other, without the need
for intermediaries. This provides the capability to distribute data via distributed nodes
rather than having centralized storage. Much of the emerging research into distributed
data sharing is in the medical field, aiming to use distributed data sharing platforms to
provide better data transparency and trust in medical research. For instance, Nugent et
al. [194] used smart contracts, and distributed data storage to address data manipulation
issues common in clinical trials. They showed that immutable distributed data storage
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can improve the transparency of data reporting in clinical trials and, is able to capture all
aspects of the data that might be subject to manipulation. Chen et al. [36] proposed a
framework to store medical information on blockchain and a distributed file system, IPFS,
to solve key technical challenges related to confirming rights in the medical system. In the
Spatial Data Sharing (SDS) context, some recent studies have aimed to address centralized
aspects of data sharing [110], exploring concerns related to privacy, transparency, trust,
and data ownership. However, this research remains in its early stages, as distributed shar-
ing platforms need further development and standardization before wider uptake within
the GIScience community.

A distributed approach to sharing spatial data might be used to enhance transparency
to facilitate a new model of data sharing behaviors. It is typically believed that data trans-
parency and sharing are gained at a cost of privacy, and as data privacy has become a more
prominent societal issue, the only response is to impose limitations on data transparency
[175]. Such limitations have been raised because of the need for privacy protection against
hacked data or providing different levels of ownership and data rights management. How-
ever, such limitations can be addressed by technological and methodological advancements
in different data sharing infrastructures. There are currently no data sharing platforms
that preserve privacy and promote transparency in the context of VGIs or local SDIs. More
research is needed to explore the interface between distributed data storage, big geospatial
data, and impacts on geospatial data sharing.

In summary, centralizing data storage of user-contributed data is no longer sufficient
to meet the relevant needs of data sharing in the big data era [36]. These problems are
exacerbated in small communities, where data collection and sharing data over common
existing platforms (such as geoportals, web-map services, etc.) has specific legal and policy-
related challenges [181]. It is necessary to look at this new era of data sharing in-depth
and understand its requirements, technologies, and social aspects to be able to respond to
these changes and challenges in order to solve the common issues with the spatial data
sharing environment.

1.1 What is spatial data sharing?

El-Sayed Ewis [78] defines spatial data sharing as ”transactions in which individuals, orga-
nizations or parts of the organizations obtain access from other individuals, organizations
or parts of the organizations to spatial data. These transactions may or may not include
financial payment”. In this definition spatial data are defined as a subset of information
that represents some features, attributes, and objects of the world; typically, it includes
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both physical and socio-economic phenomena. Goodchild [107] uses the term Geographic
Information to mean “a collection of tuples of the form of < x, z >, where x is a location in
space-time and z is a set of properties”. In other words, GI connects properties (attributes,
characteristics, variables) to locations and times within the geographic domain. The terms
geographic and geospatial are considered synonymous in Goodchild’s definition. Defined
in this way, GI sharing involves two main actors: a GI user and a GI provider, between
which the data sharing transaction happens [108]. In the SDS terminology the term infor-
mation community (IC) is often used, defined as “a group that shares a common language,
a common set of definitions, or a common set of data format standards such that a user
within the community can understand a GI Object communicated by a provider within that
community”. So, having a common language in sharing spatial data is an essential part of
such data transactions in order for interoperability to be achieved.

1.1.1 Spatial data sharing components

Spatial data sharing has many aspects to be discussed. We can identify several gaps in the
field of SDS. These gaps can be identified by looking at the basic model of data sharing
and current technological developments, which have potential to solve them. Spatial data
sharing has several components which are outlined below and in Figure 1.1.

Technical component

Technical component includes data model and data structures [205], data interoperability,
and integration of spatial data sharing platforms with other frameworks such as Digital
Earth. A data model is an abstract model that organizes elements of the data. Data struc-
ture means a data organization and storage format that enables efficient access to data.
Sharing data between different sources is associated with both technical and non-technical
inconsistencies and heterogeneity [181]. Such inconsistencies result from the variety in the
standards, data specifications, and organizations, which are used by the data provider or
owner of the data. These limitations often hinder the effectiveness of data integration by
users of different data sets. Data integration facilitates spatial data sharing [181], thus
the development of data integration technologies may contribute to sharing. Data integra-
tion tools can include conversion tools/scripts between formats, thematic classifications,
metadata, and/or new data models that serve as an interchange format (e.g., geojson).

Interoperability and open standards are core to any spatial data infrastructure, as they
enable the exchange of data and the use of processing, management, and representation
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Figure 1.1: Different components of spatial data sharing
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services in distributed systems efficiently. The economic benefits of building systems based
on standards have been shown in many studies [195]. Looking at current sharing platforms,
interoperability is being achieved through the use of three OGC specifications. The current
approaches for sharing data at the feature level [297, 205] or other levels of interoperability
are mainly designed for a centralized data sharing architecture [104].

Policies/ legal component

This component mainly covers the regulations and norms for using and publishing spatial
data. It includes the ownership and copyright of the data [300, 203, 36], data access
levels [278], data privacy, and finally data restrictions and security [272, 198, 151]. Data
privacy has attracted more attention in recent years; however, this aspect has been studied
in a centralized spatial data-sharing framework and needs to be formulated in potential
distributed platforms. It is worth mentioning that to preserve geoprivacy a data model
must address related issues. For example, a Discrete Global Grid Systems (DGGS) data
model can provide some level of geoprivacy by utilizing the hierarchical relations in a
grid. Data ownership and copyright data is a key political/legal dimensions of spatial data
sharing [300]. Traditional copyright management frameworks are designed for a centralized
approach to copyright management which has a single point of failure, and risk of illegal
tempering and are not practical for many uses. Data access and ownership is one of the
sub-components of data policy. It has some overlaps with the previous component since a
data access level control in traditional approaches includes direct access to the database,
data directories, and OGC standards [104]. Transparency is another sub-component in this
category which can be a result of using the above-mentioned sub-components in a data
sharing platform. Another impact of this transparency is open data movements and their
direct and indirect impact on transparency, accountability and etc. [86, 175, 111].

Social component

Sharing data is as much a social activity as it is a technical one. The sub-components
are 1) preserved control and 2) interpersonal trust. According to the basic model of data
sharing developed by Wehn de Montalvo [278], the behavioral intention of an individual
to share spatial data is based on three main constructs; attitude towards sharing the
data that is linked with expectations about the result of sharing; perceived social pressure
or beliefs about the expectations of others and their (dis)approval of data sharing and,
finally, the perceived control or perceptions about the absence or presence of specific factors
that impede or facilitate data sharing [277]. In general, a combination of more positive
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and favorable attitudes, stronger positive social pressure, and greater perceived behavioral
control will lead to stronger motivations and intentions to share data. Perceived control
over data sharing also has a direct influence on actual data sharing behavior, which shows
the importance of this factor. Individual behavioral beliefs about who is responsible for
sharing data in an SDI are related to spatial scales [78]. Preserving control over data as
needed by an organization can become an issue if the data to be shared is held in a central
repository. This issue can also impact the attitude of the individuals willing to share
spatial data [276]. For example, farmers may not want to share data with researchers if
they believe the data may be shared with the government and result in additional regulation
or enforcement. Interpersonal trust is another key to understanding spatial data sharing
and developing appropriate technologies. Several studies on knowledge sharing in online
communities have recognized the importance of trust as a determinant of the intention to
participate in these communities (e.g. Chow and Chan [41], Gharesifard and Wehn [93]).
Interpersonal trust in the context of knowledge sharing in online communities is defined
by Chen and Hang as ”a degree of belief in good intentions, benevolence, competence, and
reliability of members who share knowledge” [35].

Semantic component

One of the challenges in sharing spatial data is the semantic (i.e., contextual meaning)
aspect of sharing data [285, 193, 274, 294]. The heterogeneity of spatial data with dif-
ferent data collection tools, standards, and platforms is a key reason behind the lack of
so-called semantic interoperability. An example of semantic issues in SDS is the various
ways of representing and naming spatial features in different datasets, which, unlike many
phenomena, have commonly recognized geographic entities (e.g., roads, rivers, forests). A
different approach to overcome such limitations is standardization or database integration
[205]. Metadata is one of the sub-sections of this component which is one of the require-
ments for providing semantic integrity between shared spatial data. In order to provide a
comprehensive framework to share spatial data, data semantics at a higher level of sharing
data must be considered. This component involves different methods to define geographic
information and objects.

1.2 Distributed spatial data sharing

It is clear that technological change is one of the essential drivers of the reconceptualiza-
tion of the nature of geographic information, from the purposes of sharing to the economic
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models that make sharing rewarding to both the provider and the user [108]. These tech-
nological capabilities offer great opportunities to revolutionize the way that Geographical
Information Science (GIScience) evolves by developing and using high-performance, dis-
tributed, and collaborative Geographical Information Systems (GIS) [274]. From a data
collection view, technological advances, such as intelligent sensors and high-resolution satel-
lites, are increasing both data quality and quantity [273], resulting in the need to use new
approaches for data storage, management, and processing. A distributed approach is one
of the possible methods to conduct data storage, management, and statistical analyses for
large-scale spatial data [84]. The peer-to-peer (P2P) paradigm is popular for storing and
sharing information in a totally decentralized manner[136]. Typically, a P2P file storage
system is a distributed environment formed by autonomous peers that operate in an in-
dependent manner. Each peer stores a part of the available information and maintains
links (indexes) to other peers. P2P systems i) provide a method to distribute the avail-
able information to peers, ii) guarantee the retrieval of any information that exists in the
system, iii) achieve a reasonable index size for all peers, iv) achieve a reasonable search
path for any search performed in the system, v) maintain a low cost for updating peer
indexes when peers join or leave, and vi)achieve data and search load balancing, i.e., there
are no peers overloaded with stored data, and there are no traffic bottlenecks in the net-
work. Distributed systems coordinate resources and computationally intensive statistical
analyses of large geographic datasets between different peers [273]. The transformation
from a centralized approach of sharing to a decentralized and then distributed approach
has not been fast during past decades. To some extent, they are not even today developed
for practical use.

Existing GIS architectures are not able to fulfill the scalability challenges raised by the
enormous number of users, data, and heterogeneous sources [159]. Thus, A new Internet
GIS architecture that is able to scale up in order to accommodate these needs is essential.
A Peer-to-Peer (P2P) spatial architecture, which is fully distributed, can fulfill the needs
of scalability of the new architectures [159].

The use of a distributed architecture is also justified due to the most relevant features
of P2P systems, such as resistance to censorship, decentralization, and security [234].
Other key advantages of P2P networks are their scalability, their fault tolerance, and
their robustness due to the symmetrical nature of peers and self-organization in the face
of failures. The above advantages make P2P networks suitable for content distribution
and service discovery applications [?]. Distributing data among thousands or millions of
peers provides a robust system free of restriction from a central authority [234]. Such
capabilities also can provide user/creator control over data which can have an impact
on the SDS behaviors of individuals as well. Another advantage of using a distributed
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approach for a GIS architecture is its performance. Compared to the centralized GIS
architecture, distributed GIS architecture has more servers in the system and allows new
datasets to be added onto the server experiencing the lowest system load. As a result, the
distributed GIS architecture balances system storage resources much better than client-
server GIS, where a single server is responsible for managing all datasets in the system. In
some architectures, a central directory service distributes users’ requests across multiple
servers. Thus, it also better balances system load than client-server architectures, where
a single server is responsible for dealing with all user requests. However, in such proposed
distributed architectures, when the number of users increases, the number of requests
sent to the directory service also increases. For this reason, although distributed GIS
architectures provide better load balance, centralized directory service is still the system
load bottleneck [159].

Having the spatial data sharing components in mind, we can understand the com-
plexities of the data sharing environment. Spatial data sharing is a multi-dimensional
phenomenon and we cannot study these components separately. While, we can identify
several research gaps in designing a distributed spatial data sharing framework, we don’t
cover all the components like economical impacts, semantics, and policies. From a techni-
cal perspective, we need to be able to perform multi-dimensional data queries in the P2P
networks. The first generation of P2P systems, namely file-sharing applications such as
BitTorrent, support only keyword lookups and mostly provide no load balancing. The sec-
ond generation is mainly structured P2P systems supporting basic key-based routing using
a distributed hash table (DHT) [159]. DHTs only support exact matching queries, and
thus are not practical to support nontrivial applications like geographic or location-based
services[159, ?]. Nowadays, the need for P2P applications with multidimensional data has
emerged, motivating research on P2P systems that manage spatial data. The majority
of the proposed techniques are based on the distribution of centralized indexes or try to
reduce multidimensional data to one dimension and share them on DHT[95].

Geoprivacy is another growing concern in the current spatial data sharing platforms.
Fine-grained control over the resolution of shared spatio-temporal data is a basic geoprivacy
consideration. In centralized systems, the platforms are usually responsible for obfuscating
data. In distributed systems, sharing spatial data between different peers is a challenging
task, because an intermediate entity does not exist and nodes in the network are responsible
to control access to the data at different resolutions. Thus, we need to explore methods to
preserve geoprivacy in the distributed networks too.

The initiatives, requirements, and considerations of using distributed technologies to
share spatial data at the community level are one of the sub-components of the social
component of spatial data sharing. The new distributed data sharing technologies promise
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to give users better control over shared data and fill the ownership and control gap of the
current spatial data platforms. However, we need to explore the different aspects of this
new environment to find out the requirements and limitations of using these tools in small
communities.

1.3 Research objectives

This research aims to identify distributed spatial data sharing as a socio-technological
movement that can be integrated into a digital earth framework and contribute to a data
sharing process that provides transparency, affords control over data, and can maintain
the geoprivacy of users. Considering the challenges and characteristics of current spatial
data sharing paradigms, the following research objectives have been identified:

1. Describe how the data sharing environment has evolved and the potential role of
distributed data sharing for individual and community level spatial data sharing

2. Explore the methodology and tools for sharing and querying spatial data stored
within a distributed file system environment.

3. Explore how decentralized spatial data sharing can addresses issues of control and
geoprivacy.

Detailed Sub-questions related to the objectives above:

• What is distributed spatial data sharing, why is it important and what are its main
components?

To answer this question using a literature review we identify a new era in spatial
data sharing which is heavily impacted by user contributions in data collection. We
then find the limitations of the current centralized data-sharing platforms in fulfilling
users’ needs for more control and ownership of the data and at the end will discuss
the capability of distributed data sharing as a solution.

• How does spatial data query processing work on distributed spatial data? Which
standards for sharing spatial data over a distributed data sharing platform need to be
developed?

To answer this question any kind of existing spatial data model must be able to be
shared on a distributed platform, in this case, IPFS, also shared spatial data must be
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query-able. To address this capability a distributed spatial index must be developed,
which is designed to work on top of IPFS platform. Such an index must be able
to capture the locality of the multidimensional space and answer spatio-temporal
queries.

• How we can grant more control to users when they share spatial data using distributed
data sharing approaches?

To answer this question we will look at social media data and develop an approach
to geoprivacy for a distributed web environment. We propose dynamic k-anonymity
as a model that provides users with fine-grained control over geographic information
sharing.

• What are the requirements of using distributed spatial data sharing for community
data sharing?

To answer this question we went to a indigenous community and during development
of a VGI application we discussed the community’s needs for data sovereignty and
ownership and discussed distributed data sharing benefits and it’s acceptability in
the community

A summary of how the research objectives will be organized into chapters and analysis
is provided in Table 1.1

1.4 Overview of chapter contents

In Chapter 2 we conduct a literature review to explore the evolution in spatial data sharing.
This chapter examines how spatial data-sharing practices have shifted and may be moving
towards a more decentralized sharing ecosystem as technologies for a more distributed web
mature. We identify this transition as more hybridized forms of data ownership and access
control concerns coupled with new distributed systems (aka web 3.0). We also discuss
opportunities and barriers to distributed spatial data sharing. Distributed data sharing is
inevitable and it is able to benefit the new era of big geographic data collection, however,
there must be protocols to share, integrate, and process data shared on the distributed
networks. From the identified research gaps in this chapter, we choose three basic aspects
of creating a working platform for spatial data sharing. The three aspects are 1) the
ability to process queries in distributed networks, 2) the ability to cloak the location when
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Chapter Major issues addressed Approach utilized

2 Theoretical: Understanding the
new era of spatial data sharing
and social, technological changes
that resulted in more individual
and community level contribution
in spatial data sharing. Identi-
fying distributed data sharing as
not only a technological transi-
tion, but a transition in the social
components of data sharing.

A review study of issues in spatial data
sharing, defining distributed spatial data
sharing and looking at technology and its
attributes used to address the issue and
finally identifying the GIScience and geo-
graphical research challenges in this area

3 Methodological: Query processing
of shared spatio-temporal data on
the distributed networks and ad-
dressing multi-dimensional data
storage and retrieval

DSTRee is proposed as a method to ad-
dress spatio-temporal query processing in
the P2P networks based on IPFS and
blockchain technology.

4 Methodological: The issue of the
control and ownership of data in
distributed networks.

Developing a geoprivacy framework which
is illustrated with a dynamic k-anonymity
model that links the geographic precision
of shared data to social trust within in
a social network to facilitate fine-grained
user control over the ownership of and ac-
cess to their data.

5 Application oriented: The ac-
ceptability of the new spatial data
sharing technology in communi-
ties and social aspects of dis-
tributed spatial data sharing is
explored

During meetings with the Kakisa indige-
nous community in North West Territories
and with the purpose of the development
of Harvester and safty app we discuss dis-
tributed spatial data sharing and look into
the requirements to make it applicable for
communities to address data sovereignty
and ownership in indigenous communities

Table 1.1: How this dissertation approaches the objectives of the proposed research.
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sharing spatial data on the distributed network, and 3) socio-technical consideration in
using distributed data sharing to share spatial data in small or indigenous communities.

In Chapter 3 we try to answer one of the technical gaps in the distributed data sharing
environment. The query processing on distributed networks is one of the fundamental
technical requirements of spatial data sharing. We propose DSTree, a spatio-temporal
indexing data structure for distributed networks, which is capable of answering common
spatio-temporal topology queries. We then compare our method with the other existing
models and identify the main benefits of using DSTree as a method to share log-based
spatial data.

In Chapter 4 we look at one of the sub-components of the policy/legal component of
spatial data sharing. Geoprivacy and control are of important concepts for sharing spatial
data on different platforms. User participation in different platforms continues to require
users to trust corporations to safeguard their personal data. Since these data increasingly
contain geographic references that allude to individuals’ locations and movements, the
need for new approaches to geoprivacy and data sovereignty has grown. In this chapter,
we propose a geoprivacy framework that couples two emerging technologies -decentralized
data storage and discrete global grid systems- to facilitate fine-grained user control over
the ownership of, access to, and map-based representation of their data. In this framework,
users’ spatio-temporal data are shared through a decentralized system and are represented
on a discrete global grid data model at spatial resolutions that correspond to varying
degrees of trust between individuals who are exchanging information. In this chapter, we
discuss the concept of trust in spatial data-sharing platforms and briefly discuss some of
the social aspects of this trust.

In Chapter 5 we explore the impact of distributed data sharing approaches on indige-
nous data sovereignty. This includes 1) the requirements for using it in small communities,
2) small communities’ priorities for the data sovereignty, 3) the intersection between dis-
tributed spatial data sharing and data sovereignty

Figure 1.2 A flow chart of the approach to achieve research objectives.
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Figure 1.2: Flow chart of the approach to achieve research objectives.
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Chapter 2

Distributed spatial data sharing: a
new model for data ownership and
access control

Abstract With new technologies and broader participation in geospatial data produc-
tion, new challenges emerge for spatial data sharing. In the past decades, spatial data
sharing practices have increasingly been transacted through a handful of privately con-
trolled corporate services. Data collection has changed from that centralized one-way data
collection to a more distributed assemblage of individuals sharing and interacting through
centralized architectures and control regimes. These changes have mainly resulted from
technological and social changes linked to the emergence of web 2.0 and widely available
Internet participation tools. Distributed file storage and processing allow users to share
resources independently of centralized platforms. This paper examines how spatial data
sharing practices have shifted and may be moving towards a more decentralized sharing
ecosystem as technologies for a more distributed web mature. We identify this transition as
more hybridized forms of data ownership and access control concerns coupled with new dis-
tributed systems (e.g. web 3.0). We also discuss opportunities and barriers to distributed
spatial data sharing. Distributed data sharing is inevitable and it is able to benefit the new
era of big geographic data collection, however, there must be protocols to share, integrate,
and process data shared on the distributed networks.

Keywords: spatial data sharing, distributed data sharing, data ownership, blockchain,
IPFS, SDI
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2.1 Introduction

Each day vast amounts of data are produced by individuals interacting with digital content
and through automated and semi-automated sensors deployed across the environment. A
growing portion of this information contains geographic information directly or indirectly
embedded within it, vastly increasing the use cases for geospatial data [237]. The advance-
ments in information and communications technology, including the widespread adoption
of GPS-based sensors, improvements in computational data processing, and satellite im-
agery, have resulted in new data sources, stakeholders [108], and methods of producing,
using, and sharing spatial data. A big portion of these changes includes the growth of
user-generated geographic information through the widespread use of automated smart
sensors and an increased variety of georeferenced media. It is estimated that around 2% of
Tweets have explicit coordinates [225] while a greater portion ( 55.6%) contain locational
data that can be inferred from the content of Tweets (e.g., see [68]). These changes have
impacted spatial data sharing in several ways.

First, as Kotsev et al. [149] notes with respect to the post-2020 path for INSPIRE
[75], national and pan-national Spatial Data Infrastructures (SDI) have been challenged
to accommodate more heterogeneous data sources and a diversity of licensing frameworks.
Data integration, access, and rights management have long been challenging in spatial
data sharing given the need for users to conform to common standards, policies, and
processes. However, the heightened role of individuals as data authors and the increasing
role of private sector platforms in controlling geodata have added new dimensions to these
challenges [38, 110, 166].

Second, the growing volumes of data that document an individual’s transactions, move-
ments, and other aspects of behavior at high spatial-temporal resolutions have spurred con-
cerns over ownership, use, and control. Efforts to enable users to protect their geoprivacy,
for example, while contributing personal movement data through COVID-19 exposure noti-
fication apps (e.g., see [146, 196]) are one example of this challenge; although this concern
has been raised with other forms of activity and passively-generated Volunteered Geo-
graphic Information (VGI) for some time [105, 120]. Spatial data governance is less well
defined within individual and group contexts and data sharing is typically one-directional
from the user to the platform. Data authors thereby lose control over where their data
are stored, who can view them, or what purposes they can be used for. Platform licenses
and terms of agreements play a key role in limiting contributors’ rights as illustrated by
[224, 263]. An obvious example is Google Maps where Google owns, controls access to,
and resells data that users contribute both actively (e.g., editing places on the map) and
passively (e.g., cell phone movement) [307].
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While data production has shifted to a decentralized ‘prosumer’ model, the storage,
management and controlling access of such data have remained centralized; leading to a
well-known power imbalance in the data economy and requiring a form of social trust
between users and the platforms they interact with [108]. To address these concerns, re-
searchers have begun to explore approaches to data sharing where control over data access
and use is distributed to individual data authors and owners. From a social perspective,
this Distributed Spatial Data Sharing (DSDS) environment recognizes existing power im-
balances between users and platforms in the data economy [108, 149] and the need to
operationalize more dynamic forms of social trust between data authors, other users on a
network, and platforms. Technologies to enable DSDS include many of the software and
hardware architectures developed for storing and processing big data (e.g., digital earth
platforms, data spaces and etc. [128, 166]). Distributed technology can be at the stor-
age level, such as the InterPlanetary File System (IPFS), at the application level such as
Decentralized Applications (DApps), or at the process level, such as Apache Hadoop [71].
In a DSDS approach, resources are shared and controlled by the network entities. The
recent emergence of the distributed web (aka Web 3.0) is based primarily on peer-to-peer
networks, whereby nodes can communicate directly with each other, without the need for
intermediaries. This provides the capability to distribute data via distributed nodes rather
than having centralized storage.

In summary, the centralized data storage of user-contributed data is no longer sufficient
to meet the needs of data sharing in the big data era [36]. In addition, current data storage
is vulnerable to data loss when data centers are damaged or hacked. Such platforms often
also lack transparent policies about how data may be re-used; leading to an ‘economy’ in
the buying and selling of user-contributed data [300]. The trajectory from fully centralized
spatial data storage, distribution, and manipulation (controlled by a government and/or
corporation) to distributed individual data sharing remains technically challenging. These
problems are exacerbated for smaller organizations, as the collection and sharing of data
over common existing platforms (such as geoportals, web-map services, etc.) entail specific
legal and policy-related challenges [181]. In this paper, we will identify what situations or
use cases DSDS is suited for and identify GIScience research challenges in realizing DSDS
as a solution to the current problems of SDS.

The aims of this paper are as follows:

1. A review of current models of SDS and their challenges

2. Examining how DSDS can provide potential solutions for addressing ownership and
control challenges in SDS
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3. Identifying GIScience research challenges in the implementation of DSDS

To move toward the above goals, we will first look at the different models of SDS from
past to present and describe how SDS is transforming from a centralized data production,
control, and processing model toward a more distributed model.

2.2 SDS models

One way to conceptualize the changes taking place in how we share spatial data is through
the shifting roles of individuals, institutions, governments, and enterprises (private sector),
acting as data producers, data controllers, and data users [138]. Data producers are the
individuals and entities that generate data. Data controllers are platform owners, data
intermediaries, or license holders (see Figure 2.1). These roles overlap and interact fluidly
[72]. For example in the Keating et al. [138] model the role of data providers is defined as
stewardship of data and data managers are responsible for quality assurance, metadata,
data access control, and delivery. However, this classification is not always valid in cases
such as VGI. Each SDS stakeholder, including individuals, governmental entities, enterprise
entities, the community of interest, and hybrid stakeholders can be assigned to each of the
above roles. We examine how large-scale shifts in the relative proportion of actors and roles
have changed SDS’s nature in recent decades, highlighting three main eras: centralized,
user-centric, and distributed SDS eras. Classifying these eras help us to identify how SDS
practices and needs are changing and what types of data are best suited for DSDS.

2.2.1 Centralized and user-centric SDS models

There are two main approaches to SDS that have occurred over the past several decades.
Figure 2.2 contrasts the main types of data flows between data producers, controllers, and
users. Figure 2.2 (a) depicts the centralized model, where data sharing happens primarily
between governmental bodies and corporations, who act both as data producers and as
data controllers and mainly covers SDS environment between the 1980s and mid-1990s
[108]. In the centralized model sensors and tools are only accessible to the government
and enterprise sector, controllers and users are the same entities and individuals only use
a small portion of available data. In contrast, Figure 2.2 (b) portrays data flows in the
current environment where individual users and communities of interest (e.g., NGOs, non-
profit groups, universities with hybrid stakeholder model) play more substantial roles in
authoring, controlling, and using more heterogeneous sources and forms of spatial data.
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Figure 2.1: Role Players in SDS as data producers, controllers, and users

The increased use of digital data platforms over the past two decades [108] led to
the currently dominant model of SDS that we refer to here as a User-centric SDS model
[44, 118, 61]. The changing Internet environment, especially the spatial dimension and
mapping capabilities, decreased the role of governments and third-party companies as
data producers and individual users started to produce and use more spatial data [38].
The expanded role of citizens as data producers facilitated by corporate-controlled plat-
forms has increased the relative power of platform owners as arbiters of SDS. In this model,
new players such as communities of interest and individuals have emerged as important
producers of spatial data (left of Figure 2.2 (b)). In this work grassroot groups, Indigenous
peoples, as well as academic and non-profit groups, are all classified as communities of
interest. Data access policies vary between open (public) and paid in such groups and are
limited by different types of licenses. Data controllers remain governments, corporations,
and some community of interest groups that own data sharing platforms (center of Figure
2.2 (b)), while users can be any of the mentioned groups (right of Figure 2.2 (b)). In this
model, there are hybrid platforms and licenses between enterprises and individuals (e.g.
google maps reviews and photos) or university-maintained repositories in which users and
project teams share data and define reuse terms, and accompanying metadata includes
information regarding their authorship. In the latter example, the rights are more in favor
of the data producers but in the former, the users need to acknowledge enterprise TOS
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(a) Data Flow in Central SDS model. The main role players in this model are enterprise and
government

(b) Data Flow in user-centric SDS models. In this model, individual-level data production
increases, however, their rights over contributed data are controlled by the platforms

Figure 2.2: Estimated data flow in Centralized and user-centric data models. The vertical
bars correspond to the data producer, controller, and user and the data flow is from left
to right.

20



to be able to contribute. In this model, governments are only responsible for standard-
izing data sharing protocols and, in conjunction with corporations, for the collection of
large-scale and framework data [108]. In contrast, user-collected data can be of a higher
temporal scale than the government-collected data, thereby filling gaps and capturing phe-
nomena (e.g., public sentiment) not covered by traditional data collection practices (e.g.,
census data)[108]. From the perspective of data production, it is clear that the number
of contributors has grown significantly [227, 190, 103]. The use of spatial data has also
changed from governmental uses to more individual and community approaches (e.g., cit-
izen science projects) and location-based services (see [201] for example). In this model,
the individuals have limited rights to control their data and the relative power of platforms
has increased. As such, data ownership and data control topics have become a concern
among users, communities, and even the platform owners (see [38]), especially with several
high-profile data breaches that commercialize user data. In the case of the community of
interest, depending on the use case users are able to define the licenses and right to use,
but they need to also accept the platform’s TOS.

2.2.2 When centralized data sharing fails

Despite the current advancements in the centralized spatial data-sharing platform, there
are unsolved challenges that are discussed in this section. Šumarada [267] has identified
intellectual property rights to protect producers’ right to spatial data as one of the major
legal issues related to geographic data sharing. Policies and licensing issues are changing
as the actors in SDS are changing [149]. Take VGI tools as an example, Scassa [224],
similar to other authors like Cho [38] and Longhorn et al. [164], look at legal issues with
VGI platforms and argue that data hosted on a VGI website is considered compiled for the
purposes of copyright law. They consider data compilation as work in copyright law and
claim that, for example, in Canada and the US only original data is protected by the law,
while in the EU the protection might be broader as they have database protection laws.
In addition, these legal aspects are from the viewpoint of VGI platform owners, not from a
data collector’s view. They suggest that VGI platform owners can use license agreements
as a fundamental tool to control intellectual property rights [133], and limit the rights of
users who are contributing on VGI platforms in order to avoid any future legal claims by
contributors [224]. Tracing the heritage of data in VGI platforms and hence the copyright
ownership can be difficult [38]. Such difficulties are raised because confected data might
lose their copyright due to difficulties in tracing all previous owners of the data. Scassa
[224] describes this problem as a Wiki effect, wherein multiple sources have contributed
to a dataset. Granell and Ostermann [110] urge that there must be mechanisms to ensure
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the privacy of gathered data and that data governance must clearly identify who owns
the data and define time limits for which to use them. Michener et al. [179] mention a
lack of technical implementations for acknowledging data contributions, and a dearth of
easy-to-use tools for accessing data, their conversion, and analysis as some of the barriers
to open data. In such situations not having a clear owner associated with the data as a
result can impact user contributions and raise trust concerns when it comes to contributing
to the platforms.

A lack of transparency and trust in centralized data infrastructure could be a key factor
in preventing the true realization of participatory government models [230]. Trust is defined
as an answer to the uncertainties in social life, which result in entities trusting others in
things they cannot control. Such as trusting the government to provide certain rights.
Second, trust is related to risk. By trusting an entity to provide a service for us, we accept
that the entity may disappoint or harm us. Third, trust is future-oriented and is about
expected actions in the future [262]. Ewis et al. [79] argue that trust is a motivational
factor in data sharing behaviours and having control over one’s data can increase that
individual’s trust and willingness to share data with an organization. Similarly, Wehn de
Montalvo [276] uses the term perceived control to represent an individual’s willingness to
impede or facilitate data sharing. Users by using centralized platforms should trust them
and with lack of transparency in their systems and how data are being stored and used
adding to the distrust between contributors and platforms.

Take indigenous data sovereignty as another example. Due to historical events sovereignty
communities require more control over their data [24]. Indigenous data sovereignty involves
data locality [55] and access hierarchy inside and outside of the community. Indigenous
knowledge needs to reside and be controlled from within the community. Data sovereignty
has been defined as the management of information in a way that aligns with the laws,
practices, and customs of the nation-state in which it is located [55]. This concept has
been extended in the context of SDS to self-governing groups or nations within states
(e.g., Indigenous communities). Such groups have distinct laws and practices that need to
be applied to the SDS environment (see Find-able, Accessible, Inter-operable and usable
(FAIR) and Collective benefits, Authority to control, Responsibility and Ethics (CARE)
principles). Following these principles, in local communities, information must be available,
accessible, and open to all the participants in the community (aka knowledge holders) and
data access must be selective to users outside of the community [263]. In indigenous data
sharing approaches, volunteered data collection need to be treated as open data for the
community members and closed data for the non-community members. Inside such data
sharing requirements prohibit these communities from contributing to public platforms like
OSM and as a result interest is growing in tools and methods that will permit the data
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sovereignty concept to extend further to individuals as well as communities.

Sharing personal information or social media contributions is another example. In
the current user-centric model, a range of public data processing practice regulations are
used to control how personal information is shared and represented to users. Despite such
regulations, Granell et al. [110], Alessi et al. [3] and Camenisch et al. [30] argue that
individuals have limited control over their data and identify the need for easy-to-use tools
to control access to personal data and data governance policies that clearly delineate who
owns the data and the time limits for using them. Despite the advances these platforms
provide, as Camenisch et al. [30] note, they control an individual’s personal information,
but not data and activities which can be inferred by the platform and these platforms do
not insure that user’s data is not being used in their internal studies and data processing.

By looking at the above example it is clear that the challenges in the current data
sharing environment come from the new role players in the SDS. The current centralized
platforms either provide tools and TOS to avoid legal confrontation with contributors or
simply ignore the needs of the individual or community level data sharing contributors.
This issue can be solved by transferring data controller role to the data producer and
developing platforms in such a way. The table 2.1 shows a summary of SDS requirements
which are not all supported in the centralized platforms.

2.2.3 Distributed SDS model

With social and economic life increasingly facilitated through web-based data and services
while core issues of data privacy, ownership, and access remain concentrated among data
controllers, there is a growing demand for a new data sharing and governance paradigm.
In the context of SDS for example the recent focus in research has changed from SDIs to
the individual’s geoprivacy (e.g., [141]), rights (e.g [75]), and other legal aspects of SDS
(e.g [20]). We believe that we are on the cusp of a new data sharing era which may take
a variety of forms. One particular form of SDS we want to highlight is that of Distributed
Spatial Data Sharing (DSDS).

The critical shift in DSDS is that individuals are not only data producers and users,
but they will also serve as data controllers (see Figure 2.3). Some recent initiatives related
to data sharing (e.g, the right to be forgotten) emphasize the primary role of individuals.
In this model, data ownership and access control are determined by the individuals, not
by platforms, which provide only the infrastructure and tools. This transition is based on
users’ concerns regarding the behavioural data they have collected or extracted by using
different platforms.
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Class note

Transparency

• Transparent decision-making procedures in PGIS

• Immutable tracing the changes in the GI

• Transparency in GI which is used and stored by the
platforms

• Transparency in the technology and its internal mecha-
nism

Ownership
• Avoiding Wiki effect in the data contributions

• Clear copyright and licensing at the feature level

Control
• Control who, when, and why contributed data are used

• Benefiting the data contributors using data markets

Table 2.1: SDS requirements which the current data sharing platforms are not able to
fulfill.

24



Technical advances can be leveraged as a tool to provide users access to control their
data. Two such examples are location-based services and location-based access control
models [9] which can be used for data locality purposes. In a DSDS, technical factors will
be more impactful, since individuals are responsible for access control, not the platforms;
as such, users need access to the documentation about understanding how the data sharing
mechanisms work on these networks. With the emergence of Web 3.0, including peer-to-
peer protocols and distributed systems, users are not dependent on a central platform for
their data sharing needs and thus have a higher level of control over data.

Distributed systems are defined by Tanenbaum et al. [247] as ”Transparently utilizing
every kind of available resource on the network of the users and connecting the users on
the network to the distributed resources transparently with support of openness and scala-
bility.” The resources can be data [285, 163, 142], process [283, 163] or knowledge [48]. A
distributed ledger is a type of distributed database in which data can only be appended or
read [243]. Blockchains implement the structure and functionality of distributed ledgers in
such a way that each new block of information is generated based on the previous block
and appended as a new on the end of the chain. These blocks of information can even be a
program or series of Smart Contract calls. Smart contracts are a set of Scenario-Response
procedural rules and logic on the blockchain that run when predetermined conditions are
met [275, 208]; they, therefore, allow for secure transaction issuance, without the need for
third parties. For example, smart contracts can automatically move digital assets accord-
ing to arbitrary pre-specified rules in a crypto-currency network [28]. The transactions
that smart contracts issues are traceable and immutable [243].

In a distributed data sharing method, the data workflow would be similar to those
of traditional data sharing models (Figure 2.3 (a)). The main roles as data producers,
controllers, and users remain intact. However, the role of each actor will change. In such
an environment, any entity within the network can be a data producer, a data controller,
and/or a data user. An individual, for example, can produce data, have control over the
produced data, and also gain access to the data from other entities (Figure 2.3 (b)). The
economic regime of data sharing will be more complex, for example with the advent of
data markets and the ability of users to control who, when, and where data is available.
Individuals and community groups will be able to play a more important role in the data
sharing environment.

It is worth noting that distributed systems include different technologies such as dis-
tributed file storage, blockchains, and smart contracts. Such technologies are mainly inte-
grated together and are complementary, providing a distributed computing/sharing envi-
ronment. For example, access control in distributed file-sharing systems can be done using
smart contracts (e.g., [238]). In addition, because distributed ledgers are not meant to store
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(a) Each actor in DSDS can be data producer, data controller and user, The complex relations in the right
side of the graph indicates individual level access control

(b) Data Flow in DSDS model.

Figure 2.3: The flow of the data in DSDS model and the main role players
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large data, distributed file storage can be used[189]. The peer-to-peer (P2P) paradigm is
mostly popular for storing and sharing information in a totally decentralized manner [136].
Typically, a P2P file storage system is a distributed environment formed by autonomous
peers that operate independently. Each peer stores a part of the available information
and maintains links (indexes) to other peers. In addition, we need to distinguish between
blockchain and crypto-currencies. Blockchain technology is the backbone of the cryptocur-
rencies such as Bitcoin. For instance, Bitcoin is a financial use case of the blockchain and
its mechanism (such as its proof-of-work and energy consumption concerns) is different
from other Web 3.0 applications.

Data access control on distributed platforms is often handled using public/private key
management methods and smart contracts (e.g., [63, 131, 238]). In such platforms the
data owner has the ability to distribute secret keys to users and encrypt shared data based
on different access policies [272]. Such an ability in distributed systems enables owners to
directly encrypt data and share it with users, while in centralized systems a third party is
responsible for sharing collected spatial data. In centralized systems, users have to trust
the cloud and the application providers – users have no choice but to rely on the security
and availability of the application providers, to accept their policies, and to adhere to their
licenses [228]. Such methods have been used in Distributed Personal Data Stores to provide
control over sharing personal data (including location) with different platforms (e.g., see
[3]). When users accept a third-party license agreement, they risk losing their intellectual
property rights.

In the next section, we will look at the main features of distributed systems and explore
examples of them in the context of spatial data sharing with a focus on data ownership
and access control.

2.3 DSDS capabilities

Distributed systems and smart contracts have the potential to shift the way that society
operates [21]. There have been studies examining the potential benefits of such systems in
different sectors of society. For example, Ølnes et al. [197] have identified 16 benefits of
distributed systems and smart contracts in governmental bodies in five classes: Strategic,
Economic, Informational, Technological, and Organizational impacts. The benefits of such
systems are attributed primarily to other technologies like encryption methods, in addi-
tion, some of these benefits are not limited to distributed technology, but to social and
cultural benefits as well. However, looking at the extension of the existing technologies the
aforementioned benefits have not yet been put into practice.
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As distributed systems are being developed and used by different applications, it be-
comes possible to categorize the advantages of distributed systems as follows:

Decentralized consensus The decentralized consensus was used by Bolin [21] as one of
the key features of public ledgers enabling trust-less transactions. Data can only be stored
via group consensus in distributed networks, consequently becoming more transparent and
verifiable [77, 21]. Such features of distributed networks prohibit data tampering - the
data cannot be altered on the network since it is stored individually on the nodes on the
network. The data is not exclusively maintained by a single individual or entity, but rather,
is available to everyone, and the state of the data is decided upon via a consensus protocol
[80].

Immutability Immutability is another feature of distributed systems. Immutability is
the central reason why the participants trust distributed systems and ledgers [244, 178].
Immutability means that records and data cannot be altered and changed after they have
been added to the network [119]. Distributed file-sharing systems usually preserve a unique
HASH address for each unique file. Content-based addressing (in the case of the Interplan-
etary File System (IPFS)) provides the unique feature of tracking data in the network using
its content HASH address. Content-based addressing can be used as a key component in
conceptualizing a distributed network’s file sharing as a database shared over nodes of the
network. Immutable spatial data can be used in cadastral applications for instance to use
for the rental transaction [57] or registration of land plots as spatial objects [57, 174]). The
combination of content-based addressing with geohash algorithms -which encodes a geo-
graphic location into a unique short string of letters and digits [185]- or locality sensitivity
hashing (see [268, 14] ) might even provide a means of providing spatial data queries over
a distributed network.

Append-only nature The ability to record the state of phenomena in an immutable
format and to store such records as a chain of events provides a suitable means by which the
state of the data at any historical block may be queried. In a distributed ledger each new
record is appended to the previous record and the entire chain of records can be verified
by the network nodes. This feature can help future distributed VGI platforms manage
the information and life-cycle of spatial data. Such models can also be used for spatial-
temporal analysis by providing the capability of querying the chain of transformations over
each spatial entity.

28



No single point of failure From a technical perspective, decentralized storage solves
the problem of the single point of failure in traditional storage systems and cloud-based
systems [272]. Shafagh et al. [228] compare conventional cloud-based solutions for IoT data
storage and sharing and argue that they are able to (1) provide secure data storage, and (2)
provide IoT-compatible data streams, but are unable to provide decentralized access control
management. Smart-contract-based applications can provide all of the above requirements
for cloud-based data sharing [228].

One of the challenges to most of the current SDIs that are developed in remote areas,
like the Arctic SDI, is user connectivity [188]. The accessibility of the Internet to users
and user access to the central servers of SDI in remote areas is mentioned in most of the
related technical documents. In the first pilot of the Arctic SDI project (www.arctic-sdi.
org) challenges such as data integration, limited telecommute resource/bandwidth in the
North, and end-users’ concerns about the data policies are highlighted [170]. DApps and
distributed data sharing methods are not dependent on central servers and data can be
accessed from existing nodes on the network, potentially addressing communication issues
with the ‘outside’ by enabling local area access within remote areas.

Scalability Distributed systems are scalable by nature. Considering the amount of ge-
ographic data which are being produced every day from many sources and at different
resolutions, in different environments such as digital earth, the scalability of data sharing,
management, and processing is a necessity. There have been many studies on distributed
geographic processing but the scalability of geographic data sharing has not been studied
before (e.g., [274]). Looking at the scalability of existing GIS architectures, it is claimed
that the existing GIS architectures are not able to fulfill the scalability challenges raised by
the enormous number of users, data, and heterogeneous data sources [284, 300]. Thus, a
new Internet GIS architecture that can scale up to accommodate these needs is essential. A
fully distributed Peer-to-Peer (P2P) spatial architecture may fulfill the scalability needs of
new architectures [160]. They can scale well because it is possible to effectively partitioned
access across the network. No one individual needs to store all data for that data to be
available to the whole network.

2.4 DSDS as a solution

Considering spatial data sources, Cuno et al. [52] classified different data sources for
an Urban Data Space. They categorize the source of data into 8 classes: (1) official
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institutional, (2) enterprise, (3) research, (4) personal, (5) behavioral, (6) freely available,
(7) commercially available, and (8) internally available. Looking at this classification
scheme, it is obvious that some of the classes have clear data ownership, (1), (2), (4), (8),
while some of the classes have arguable ownership, (3), (5), (7). For example, personal
data are subject to data production regulations (especially in the EU and North America).
Third parties require the data subject’s consent to store and process the data. In addition,
physical persons have the right to inspect the data and to initiate its removal from third
parties’ central servers. Freely available data can be discussed under open data sharing
policies.

In order to use DSDS to share each category of the above data a different approach is
required. In categories such as (1), (2), and (8) depending on the policies of the data owner
they might opt to use DSDS. However, to share data that includes personal information,
or collective information DSDS can be used. Take personal data for example. Users
will be able to share their identity, location, and other related information in distributed
social media. They are able to store and retrieve their location information with different
resolutions on the P2P networks and encrypt them with their own private keys. Only
contacts that are allowed to access a certain level of privacy can access the specific geo
data resolution (See [120] for storage and retrieval of user location with dynamic geoprivacy
from distributed networks). Figure 2.4 (c),(d) shows a simplified architecture of personal
data storage using distributed systems.

Research data is another category that usually includes shared data ownership between
different stakeholders under various license terms. This information can be another good
example of using the DSDS model. However, the complexity of the models can increase
as the licensing terms get more complicated. Figure 2.4 (a), (b) shows the architecture
for storing such information. As the figure shows each stakeholder in the research data
encrypts data and stores them on the IPFS network (Steps 1 and 2). The IPFS Hash will
be later stored on a blockchain alongside the access level and related metadata (Step 3). A
research data gateway will be responsible to index existing datasets on the blockchain and
providing a method to query data from the blockchain (b). A user who wants to access
the shared data needs to first find the IPFS Hash of the dataset. This can be done using a
research data gateway or querying blockchain directly. In this step the user’s access level
can be examined in the blockchain level. Once they get a hold of the IPFS they need to
decrypt the data from the dataset. The decryption can be done either by directly inquiring
about data from stakeholders, requesting blockchain, or research gateway. However, more
in-depth access control methods are required for such architecture.

A distributed ledger structures a series of transactions/blocks which can then be used
to trace any changes made to the data. An example of such a use case is traceable logs for

30



health data management by [160, 194, 36]. Similar mechanisms, like [300, 58] or [213], can
be used for VGI platforms to provide an immutable trace of the collected data since the
rights to the collected data can be preserved for the collector. An example of copyright
preservation for shared spatial data using IPFS and blockchain can be found in work done
by [300]. The benefits of the DSDS for VGI platforms can be as follows: (1) Provide an
immutable trace of the changes in GI and as a result, clear data ownership and avoidance
of the wiki effect, (2) provide individual-level control on the data which results in a more
applicable VGI platform for small communities. There are examples of VGI projects (see
[305]) that use a distributed network of nodes to share sensor data. An example of such
project architecture can be found in Figure 2.4 (e), (f). Such approaches use two sets of
blockchains, a full blockchain to retain a history of the sensor data and a user blockchain to
retain only the latest version of sensor data. Spatio-temporal data can be stored on IPFS
and the query process can be done using spatial indexes. A smart contract can handle the
querying data from the IPFS and returning query results to the user node.

In the above examples, smart contracts have been used as a set of functions that
are responsible to perform the business logic of data sharing. They can be used as a
small program to either control access or share the IPFS hashes or provide other logic to
allow adding new blocks to the chain. The current versions of the popular programming
languages for smart contracts such as solidity do not support native geometry objects. In
order to use geographic data in the smart contract we can Discrete Global Grid Systems
(DGGS) based geo hashes to perform geographic analysis inside these applications without
the need to transfer/process high-resolution geographic information. In addition, it is
possible to perform algebraic functions in the smart contracts which makes it possible to
use regular geometry objects. Table 2.2 shows a summary of the different types of datasets
and potential approaches to share them using DSDS.

2.5 GIScience research in DSDS

Distributed systems provide a transparent decision-making process by facilitating coordi-
nation and trust, and by addressing the corruption inherent to decision-making in different
organizations [279]. For example, see the work done by Farnaghi et al. [81] in which they
used smart contracts for a transparent and participatory site selection. They and other
authors show that smart contracts can increase the openness, transparency, and account-
ability of participatory planning processes by democratizing data access and keeping trans-
action histories on every node [12, 257, 197]. Similar work has been done in [154, 172, 171]
which have used distributed ledgers in PGIS projects. It is required to provide trans-
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Type of the data Sharing Approach Addressed challenges

official institutional Centralized Authority

enterprise Centralized Authority

commercially avail-
able

Centralized Authority

internally available Centralized Authority

Research including
PPGIS and VGI

Store on IPFS and use blockchain
for access control and licensing of
different stakeholders

Access control Trans-
parency for PPGIS Projects
Monetization of the contri-
bution for VGI

Personal and Commu-
nity of Interest data

Store on IPFS and blockchain
with decryption

Personal Data access con-
trol Transparency at the
community level

Behavioral

Once the data product producer
accesses the personal data then
can generate a new product and
that product can go under other
types of data

Trust and access control

freely available
Can be shared on IPFS without
any decryption, However, it needs
data access gateways

Transparency

Table 2.2: Different types of datasets and potential approaches to share them using DSDS.
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parency about the technology and the ways the technology itself ensures the traceability
and immutability of the data. Once the internal mechanism of technology is transparent
it will be able to provide a trustworthy backbone to the PPGIs and VGI projects.

There are also technical limitations in the distributed data sharing platforms which
require more research. Spatio-temporal query processing is one of the issues which needs
to be addressed. Currently, many P2P networks such as IPFS are used as storage entities.
sharing geographic information at the feature level needs a method to address data retrieval,
querying and transformation over P2P networks. This requires the development of methods
for indexing multidimensional data on distributed networks that are capable of addressing
range and k-nearest-neighbour queries, while also capturing the locality and directionality
of the multidimensional space (e.g see [135, 136] ). P2P multidimensional query processing
refers to the execution of advanced query operators over multidimensional data stored in
a distributed system [264].

Another part of the technical aspects of the GIScience research of DSDS is the need
to develop standards and protocols to share geographic information. These protocols can
vary from the low-level object definition to the higher level of distributed web APIs. In
DSDS the shared information is in a very heterogeneous format. Geographic information
representations of phenomena in DSDS need to be handled using data models that are
capable of representing complex geometric, topological, and semantic elements (e.g see
[43, 270] for other representations of geographic information) and be able to provide a
level of the data masking to be able to use it as a privacy related concerns. At the higher
level, there can be standards to look at the entire P2P network as one entity and perform
spatial processing using the nodes and receive the processed data instead of just receiving
raw data itself. However, distributed data processing has been studied on traditional P2P
networks for many years but with the current advantages there might be need to revisit
the previous approaches.

Moving toward a distributed model of spatial data sharing requires the ability to share
different data from different sources and standards with DE platforms using a distributed
approach. The use of emerging data models and technologies in DEgital Earth (DE) such
as DGGS means the sharing of spatial data between different providers can be facilitated.
Figure 2.5 shows the potential relations between DE, SDS, and SDI. SDS is the connecting
bridge between DE and SDI. However, SDIs are often seen as contributors to the vision
of DE [193]. Despite their common components, an SDI acts mainly as a data collection
coordinator and can also provide guidelines for communications between different data
owners and data customers. In addition, the role of DGGS as a data model to share
and integrate data from different sources can be seen as a distributed data model too.
In a DGGS each cell represents a portion of the earth’s surface which can have different
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identities over time.

Another challenge in DSDS is access control and data locality on distributed networks.
Since data are stored on the user’s devices it is required to develop protocols to provide
access control based on the user’s criteria (such as the user’s friendship status or distance
in the social network context). Distributed geoprivacy is another concept that needs more
study. Once users are sharing their location with another node, they should be able to
have a dynamic geoprivacy setting. Blurring geographic data in the context of distributed
networks can be done by using other nodes in the network or by simply sharing data over
the network with lower precision.

In order to provide a comprehensive data sharing platform, it is also required to have
distributed license management systems and distributed data gateways/ marketplaces.
License management systems can allow users to assign different licensing to the shared
data and don’t need to comply with the data sharing platform’s license. These systems
can store (key, value) pairs on the blockchains where the key is the IPFS hash of the stored
information and the value is the licensing method attached to that particular dataset.
Since IPFS hashes can be deconstructed into the feature level the licensing can also be
at the feature level. Due to the limitation of the search engines on the IPFS network,
it is required to have gateways to access the datasets. These gateways can also act as
marketplaces where users are able to monetize their contributions on different platforms.
For example, [58] has used content-based addressing methods and proposed a global data
market with the goal of making contributors the stockholders in the dataset(s) they create.
On their platform, the ownership of the data initially belongs to the nodes who created
the data. The owner is then free to transfer the ownership of the data to others. In
addition, they have also provided a mechanism whereby the data owner is rewarded when
their data set is used. Another similar data marketplace platform for urban applications is
also developed by [213]. Such platforms clearly define and enforce information ownership
[287]. Similar initiatives also help to increase collaborative projects, leading to improved
data sharing, improved data quality, and improved decision-making [109].

A first requirement to make an accessible DSDS is the technical aspect of the availability
of the tools for the P2P networks. IPFS is one of the accessible P2P networks, and the
community behind it, which provides many tools and SDKs to connect to the network
and work with it. The recent native support of the browsers for IPFS helps to solve
this gap between developers and users. Smart contracts are also lacking native support
for geographic analysis, which requires users to use alternative methods such as geohash
to work with geographic information inside the smart contracts. Another requirement is
education and knowing how these technologies work. This can help in two ways. First,
it helps with the developers and eases the process of integration and sharing geographic
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Aspect Requirements

Social

• Transparent documentation about the internals of available tools
such as IPFS

• Make a differentiate between cryptocurrency and distributed tools

Technical

• More multi-platform SDKs to communicate with P2P networks.

• Research on query processing of spatio-temporal data on dis-
tributed networks

• Developing Geo-enabled smart contracts

• More research on access control methods on distributed networks

Table 2.3: The requirements to have an accessible DSDS .

data on the P2P networks and blockchains. Second, it helps with the transparency of
the technology, which helps to build trust in the technology. Table 2.3 summarizes the
requirements for an accessible DSDS.

2.6 Conclusions

Sharing distributed geographic information is becoming an effort visible across different
scales- from global collaborations such as digital earth and global earth observation systems
to small, individual-scale data sharing over time [283]. Data ownership and access control
are two key aspects driving changes in the data sharing environment. Data ownership
as the right to control data can be considered a reward for the data collectors in SDS
[260]. Ownership of the data can be compensated to the data providers for sharing it.
As a result, incentives can improve data quality by providing responsibility and liability
for data collectors [263, 38]. We believe that in the current era of big geographic data
collection, distributed data sharing and processing is necessary. There must be protocols
in place to share, integrate, and process distributed data.

In this work, we addressed the current status of data ownership and access in different
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SDS models and demonstrated how a transition to DSDS addresses some of the existing
challenges. Distributed systems provide scalability, no singular point of failure, ownership,
trust, and transparency. The storage, distribution, and manipulation of spatial data are
changing from a fully centralized approach (i.e., controlled by the government and/or
corporations) towards a distributed, individual spatial data sharing approach, though this
approach remains technically challenging. Distributed technology is in its early stages, and
it requires the development of tools/methods and algorithms to handle, share and query
geographic information. Once developed, it will be possible to contrast DSDS against other
data systems, and thereby evaluate the practical benefit of such systems. A distributed
data sharing platform not only needs a standard to share data between different users but
also requires a data model that can integrate different spatial data from different sources
and various accuracy levels. Such standards must be in alignment with multiple sharing
platforms and frameworks.

A distributed framework for spatial data sharing is not the only solution to the afore-
mentioned challenges, but it provides a user-centered approach to address some of them.
As mentioned previously, technology is only one piece of the data ownership and control
puzzle, albeit a critical element. It should be noted that distributed data sharing is not
a universal solution. Many types of authoritative or proprietary data sets (e.g., geodetic
control, cadastral boundaries, municipal addresses) will continue to require centralized ac-
cess and authoring control for social, competitive, or legal reasons. In this light, DSDS and
centralized systems are complementary and together enable more fine-grained and flexible
data governance architectures. For example, in the digital earth context, a mix of dis-
tributed and centralized systems can be used depending on the type of data being shared
(e.g., a DEM vs a social media activity, etc.).

To sum up, we define DSDS as a new data sharing model in which individuals are
active in all dimensions of data sharing: as producers, controllers, and users. The data
are stored, controlled, and maintained by the data producer. The ownership and license of
the data can be transferred to other users without the need for data intermediaries. The
immutable spatial data are stored on a distributed file-sharing network, while the access
rights, state transitions, and version history are managed by smart contracts and stored
on a blockchain.
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Figure 2.4: The proposed architecture of a decentralized model of data storage for (a),
(b) Research Data, (c), (d) Personal Data, and (e), (f) VGI platform. The left column is
the process of sharing data from the data owner’s perspective and the right column is the
process of sharing data from the data user’s perspective

37



Figure 2.5: The interrelation of spatial data sharing, Digital Earth frameworks, and SDI
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Chapter 3

DSTree: A spatio-temporal indexing
data structure for distributed
networks

Abstract The widespread availability of tools to collect and share spatial data enables
us to produce a large amount of geographic information on a daily basis. This enormous
production of spatial data requires scalable data management systems. Geospatial architec-
tures have changed from clusters to cloud architectures and more parallel and distributed
processing platforms to be able to tackle these challenges. Peer-to-peer (P2P) systems as
a backbone of distributed systems have been established in several application areas such
as web3, blockchains, and crypto-currencies. Unlike centralized systems, data storage in
P2P networks is distributed across network nodes which provides scalability and no single
point of failure. However, the management and processing of queries on these networks
have always been a challenge. In this work, we propose a spatio-temporal indexing data
structure, DSTree. DSTree does not require additional Distributed Hash Trees (DHT) to
perform multi-dimensional range queries. Inserting a piece of new geographic information
updates only a portion of the tree structure and does not impact the entire graph of the
data. For example, for time-series data such as storing sensor data, the DSTree performs
better. Despite the advantages of our proposed framework, challenges remain. We conclude
that more significant research effort from GIScience and related fields in developing decen-
tralized applications is needed. The need for the standardization of different geographic
information when sharing data on the IPFS network is one of the requirements.
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Keywords: spatio-temporal indexing, temporal topology, query processing, IPFS, dis-
tributed systems, smart contracts, blockchain

3.1 Introduction

With the advancement of Internet-based services and sensors, such as the widespread adop-
tion of GPS-based sensors, location-based services, improvements in computational data
processing, and satellite imagery, a large amount of novel spatial information is produced
daily [108]. The widespread availability of tools to collect and share spatial data enables
individuals and small communities to produce their own digital spatial content (e.g., Open
Street Maps contributions have tripled between 2012 to 2017 [7]). This enormous pro-
duction of spatial data requires scalable data management systems [66]. The data infras-
tructure technology supporting spatial data management and processing has changed from
standalone relational database systems to spatial data warehouses that support a variety
of data formats and analytical workloads [2] and from centralized infrastructures to decen-
tralized and Peer-to-peer (P2P) systems. New data structures have been proposed such
as (e.g., HDF [112], Data-Cubes [168], Geoparquet [101] ) and spatial data management
and analytic frameworks (e.g., Apache iceberg [124], Digital Earth [106]) have emerged to
manage and perform analysis on large-scale, high temporal and spatial resolutions.

Geospatial architectures are another area of technological change developed to handle
spatial data management challenges. They have changed from clusters to cloud architec-
tures and more parallel and distributed processing platforms (e.g., Spark [291], Hadoop
[71]). Peer-to-peer (P2P) systems have been established in several application areas. In
the past decade, P2P systems have been used widely in web3 [16], blockchains [192] and
crypto-currencies [187]. The combination of P2P file-sharing systems with blockchains
provides scalability, security, immutability, and append-only attributes for sharing infor-
mation amongst nodes on a network [121]. These attributes make P2P networks suitable
for content distribution and service discovery applications (see [65, 286, 70, 1]). However,
the main limitation of existing systems is they can only locate data on the network based
on a key value using DHT [49]. While DHTs have been used as a main building block
for P2P applications, they are seriously deficient in one regard: they only directly support
exact match queries [212, 116, 115, 253]. The multi-dimensionality of spatio-temporal data
is one of the big challenges in retrieving and querying these data in P2P networks. When
querying spatio-temporal data, the ability to perform range queries is required, and it is
not currently supported. The rapid increase in spatio-temporal data collection needs a
new auxiliary indexing structure. These indexing structures are responsible for tracking
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the behaviour of moving objects through space [280, 182]. These indexing methods al-
low P2P architectures to find and retrieve contents based on the user’s filters and address
more complex data sharing needs, facilitating data management, query processing, and
delivering data to the end-user.

While much work has been done towards expediting search in file-sharing P2P systems,
issues concerning spatial indexing in P2P systems are significantly more complicated due
to cases such as overlaps between spatial objects, avoidance of data scattering and the
complexity of spatial queries [183]. One-dimensional data mainly have been queried using
DHTs in P2P networks [185, 240, 218]. DHTs are not yet designed for complex spatial
queries (e.g., range query, k-nearest neighbor query), and only support the location of data
items based on a key value (i.e., equality lookups) [159, 49]. For multi-dimensional data,
there have been multiple approaches, including partitioning data into one-dimensional
indexes using space-filling curves or kd-tree-based methods and indexing them using DHT
methods (e.g. [296, 176, 134]). These methods usually work best with static data, and
dynamic content relocation (locality) is dependent on the accuracy of space-filling curves
[134].

The second approach is to use multiple DHT in the network (e.g. [248, 62, 29] ). These
methods need a higher level of network and node structure manipulation and are not com-
monly used in large-scale projects due to interoperability limitations of such approaches
[235]. A third approach is to construct traditional indexes that have been used in central-
ized environments and distribute these indexes on the P2P network (e.g., [127, 49, 90, 212]).
This approach can be done by constructing a tree and splitting it into parts and maintaining
parts of semi-independent trees at each peer. Prefix Hash Tree (PHT) [212] and similarly,
P-Tree [49] uses the same approach by storing a fraction of the overall tree on each peer.
In PHT each node of the tree is labeled with a prefix which is defined recursively. Given a
node with the label l, its left and right children are labeled as l0 and l1 respectively. This
pattern constructs a tree structure and enables range queries on a dataset [212].

In this work, we propose a spatio-temporal indexing data structure that works in the
data layer and uses a distributed InterPlanetary File System (IPFS) network. Our method
is closer to the approach of Ranabhadran et. al. [212] and does not require additional
DHT to perform multi-dimensional range queries. The rest of this paper is divided into
two main sections. First, we introduce the Distributed Spatio-Temporal Tree (DSTree) as
a data structure to perform range spatio-temporal queries on a dataset and we check its
features and performance by comparing it to other existing trees. Second, we will look at
the integration of DSTree with distributed networks and propose a system architecture to
perform queries on the IPFS using DSTree.
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3.2 Spatio-temporal data indexing methods

P2P multidimensional query processing refers to the execution of advanced query operators
over multidimensional data stored in a distributed system [264]. The retrieved data from
a query should be exact and complete. Exactness means the query result should not be
approximate. The retrieved data should exactly belong to the query results set. This means
that if we run a query on the same dataset on a centralized system the results should be
exactly the same as when we run a query on the distributed system. A basic element of
geospatial technology can be defined as three main components including location in space
and time, and attribute of that location in space-time [56]. In this work, our focus is to
retrieve a geographic object based on space or time queries.

The spatio-temporal indexing methods in central systems are mainly performed at an
abstract level (Figure 3.1). They are used to improve query performance on the datasets.
These indexes usually work as a separate layer on top of the data layer itself. Queries are
usually performed against the indexes and then the actual reference to the geographic fea-
tures are then retrieved from the index (See figure 3.1 right). In contrast, our method stores
data on the nodes on the network using spatial indexing methods in both abstract and
physical storage layers. For example, the purpose of indexing can also be to distribute data
that are closer in space, on the nodes that are closer in the network (e.g. [49], (See figure 3.1
middle)). Through the last couple of decades, many spatio-temporal access methods have
been developed. There have been several approaches for spatio-temporal indexing so far
(see [91, 280, 292, 204, 250, 182, 169, 117]). Handling temporal data in GIS ranges from
time-stamping GIS layers (e.g. [10] ) to more object-oriented approaches such as time-
stamping events and processes (e.g. [206] )[292]. Another category of spatio-temporal
models is trajectory-based access models which track the changes in the geographic object
typologies over time (see [169]). In central systems indexing models such as OCT-tree
[126] are sometimes used to process spatio-temporal queries (see [295, 169, 302]). In using
OctTrees for indexing spatial data each geographic object is considered as a cuboid. The
spatial dimension of the data is considered as two dimensions of each cuboid. The third di-
mension of a cuboid is considered a time interval. There have been some newer approaches
to the query process of spatio-temporal data using blockchains. For example, [211] used a
block-DAG-based index traversal algorithm, to handle spatio-temporal queries on a block-
DAG. However, the main issue with the blockchain-based spatial-temporal indexes is the
limited data storage capability on the blockchains [303].

A decentralized spatial indexing technique must be scalable enough to be able to handle
hundreds of thousands of peers and also dynamic enough to deal with peers joining/leaving
the system anytime. Another feature of such structures is their ability to preserve the lo-
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Figure 3.1: Abstraction levels of geographic information. Spatial indexes cluster units of
GI at the abstract level and it is used at the storage level in the different architectures.
The Spatial Index maintenance is handled by RDBMS [207] (Left) or super nodes (Middle)
in some studies (e.g. [49]) or using proposed blockchain-based (Right). In the proposed
model each node maintains a spatial index and the latest version of the index is always
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using IPFS.
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cality and the directionality of multidimensional information. Locality implies that neigh-
boring multidimensional information is stored in neighboring nodes, while directionality
implies that the index structure preserves orientation. The notions of locality and direction-
ality are very important. If an index structure preserves these properties, then searching
in the index corresponds to searching in the multidimensional space, which can highly im-
prove query evaluation cost[183]. R-tree-based indexes can efficiently answer various types
of multidimensional queries, especially range queries [162]. In addition, a spatio-temporal
indexing method is required to support two types of topological relations. The first set
of topological relations includes temporal typologies which are based on Allen’s temporal
algebra covered in [4, 89]. These relations include 7 typologies which are briefly explained
in Table 3.1. A time interval for Geographic Information (GI) can be defined as the du-
ration in which a GI feature exists with a fixed state. This interval can be as small as a
few milliseconds that it takes to collect a GI feature or can be a considerably longer time
period such as geological land classifications or land cover. Defining time intervals and
how a GI can be attached to a newer time interval depends on the context of the study.
The second type of topological relations which needs to be addressed by a spatio-temporal
indexing model is spatial topology.

Each indexing method is optimized for specific types of queries. Our proposed method
is more suitable for the storage, query processing, and retrieval of log-based data. These
data are produced over the time that different events happen. An example of such data
is data that are being collected from a sensor over time or a VGI tool to share images
from different locations by users or even open data which are being shared by different
government departments such as crime data that are being shared by the police. Each of
these datasets can have different access levels, and geoprivacy levels and are being collected
over time.

3.3 DSTree: A spatio-temporal index

A unit of geographic information (GI) in our model is defined as a spatio-temporal object
which can be represented as the form of

Gid(GI,GIMBR, GIT ime−Interval)

where Gid is the identification of the object. GI is spatial location l, including longitude
and latitude (GIx, GIy) along x and y dimensions in the interval GIT ime−Interval. Each GI
also has a set of attributes, p, associated with it, and a Minimum Boundary Rectangular
(MBR), GIMBR, in which is constructed based on its location, l.
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Table 3.1: Temporal algebra introduced by [4]. X (line border) is time interval of the first
GI and Y (dashed border) is the time interval of the second GI

Time direction→ X in relation to Y Y in relation to X Condition

equal (=) equal (=) Xt1 = Yt1&Xt2 = Yt2

meets (X m Y) is met by (Y mi X) Xt2 = Yt1

overlaps (X o Y) is overlapped by (Y oi X) Yt1 ≤ Xt1 ≤ Yt2

during (X d Y) contains (Y di X) Yt1 ≤ Xt1 ≤ Yt2&Yt1 ≤ Xt2 ≤ Yt2

starts (X S Y) is started by (Y Si X) Xt1 = Yt1

finishes (X F Y) is finished by (Y Fi X) Xt2 = Yt2

precedes (X < Y) is preceded by (Y > X) Xt2 < Yt1

i stands for inverse
X = [t1, t2] and Y = [t1, t2] are two intervals. t1 is called the low end point and t2 is called the
high end point of the interval

DSTree is a two-level tree structure. The approach of DSTree is closer to the work
done by [210, 242, 249]. They constructed a multilevel tree structure to improve the
query process of trajectory data. In [210]’s method they have formed a global space-time
subdivision scheme. [242] combined two trees, an R*-Tree, and a kd-Tree, to improve the
query process in the centralized machines. Tao [249] also used a series of temporal quad-
Trees to handle interval queries in centralized systems. In a DSTree an Interval-Tree [60, 46]
is used as the top part of the tree, and a quad-Tree [82] is used at the bottom part of the
tree. The interval tree is responsible for temporal queries and the quad-Tree is responsible
for performing the spatial part of the queries. We define a time-interval as a pair of real
numbers [t1, t2] where t1 < t2. [t1, t2] can be represented as {[t1, t2]|t ∈ R : t1 ≤ t ≤ t2}.
The different variants of the interval-trees are capable of supporting open and half-open
intervals. Interval trees are optimized for querying of the intervals which overlap with
a given interval, but, can also be used for point queries. Having the ability to query
overlapping intervals allows us to query based on the temporal topology in Table 3.1.
During each time-interval we assume that GI state does not change.

3.3.1 DSTree index

When constructing a DSTree it is possible to partition data into spatio-temporal chunks
and assign a unique id to each portion of the data. The proposed DSTree indexes are
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Figure 3.2: An example of DSTree Index. Part A is Interval-tree index. Its length is equal
to the Temporal level (T). Part B is a quad-tree index.

composed of two parts (See Figure 3.2). The first component (A) is called interval-tree
index and the second component (B) is called the quad index. The interval-tree is a binary
tree so each node can have only two children. By assigning 1 to the right child and 0 to
the left child a series of IDs will be constructed. The length of digits in the interval-tree
portion of the index equals Temporal level (T). The second section of the DSTree index is
a quad index. Each node in a quadtree consists of 4 children. Each child can be assigned
an index from 00, 01, 10, and 11 and it can construct the quad index. Figure 3.3 shows
the DSTree index corresponding quad-tree indexes. More details about the parts adhere
to the specification in Figure 3.2. The top part of the DSTree is a regular Interval-
tree. However, the depth of this tree is controlled by a parameter called Temporal level
(T). T is responsible for balancing between the top-level tree and the bottom-level tree.
Once the top interval-tree is constructed the GI in the leaves (Each leaf includes n GI)
is used to construct a quad-tree. As a result, we will have one quad-tree at each leaf
of the interval-tree at the level of T . Regular quad-trees always have an extent equal to
the minimum boundary box of the GI inserted into the tree. However, in a DSTree, all
of the quad-trees should have the same extent, e.g., equal to (−180◦,−90◦, 180◦, 90◦) in
geographic coordinates. Having the same spatial extent bottom part of DSTree allows
us to query data across all of the interval-tree leaves. Figure 3.3 shows an example of
constructed DStree. Figure 3.4 shows the points which are used to construct that tree and
their relative location and time-interval. Figure 3.2 details an index entry.

Insert In order to insert Gid(GICID, GIMBR, GIT ime−Interval) into a DSTree, a two-step
process is required. First, we need to find the proper node on the interval-tree part of the
DSTree that Gid can to be added. Afterward, we will add the Gid to the proper quad-tree
leaf using GIMBR. To do so we first get the low value of the interval at the root of DSTree.
If the root’s low value is smaller than GIT ime−Interval’s low endpoint, then the new interval
goes to the left sub-tree, otherwise, the new node goes to the right sub-tree. We continue
the same process until the sub-tree level is equal to the Temporal level (T) parameter of
the DSTree. Once the node is selected if there is already a quad-tree in the node (node
is spatial) we insert the Gid to the quad-tree using its GIMBR parameter. If the node
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Temporal Level (T)

Interval Tree Quad Tree

[GI Object]

Figure 3.3: An example of DSTree Constructed from a set of sample points. Each DSTree
has a temporal (Interval-tree) component and a spatial (quad-tree) component. The final
graph will be a stack of quad-trees on top of each other

is empty we generate a new quad-tree and proceed with adding it. Adding Gid to the
quad-tree is similar to the regular quad-tree insert (e.g see [82]). Once all the steps are
done we update the max value of the ancestors of interval-tree portion if needed.

Delete Deleting items from DSTree is a relatively complex process due to the complex-
ities of removing intervals from a regular interval-tree. After deleting an Gid from the
DSTree, if the node containing that Gid contains no more objects, that node may be
deleted from the tree. This involves promoting a node further from the leaf to the position
of the node being deleted which results in the reconstruction of the top part of the DSTree
(For details about deleting items from interval-trees see [46] pages 348-357).

Query A spatio-temporal range search is a query of geographic objects that intersect with
a boundary box, S = (Minx,Miny ,Maxx,Maxy), in two-dimensional space and also is in
a temporal topological relation, TP , with a time interval,I[t1, t2] [74]. There can be three
main variations of queries a DSTree which include queries with both temporal interval and
spatial extents, queries with only temporal interval, and queries with only spatial extent.
Here we only cover the first variation. The approach to those two variations is similar and
explained in more detail in Figure 3.7. In order to perform a spatio-temporal range on a
DSTree it is required to first query the interval-tree portion of the DSTree. If I is in TP
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Figure 3.4: Spatial and temporal location of the points in the Figure 3.2. On the right side
the DSTree-Index related to each section of the graph is listed

48



relation with the root’s interval, we add the root’s interval to the candidate nodes list. If
the left child of the root is not empty and the max value of the sub-tree in the left child is
greater than I’s low value, recur for the left child otherwise recur for the right child. Once
the candidate nodes are selected, if the selected nodes have a quad-tree as their sub-tree,
we perform a quad-tree search for S, otherwise, we only check for the intersection of the
selected node with the boundary box, S.

DSTree construction from bulk data Since DSTree is a two-level tree the perfor-
mance of the insert, delete and construction of the tree depends on both the top level
and bottom level of the trees. Construction of the DSTree from scratch for bulk data is a
relatively straightforward process. First of all, an interval-tree is constructed based on the
existing data. Once data are inserted into the hierarchical node structure, the algorithm
traverses down from the root of the interval-tree until the tree level equals the Temporal
level (T). Once the appropriate level is detected in the interval-tree all of the items under
sub-trees (left and right branched) of the selected node are collected into one single node
and a quad-tree is constructed in that node.

3.3.2 Performance metrics

The behaviour of the proposed tree structure is measured using a number of experiments
with real data. These experiments are intended to reflect the conditions of the common
tasks involved in spatial and temporal queries of the data. Results of multiple models
compared to the method proposed. In the first set of the experiments data on the occur-
rence of crime from the Waterloo Regional Police Service 1 are used. This data details all
the police-reported occurrences for the calendar year. The time frame of this data is from
2017 to 2022. The data includes occurrence data and time, response time, and geographic
coordinates of the occurrence. In this experiment, only the location of each event and the
response time of each event is used. In order to have a comparison between DSTree and
the other existing models, we have used three other methods to process spatio-temporal
queries. In choosing each method, the availability of source code to perform the tests were
considered. OCT-tree is one of the methods which is used in the experiments similar to
the work done by [295, 169, 302] in which the third dimension of cuboid data is considered
as the time-interval (source code available at [102]). The second access method used is a
regular quad-tree (source code available at [99]). In this method, only a spatial query is
performed and then to get the exact result set, all the results from the spatial query are

1https://www.wrps.on.ca/en/about-us/reports-publications-and-surveys.aspx
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tested to filtered based on the temporal parameters. The third method is an Interval-tree
(source code available at [97]). In this method, in contrast to the quad-tree method only a
temporal query is performed, and once the results are extracted from the tree structure the
spatial filter is applied to them to get the exact results. The above experiment is applied
to the batches of 50k, 100k, 200k, 400k, 800k, and 1million points. Each test was executed
5 times then repeated 10 times and the average time of the execution was measured. The
spatio-temporal query was constant over the entire experiment. Figure 3.5 show the results
of this comparison. The main query for these different models is defined as follows:

Find the events where their location has an Intersection topology relation with an extent
equal to

SpatialExtent = (
Maxx −Minx

4
,
Maxy −Miny

4
, 3× Maxx −Minx

4
, 3× Maxy −Miny

4
)

and their response time has a topological relation T with a temporal extent of

TemporalExtent = [
Maxt −Mint

4
, 3× Maxt −Mint

4
]

where Maxx,Minx,Maxy,Miny are the spatial extent of the entire dataset and Maxt,Mint

are temporal extent of the data and T is the temporal topology from table 3.1

The second experiment is with the number of visited points in order to answer a constant
spatio-temporal query. In the experiment only objects that the index traverses and are
checked to answer each query are counted. Figure 3.6 shows the results of this experiment.

As Figure 3.5 shows DSTree shows a good performance for query processing in medium-
sized datasets compared to other types of indexing methods. The metrics of the DSTree in
all of the 6 temporal topologies are close to the Quadtree method. Oct tree and Interval
tree also show close performance metrics. In Figure 3.6 the number of the points which
are visited during the queries is shown. In this figure, DStree has fewer visited points
compared to QuadTree. The reason why they have close metrics is that the Quadtree is
less computationally heavy compared to DSTree.

3.4 IPFS

The first generation of P2P systems, namely file-sharing applications such as BitTorrent,
support only keyword lookups and mostly provide no load balancing. The second gen-
eration is mainly structured P2P systems supporting basic key-based routing [159]. The
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Figure 3.5: The query processing time for different spatio-temporal access methods. The
spatial and temporal extent of each query remained constant. The results are measured
for 6 different temporal topologies.
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Figure 3.6: Number of the visited points in each model to answer a spatio-temporal query.

Figure 3.7: Three main scenarios to process queries using DSTree. Top: When a user
requests only a spatial range in which we search all the quad-trees in the DSTree. Middle:
When the user queries spatial and temporal ranges together, DSTree first queries interval-
tree part of the graph and then searches quad-trees that exist at the bottom of those
candidate nodes. Bottom: Cases user only provides a temporal range. As a result, we only
search Interval-tree part of the DSTree and then simply query the root of the Quad-tree
in each candidate node.
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InterPlanetary File System (IPFS) is a protocol and a P2P network for storing and shar-
ing data in a distributed file system. IPFS uses content-addressing to uniquely identify
each file in a global namespace connecting all computing devices [18]. Each file on the
IPFS network has a unique hash address which is used as a reference to request it from
the network. Any user in the network can serve a file by its content address, and other
peers in the network can find and request that content from any node that has it using a
distributed hash table (DHT)[306].

At its core, IPFS is built on top of a data structure called The InterPlanetary Linked
Data (IPLD) [18]. The IPLD model is a set of specifications in support of decentralized
data structures for the content-addressable web. Content IDs (CID) are hashes generated
to allow the user to interact with IPFS in a trustless manner and recover their data. IPLD
deals with decoding these hashes so that users can access their data. When new content
is added to the IPFS network, that content is separated into several chunks and stored in
different blocks. To reconstruct the whole file, a Directed Acyclic Graph (DAG) connects
each bit of content together. In a DAG, we can only move from parent nodes to child nodes
as each edge is oriented. Hierarchical data in particular is very naturally represented via
DAGs.

IPLD creates a series of links to data internally but also allows users to create those
links themselves through simple data structures that can be stored on IPFS. This capability
allows us to store a DAG graph (in our case a DSTree) on IPFS. This capability allows
users to request a portion of the data from the network without the need to download the
entire dataset. For example, a user is able to store a graph shown in Figure 3.3 as an IPLD
object as shown in Table 3.2. IPLD’s capability to store and retrieve DAG graphs allows
us to store spatio-temporal data as a graph structure and as a result, we can request them
based on the query parameters. DSTree only keeps a CID reference to the actual feature
in each tree leaf. So depending on the query parameters we only need to retrieve a portion
of the GI or specific subtree of the DSTree. For example, a DSTree leaf can be addressed
as

DSTreeCID/Interval-treeindex/quad-treeindex/

where DSTreeCID is the CID of the root of the DStree, Interval-treeindex is the interval-
tree portion and quad-treeindex is the second portion of the DSTree index. Under each leaf,
there will be a series of GI objects. Each GI can be stored separately on IPFS and its own
CID, GICID, can be used as a reference to the object itself. So to access a single feature
we can use an IPFS Address similar to DSTreeCID/Interval-treeindex/quad-treeindex/GICID.
Note that GICID is generated based on the content of the GI by IPFS and to have access
to it we need to query it from DSTree.
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Table 3.2: An example how IPFS stores a DAG graph (based on the graph in Figure 3.3)
and how to request a portion of the graph from the IPFS.

IPFS Address DAG result IPFS Address DAG result

Qmb...R Returns entire
graph

Qmb...R/11 Returns Root/11/

Qmb...R/11/111111 Returns all
features under
Root/11/111111

Qmb...R/11/111110 Returns all
features under
Root/11/111110

Qmb...R/10/1011/
Qmb...d

Returns a single
feature under
Root/10/1011/
leaf

Qmb...R/10/1011/
Qmb...c

Returns a single
feature under
Root/10/1011/
leaf

Qmb...R/metadata Returns entire
metadata object

Qmb...R/metadata/
key1

Returns key1 un-
der metadata

Qmb...R is DSTreeCID which is a hash generated based on the root content of
entire DAG graph from the DSTree
Qmb...d or Qmb...c is a GICID which is a hash generated based on the content of
single GI object.

3.5 Distributed network integration

In order to process queries on distributed networks (in our case IPFS) it is required to
store data in a DAG format. We use DSTree to construct a DAG graph and once the
tree structure is constructed an IPLD graph is formed from the DSTree graph. Then the
IPLD object is stored on the IPFS network and a CID of the uploaded contents is used
as a root gateway to access the entire tree structure. DSTree in this system acts as the
main index structure to perform and answer spatio-temporal queries. Since DSTree is an
indexing structure it does not store the actual GI. It only stores the CID of each individual
GI as a reference to the object itself. This provides a lightweight graph that can be used
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by each client.

Data Management As mentioned earlier the DSTree only stores a CID reference to the
actual GI. The GI can be in any format (e.g., geojson, topojson, or other feature-level stan-
dards). In constructing the DSTree each GI first is uploaded on the IPFS as a regular file or
IPLD object. Then for each GI, we will then have a set of (GICID, GIMBR, GITime−Interval).
This Object is then inserted into a DSTree and the related DAG graph is then constructed.
Once all the GI objects are added to the DSTree the graph structure is converted to an
IPLD object and is uploaded on the IPFS and the pair of (DSTreeCID, DSTreeMetadata)
will be shared between users.

Metadata Metadata is usually defined as data about data [47]. In order to provide in-
teroperability between different systems it is required to include metadata objects within
shared content. In the DSTree DSTreeMetadata is used to store information related to the
dataset and can include general spatial metadata objects (e.g. see [26, 144, 22]). The
following metadata keys (Table 3.3) are necessary in order to provide minimum interoper-
ability when sharing information using DSTree on IPFS.

3.5.1 Architecture and implementation

The proposed method to process queries on IPFS networks consists of four main compo-
nents. Figure 3.8 shows the flow of the communication between users on a distributed
network in order to query, retrieve and store GI. The start of the data sharing process
on IPFS is with a user, User1, willing to share a GI, (GI,GIMBR, GIT ime−Interval), on the
network. Once the user uploads the GI content on IPFS they use its CID, MBR, and
time-interval associated to it, (GICID, GIMBR, GIT ime−Interval), to construct a DSTree. In
this step, the user is able to keep adding as many GI objects as they want to the DSTree.
Once the construction of the DSTree is finished, the necessary metadata is also added to
the data structure and an IPLD object, DSTreeIPLD, is constructed from DStree’s DAG
graph. The DSTreeIPLD then is uploaded on the IPFS network and the related IPFS root
hash, DSTreeCID, and its metadata, DSTreeMetadata, is retrieved from IPFS. Since the
DSTreeCID is generated by IPFS based on the content of the DAG graph, we need to
share this CID with other users to be able to access the index. In order to share the IPFS
hash with other users a smart contract is used. This smart contract is responsible to keep
a history of DSTreeCID hashes over time and provide the latest DSTreeCID hash to the
users at any time. In our example, a simple smart contract using Solidity is developed and
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Table 3.3: Necessary metadata objects required for sharing DSTree on IPFS

Metadata Key Type Possible/Example Values Description

featureType String
•geojson
•topojson
•dggsfeature

To identify the decoder for reading
GICID

intervalKeys Array[[]] [[1,10],[5,15],[28,20]] Temporal interval keys in order to
decode interval tree index values to
the exact Intervals

temporalLevel (T) Integer 1,2,...,n The interval-tree level before con-
verting nodes to quad-tree root
nodes

featureTypeProperties JSON Variable Each featureType might need spe-
cific details and metadata, they can
be stored as this object.

quadExtent Array[] [−180,−90, 180, 90] The extent of the quad-trees. The
default value is [-180,-90, 180,90] de-
grees in geographic coordinates
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deployed on the Ethereum test network. This smart contract is used in a web application
in order to provide access to the latest version of DSTreeCID hash and its metadata when
a user visits the web application. Once the DSTreeCID hash is added to the smart contract
it will be available to all the users who connect to this smart contract.

If a new user, User2, accesses the smart contract then they will be able to fetch meta-
data and the IPLD DAG graph structure related to the DSTree. Then they will be able
to replicate a version of DSTree on their own local environment and as a result, they are
able to query data from that Index. The result of the query, an array of GICIDs, then are
requested from the IPFS through the query process explained in Figure 3.7.

If the User2, wants to add a new GI, (GI2, GI2MBR, GI2T ime−Interval), to the dataset,
they first add it to the DSTree and then construct a new IPLD graph and upload the
data on IPFS. Since the content of the new DSTree is different from the previous one, a
new IPFS hash is generated and the DSTree2CID is returned to the user. In the next
step User2, connects to the smart contract and adds DSTree2CID as a new block to the
underlying blockchain. At this point all the users will be able to access the updated data,
DSTree2CID, throughout the blockchain. The older version of the DSTree, DSTreeCID,
will also remain on the block history of the blockchain and will be accessible too.

3.6 Discussion

One of the reasons for moving from centralized data-sharing methods to a distributed
method is the increasing amount of data which are being collected on a daily basis. Unlike
centralized systems, data storage in P2P networks is distributed across network nodes
which provides scalability and no single point of failure. However, the management and
processing of queries on these networks have always been a challenge. The proposed method
to share and query spatio-temporal data on distributed networks tackles this issue by
tracking and updating a spatio-temporal index between network users. In this approach,
a blockchain is responsible for keeping a history of different versions of a DSTree index.
Each user is able to replicate a version of DSTree on their own node and run spatio-
temporal queries on the index. Since each user performs the queries on their own side
the indexing tree should check fewer items and support more topology out of the box.
As shown in Figure 3.6 the number of visited items in the DSTree is generally less than
other indexing structures which provides less memory consumption on the client apps.
While octree also visits fewer nodes/items during its query process, its tree construction
is slower ( 20%) compared to the other tree indexes and also it takes more time to answer
the queries (see Figure 3.5) since the internal intersection functions are 3-dimensional.
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Figure 3.8: Query process and publishing spatio-temporal data on the IPFS. It shows the
process of sharing the DSTree index between users using a blockchain, querying the content
from the network by another user, and updating the data on the network
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They can also grow very fast if the time intervals are large [169]. In a single Interval
tree or quadtree approach, the results of the queries need to be checked for the spatial or
temporal topologies accordingly during the post-processing stage. In addition, the DSTree
can handle 6 main temporal topological relations (see Table 3.1) during the query process
without the need to post-process data. Time wise the DSTree also performs well on the
small to average datasets (see Figure 3.5). Update, insertion, and deletion of existing data
is another requirement for the current data-sharing environments. Due to the use of an
interval-tree as the top part of the tree, DSTree is not optimized for the deletion of the
items. Inserting a new GI will update only a portion of the tree structure and does not
impact the entire DAG graph of the data. However, adding data with large intervals in
such a way that the GI temporal interval covers branches from the left to the right side of
the interval-tree can cause a restructuring of the entire tree. For example, for time-series
data such as sensor data or VGI, the DSTree performs better. In our police department
example, the newly reported incidents can be added on top of the DStree and it does not
cause restructuring of the entire tree.

During the update process of the DSTree and publishing the latest version of DSTree
by users there are cases where conflicts may appear. To resolve such conflicts there are
several approaches. The conflict resolution between different versions of DSTree can be
done either on the client side before pushing the latest version on the blockchain or on the
smart contract before saving DSTreeCID. Both of these methods require a mechanism to
detect and address conflicts. Because of the size limitations on the smart contracts, we
are using a client-side conflict detection approach. In this approach, the DSTree graph
is extracted from the latest version available on the blockchain and is compared with the
version of the graph on the client side [147]. If the conflicts in the DSTree graph are
detected (using tools like [98]), the user will need to resolve the conflict and then publish
it on the blockchain. However, this approach needs a trustful user interaction with the
network.

The reason for using quad-trees is that since the root boundary box of all the quad-trees
is constant the quad index part of the DSTree index will always point to the same area
in the geographic space over different time intervals. This provides a faster access method
and the capability to exchange the quad-tree with a Discrete Global Grid System (DGGS).
DGGS grid, similar to quad-tree, provides the same index value per each grid cell in the
space. It also provides methods to aggregate data o multi-resolution levels [158, 215, 122]
and also provides built-in data locality and directionality of space [219]. For instance,
in sharing police department information over time, the reports can be censored using
distributed k-anonymity methods on the P2P networks (e.g. [120]) if the DGGS system is
used as feature data storage.
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Data locality in the IPFS with DSTree Data locality is defined as locality implies
that neighboring multidimensional information is stored in neighboring nodes [159]. In an
IPFS network, once each node downloads some particular content it can act as a data
provider. Combining data partitioning using DSTree and sharing data on IPFS at the GI
level allows users to request only a small portion of the entire dataset and as a result, they
can also serve small chunks of a large dataset. This can provide a data locality in the
P2P network based on the user activities in the VGI platforms. In our police data sharing
example once the dispatch teams share their location on the network, they have already
become a data provider for that shared GI. Once the police officers visit that location,
once again they download that GI, and they will become another data provider for that
specific GI on the IPFS network. This approach provides a level of data locality for the
nodes close to each other since the nodes in a region usually tend to explore data related
to their own region. Other examples of use cases of such data locality can be for sharing
geo-tagged information in small communities.

DSTree Limitations The proposed DSTree model only supports the spatial topologies
that the underlying spatial indexing method supports. In this paper, we only experimented
with the intersection topology relation. However, it is possible to perform other topological
relations such as overlay, within, and crosses, and also perform KNN-based models. All of
the temporal typologies are supported except disjoint. The focus of this paper was support
for vector-based data structures. However, supporting raster data could be achieved by
converting raster data into DGGS-based models or tiling the raster data and instead of
generating lower level spatial index using the multi-resolution tiling structure. Table 3.4
show a summary of supported queries and future approaches to support other data models.

3.7 Conclusions

P2P has become very popular for storing and sharing information in a decentralized ap-
proach. The amount of daily spatial data which are being collected and shared in different
sectors with different levels highlights the need for P2P data management, query, and
processing. In this paper, a new spatio-temporal multi-level tree structure, DSTree, is
proposed which aims to address this problem. DSTree is capable of performing a range of
spatio-temporal queries. In order to integrate this data structure on the IPFS distributed
network, a framework is proposed which uses blockchain to share the IPFS CID of the in-
dex and each user is capable of replicating DSTree and querying or updating it. However,
this model is not optimized for deletion and mainly is suitable for append-only data over
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Table 3.4: DSTree Capabilities for different spatio-temporal data models

Data Model Functions Notes

Vector

•Temporal typologies on Table 3.1
•Spatial Intersection
•Spatial overlay
•Spatial within
•Spatial crosses
•KNN

KNN is not yet implemented

Raster

•Temporal topology queries
•Extent queries
•Multi-band data retrieval
•Multi-resolution aggregation

Can be achieved using raster tiling methods
and constructing a DAG graph or converting
data to other models such as DGGS and re-
trieving them using DGGS DAG graph

TIN •Extent queries Can be achieved by converting data to other
models such as DGGS and retrieving using
DGGS DAG graph
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time. In this work, some of the challenges in sharing and querying spatio-temporal data on
distributed networks are addressed. Despite the advantages of our proposed framework,
challenges remain. We conclude that more significant research effort from GIScience and
related fields in developing decentralized applications is needed. The need for the stan-
dardization of different feature types and feature Type Properties when sharing data on
the IPFS network is one of the requirements. The possibility of using IPLD objects in
sharing GI at the feature level can provide finer access to the information. In addition,
it is necessary to address attribute-level query processing too, which is not covered in the
current work. The use of the smart contract to control access of the users to read and
write data to the main chain can also be studied. This access control can even be at the
feature level.

3.8 Data and code availability statement

The test dataset for the occurrence of the crime from theWaterloo Regional Police Service is
available at (https://www.wrps.on.ca/en/about-us/reports-publications-and-surveys.
aspx). Other data used in this paper are available upon request from the corresponding
author. The prototype application, screenshots, and the source code for the app and its
online version are available on GitHub at https://github.com/am2222/dstree.
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Chapter 4

Decentralized geoprivacy: leveraging
social trust on the distributed web

Abstract Despite several high-profile data breaches and business models that commer-
cialize user data, participation in social media networks continues to require users to trust
corporations to safeguard their personal data. Since these data increasingly contain geo-
graphic references that allude to individuals’ locations and movements, the need for new
approaches to geoprivacy and data sovereignty has grown. We develop a geoprivacy frame-
work that couples two emerging technologies -decentralized data storage and discrete global
grid systems- to facilitate fine-grained user control over the ownership of, access to, and
map-based representation of their data. The framework is illustrated with a dynamic k-
anonymity model that links the geographic precision of shared data to social trust within
in a social network. In this framework, users’ spatio-temporal data are shared through a
decentralized system and are represented on a discrete global grid data model at spatial
resolutions that correspond to varying degrees of trust between individuals who are ex-
changing information. Our framework has several advantages over centralized geoprivacy
approaches, namely, trust in a third-party entity is not required, and geoprivacy is dy-
namic and context-dependent, with users maintaining autonomy. As the distributed web
emerges, so too can the next generation of geographic information-sharing tools.

Keywords: socio-spatial networks; decentralized geoprivacy; distributed spatial data
sharing; discrete global grid systems;
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4.1 Introduction

Socio-Spatial Networks (SSN) have gained considerable attention in recent years due to
their ability to reveal underlying relationships between social and spatial entities in the
network. Socio-Spatial Networks have been used to explore the connectedness and social
interactions between entities in a network including people and their relation to their sur-
roundings [223]. In this chapter, we introduce a new algorithm (dynamic k-anonymity)
that encapsulates these properties of geographic information sharing within a new compu-
tational framework for geoprivacy (decentralized geoprivacy).

In a datacentric sense, a social network consists of a virtual social graph where users
(nodes) are connected through relationships (edges) [132]. In a socio-spatial network,
nodes (and sometimes edges) on a graph are encoded with geographic information that
offers the possibility of linking social interactions with the geographic context(s) in which
they occur [67, 223]. Many studies have demonstrated the importance of online SSN data
from platforms such as Facebook, Twitter, and Instagram for analysis of activity spaces
[155, 269], health and places [50, 251], and crisis/disaster response, among others, [45, 59].
A core critique of using online SSN data for research or commercial purposes is that they
often fail to adhere to the principles of informed consent [123]. Few users read or understand
the implications of Terms of Service agreements and most are not aware of potential re-
purposing of data by platforms or third-parties. Privacy settings in social media apps that
are limited, obscured, or favour platform providers accentuate this problem [254]. New
tools are required to specifically address geoprivacy concerns and empower users to have
greater control over their data [141]. To clarify our use of terminology, we denote socio-
spatial networks in general as SSN s and online variants as online SSNs. Specific graph
relations derived from an SSN we term a SSN Graph.

Sharing geographic data in online SSNs can take many forms. In addition to explicit
sharing of spatio-temporal data / coordinates, more nuanced inferences can be derived from
spatio-temporal data that violate users’ geoprivacy, such as extracting daily routes from
content of historical text messages. A recent study investigating location privacy found that
44% of participants did not want to share their location with online SSNs (e.g., Twitter,
Facebook, Instagram), 66% did not want to have their location stored, and approximately
88% of participants were opposed to third parties deriving inferences about them based
on their activities [173]. Further, Urban et al. [258] found that 92% of participants did
not want their location to be used for ads, and 70% did not want spatio-temporal data to
be saved on their own devices. Despite these geoprivacy concerns, the majority of users
do not have transparent access to the data that flows between their devices’ operating
system, their apps, and online SSN platforms [173]. Even when privacy-preserving options
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are available, it is unclear how effective they are at preserving geoprivacy. For example,
some studies have found users were generally unaware of sharing settings [88, 5, 161], while
other studies [19, 139] found that many users did understand when and where they were
sharing their geographic information. Fine-grained control over the resolution of spatio-
temporal data being shared and with whom they are sharing is not provided by most
geoprivacy approaches, which tend to rely on simple binary classifications (e.g., in my
friend network or outside of it)[161]. We suggest that the social and spatial properties of
online SSNs provide an opportunity to develop personalized geoprivacy configurations that
may enhance individuals’ ability to reassert sovereignty over their data and geoprivacy. In
this chapter, we seek to explore these issues by addressing the following research objectives:

1. Developing an approach to geoprivacy for a distributed web environment,

2. Proposing dynamic k-anonymity as a model that provides users with fine-grained
control over geographic information sharing,

3. Proposing a geographical trust model for dynamic geoprivacy, and

4. Examining the challenges and opportunities of handling geoprivacy in the distributed
systems.

4.1.1 Geoprivacy as a concern in socio-spatial networks

Information about people’s location is very different from other types of data that can be
collected from online SSNs. Geographic data, whether explicit coordinates or less precise
place- or activity-based references, allow SSN content to be linked to the spatio-temporal
context it was produced within as well as to ancillary data external to the online SSN [245].
According to Duckham et al. [69] geoprivacy is defined as “a special type of information
privacy which concerns the claim of individuals to determine for themselves when, how,
and to what extent location information about them is communicated to others. In short,
control of location information is the central issue in location privacy”.

Kebler and McKenzie [141] recently reviewed how spatio-temporal data can be used to
infer sensitive information about the social, economic, and political behaviour of users. For
online social network providers, combining users’ spatio-temporal data with social network
data greatly increases the value of their data and the quality and relevance of location-based
services [13]. As a result, most online social networks tend to store user location frequently.
Twitter Trends for example, incorporates user location as an input to their algorithm to
ensure detected trends are relevant to users’ spatial context [255]. Additional services such
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as routing and traffic monitoring are also highly dependent on aggregating users’ near real-
time locational data over time, often without their knowledge [258]. Spatio-temporal data
can also be revealed through more malicious tactics such as de-anonymization methods,
which employ location-based inferences that reveal information from users’ behaviour and
movement patterns [141, 216]. Such approaches can be counteracted as Zakhary et al. [293]
demonstrate, with a service that shows Twitter users random topics linked to different
locations so that they can obfuscate their location and avoid location inference using their
tweets.

An alternative to the current paradigm of opaque user agreements as the basis for
privacy preservation (i.e., opting out of services) would see users sharing their location
through explicit release or enablement of their spatial location via GPS sensors or more
generic place-references via granular application and user-specific mechanisms [216, 6].
To realize this, two changes are required to the current status quo of online SSN usage.
First, new methods for preserving geoprivacy are required that allow users to control the
degree to which they share location data and with whom on online SSN. Second, and
more fundamentally, online SSN providers must return control of personal data to their
platform users to truly limit data repurposing and to reduce the impact and scope of
data breaches. We contend that the majority of geoprivacy research in the GIScience
community has centered on the first issue and the tangible actions that individuals or
responsible agencies can take to protect personal geoprivacy [8, 42, 301, 245]. Examples
include work by Kounadi and Resch [151] who provide guidelines for sharing geographic
data and preserving geoprivacy or Kounadi and Leitner [150] who identify research papers
that display confidential information as a way to draw attention to geoprivacy in academic
research. Comparatively few solutions address the issue of user control on a fundamental
network-wide and privacy-by-design basis [33]. This is particularly important as critical big
data studies have highlighted how ownership of data and the power dynamics embedded in
our relationships with technologies and SSN service providers can act to reproduce patterns
of inequality and divergence [229, 54].

4.1.2 Models of geoprivacy

Different models for geoprivacy preservation during spatial data sharing have been proposed
over the last two decades. Location obfuscation mechanisms are models that aim to protect
privacy by deliberately degrading the precision of location information in a way that the
service can still be carried out to some acceptable extent without revealing an individual’s
true location [202]. An overview of the key approaches and their characteristics is provided
in Table 4.1.
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Details

Method Key Characteristics Examples

D
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m
y
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s

A user reports false locations. Fabricating locations [289]

J
it
te
ri
n
g

lo
ca
ti
on

s

Adding noise to location data. It in-
cludes adding random noise to the
entire dataset or a portion of it.

Adding noise to trajectories [143,
290], Location jittering for health-
related data [87, 17]

S
p
ac
e
tr
an

s-
fo
rm

at
io
n
s

Transforming to another space while
preserving the statistical and spatial
relations inherent in the source data
[11, 156, 288]

One-way transformation [94]

S
p
at
ia
l

cl
oa
k
in
g

Reducing the spatial and/or tem-
poral precision of individuals’ data.
This can involve point aggregation
(e.g., replacing a set of points by one
individual polygon or a point such as
mean center) or representing a point
location with a false point location
that lies within an area-based geo-
mask.

Geo-masking [8, 298], Adaptive geo-
masking, Voronoi-based aggregation
system [51], Triangular displacement
[186] K-anonymity, [221, 246]

Table 4.1: Summary of Geoprivacy models.
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Some of the models in Table 4.1 are mainly developed for privacy preservation for the
purpose of sharing research data, and not all are suitable for spatial data sharing in online
platforms. For example, reporting false locations cannot be used for a location-based
service and as a result spatial cloaking has received more attention than other methods in
preserving geoprivacy in online platforms [95, 150].

Privacy models in online SSNs have been studied intensively in recent years. These mod-
els have proposed different privacy models such as access control [200, 157], relationship-
based models [37], and trust-based models [271]. These models mainly use social network
metrics and user network qualities to determine the level of access others have to certain
information in the online network. For instance, Voloch et al. [266] present a dynamic ac-
cess control system for SSNs based on trust-based metrics extracted from user attributes.
The attributes used to derive such metrics for trust differ depending on the context of the
network. The more common attributes which are used in such models are the total num-
ber of friends, age, followers/followers rate, mutual friends, friendship duration, similarity
indexes, user interactions such as comments, private messages, and so on (i.e., see works
by Misra et al. [180] or Gudes and Voloch [113]). For online SSN data, there may be
potential to adapt trust-based methods to geoprivacy protection in spatial data sharing.

Another key drawback of most of the methods outlined in Table 4.1 is that they are
mainly developed within the context of privacy preservation in centralized frameworks
where data sharing is controlled by the platform provider and/or associated third-party
entities. The requirement for a centralized body to control access to users’ personal geo-
graphic data has inherent limitations. Given eroding public trust in corporate social media
platforms [199], there is an urgent need to develop alternative socio-technological arrange-
ments that provide user-control and ownership over their data. Other concerns stemming
from centralized architectures inherent to current SSNs include the transparency of the
central platform and providing a single point of failure [159]. Moving from online SSNs on
centralized architectures to a more distributed architecture may help to resolve some of
these core issues underlying current challenges with realizing geoprivacy [3, 191].

4.1.3 From centralized to distributed online SSN

The issues of ownership, transparency, and trust discussed above are not confined to per-
sonal geographic data in online SSNs, but rather underpin almost all services and activities
that take place on the Internet. There is renewed interest in the idea of decentralized or
distributed web (i.e., the dWeb) models where decentralized apps, platforms, and services
interact through peer-to-peer networks [28]. Decentralized social network platforms such
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as federated online social networks or peer-to-peer (P2P) networks in which users can be
their own data storage provider or choose a data storage provider to store their data [226].
Peer-to-peer networks have shown a capability to provide scalability and transparency
[281]. Some examples of existing P2P online social networks include Arbore, Peergos and
Peepeth. FireEagle was an early example of a centralized location access management
platform that Yahoo offered from 2008 to 2013 to store a user’s location and share it with
other authorized services [64]. FireEagle allowed users to choose who to share their location
with and to decide what scale their location was shared at.

Studies examining issues of geoprivacy in non-centralized environments such as P2P
networks are limited. Chow et al. [39] proposed a framework that masks user locations
by grouping it with nearby P2P network users, ensuring an individual user cannot be
identified among their k-neighbours in the group. Later the same authors enhanced their
model for mobile P2P networks to preserve geoprivacy without the need for any central
servers [40]. In this model, an information-sharing scheme for such networks to share
spatio-temporal data between socially close nodes and a historical location caching scheme
is developed. Using these two schemes, a distributed P2P algorithm cloaks a user’s location
when other network users want to query the user’s data from the network. X-regions is
another model developed to enable mobile users to share an aggregate location reference
which can anonymize a user’s location among other anonymous users [34]. This model is
based on the k-anonymity model that considers the size of the x-region and the density of
the users as parameters. These models are mainly static and do not allow individuals to
safeguard their geoprivacy dynamically in response to context (e.g., emergency response
versus online survey) or to differentials in trust between recipients of their data (e.g.,
communication with friends versus commercial firms).

4.2 A new framework for decentralized geoprivacy

We propose that a geoprivacy-by-design approach for SSNs is underpinned by three framing
requirements. First, users should be able to define local control of how their spatio-temporal
data are shared with others in an online SSN. Second, users’ decisions to share geographic
or other personal information should not be construed as a one-time decision or app setting
after which control is forfeited. Instead, users should retain autonomy to define the social,
spatial and thematic contexts that personal (geo)information is shared and be able to alter
sharing parameters in response to changing needs or trust relationships. Third, variable and
dynamic geoprivacy within an online SSN requires a data model that has native support
for a multi-resolution representation of users’ spatio-temporal data anywhere on the globe.
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Figure 4.1: Components of a dynamic geoprivacy model based on trust in a distributed
SSN.

We suggest that one way that these requirements can be met is through a decentralized
geoprivacy framework as illustrated in Figure 4.1. The first component is a discrete global
grid system (DGGS) which is used as the geographic data model. A DGGS is an emerging
data model for big data GIS capable of embedding uncertainty into the grid resolution
and thereby providing a robust mechanism for cloaking spatial locations. The second
component of this framework is a distributed file system approach to storing SSN data. A
distributed approach for online SSN eliminates the need for a centralized entity to store
and control access to the user’s data. We will briefly review the two core technologies
making up the framework in Figure 4.1, DGGS and distributed file systems.

4.2.1 Discrete global grid systems

A discrete global grid system (DGGS) represents locations on the Earth’s surface through
a series of multiresolution and hierarchical equal-area gridcells. In a DGGS, each cell has
a unique ID, which we term dggid, and a specific resolution based on the cell size that
represent spatial measurement uncertainty [220, 166, 107]. The main characteristics of
a DGGS are: i) tessellation geometry, ii) aperture iii) method of cell indexing, and iv)
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Figure 4.2: A hierarchical structure of grid and parent and child relation of the cells in an
aperture 7 DGGS grid.

quantization strategy and associated mathematical functions [209]. We utilize a DGGS as
a multi-resolution data model, consisting of sets of parent and child cells. Each parent can
be constructed from a set of child cells, and the ratio of children to a parent is known as
the system’s aperture [167]. A cell C1 is a parent of another cell C2 if the resolution of C1 is
lower than the resolution of C2 , and if C2 is a member of a set of sub-cells (children) linked
to C1 (see highlighted cells in Figure 4.2). The relation between parent and children cells
can be one-to-one (for aperture 7) meaning that each child is only covered by one parent
or one-to-many (for aperture 3) meaning that a child can have more than one parent in a
lower resolution.

We use a hexagonal-based DGGS with aperture 7 (using H3-js library developed by
Uber [256]) as the spatial data model. In our proposed decentralized (online) SSN model,
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a DGGS provides two levels of geoprivacy protection. First, geographic coordinates are
replaced with dggids as the base unit of geographic information which provides a base
level of geoprivacy that lends itself to a wide range of encryption methods. Second, due to
parent-child relationships embedded within the DGGS, aggregation to higher levels (i.e.,
parent cells) of the data model provides the ability to develop spatial cloaking algorithms
within the system.

4.2.2 Interplanetary file system for decentralized SSNs

The InterPlanetary File System (IPFS) is a protocol based on P2P networks that is used
for distributed data storage and sharing. IPFS utilises content-based addressing to identify
files in the global P2P network [18]. In the IPFS network, each user keeps a part of the
overall data and shares the content address of the files that they have. Other peers in
the network can find data owners using the content’s addresses with a distributed hash
table (DHT). Figure 4.3 shows, from the top left, a user providing content on the network
which is subsequently hashed and stored in a DHT under the given hash. Each node in the
network is responsible for updating the DHT. A user then requests content (Figure 4.3,
bottom right). Nodes in the network query the DHT and return (portions of) the file if
they have it. If they do not have the file, they request it by communicating with peers that
are closer to the requested content hash. In P2P applications and platforms, DHTs are a
key technology for facilitating information exchange due to their robustness and scalability
[176, 140]. Several P2P projects utilize DHTs to distribute the data between peers to help
storage in the users’ community [306].

IPFS is designed to share information on the network without built-in support for data
access control. Access control mechanisms in P2P systems can be easily implemented via
encryption keys, however, some limitations such as effective encryption key storage and
management or the need for availability of encryption key owner’s node for decryption
remain in practical applications. Despite this, many new and emerging data sharing ap-
plications are turning to distributed networks and data storage (e.g., social networks by
Kapoor et al. [137], geo-collaboration systems by The Gordon Foundation [85], professional
communities medical by Dagher et al. [53]).

4.2.3 Dynamic K-anonymity based on decentralized geoprivacy

K-anonymity was first proposed by Sweeney [246] and has been widely studied for privacy
purposes in many sectors including geoprivacy (see Table 4.1). The primary purpose of
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Figure 4.3: A simplified IPFS network and its components. A user adds data to the
network and its HASH will be stored in a DHT. Another user request data and nodes
search the DHT and will return the requested file. (Fingerprint icons means a secure P2P
connection).

spatial k-anonymity is to anonymize a location among k other locations in such a way that
the true location cannot be distinguished [150, 92].

Anonymizing the location before sharing:

In our model, the DGGS grid is used to anonymize a user’s location in a social network
based on k peer locations. Each user defines two parameters, kmin and kmax. The former
is the k for the model to share location with a user with the least level of trust, and the
latter is the k value for k-anonymity algorithm to share location with the user with the
highest level of trust. Other users will have access to a varying value of k between these
two values based on the level of trust assigned by the data owner (O). When sharing p data
with locational content, (O) requests at least k− 1 locations (as L = {Li|i ∈ [kmin, kmax]})
from network peers. In this step, each peer shares their location, as DGGS cell IDs, with
the level of privacy they define individually in the network. Lo (owner’s location) and Li

are DGGS cell IDs each with a resolution (r) assigned to them. The function f (x ) returns
the resolution of cell ID x , and p(x , r) returns the parent cell of x in resolution r (i,e.,
r ≤ f(x)). These functions are defined based on DGGS grid definition and vary per each
DGGS. Once (O) retrieves kmax–1 other locations from the network, the following steps
are applied to construct a k-anonymity algorithm,

1. Sort all the members of L by the distance from the data owner’s location (Lo);
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2. Compare each pair of (Lo, Li) and assign a resolution value (rs) to each pair. To do so
we first need to define a set of resolutions of the common parents called hierarchical
distance, D, as:

D = {r|r ∈ S ∧ p(Lo, r) = p(Li, r)} (4.1)

then
rs = max(D) (4.2)

where rs is the resolution of the smallest common parent of two DGGS cells since in a
DGGS a larger resolution grid contains grid cells with a smaller cell size. The parent
of Lo at resolution rs is defined as the cloaking region for Lo and Li. S is an integer
set of all possible resolutions in DGGS (e.g., a range of [0, 15] for Uber H3 library).
Note that Lo and Li may not be cell references in the same resolution. In some cases
finding a common parent may yield a very large cloaking region, and we may want
finer control and lower information loss while still providing guarantee of locational
privacy. In these cases we can define the cloaking region based on a set of connected
neighbours of cells at a resolution higher than rs. To do this we introduce a new
parameter b termed level jump, which controls the information loss. If the parent cell
in resolution rs, which covers both Lo and Li has a larger resolution difference with
the minimum resolution of Lo and Li than b, then we use the neighbouring cells in
the resolution rs − 1 as the cloaking region, otherwise it uses the common cell in rs.
So rd is defined as:

rd = |min(f(Lo), f(Li))− rs| (4.3)

where rd is the minimum of the resolution of the origin and the resolution of the
candidate location minus the resolution of the shared parent cell. This measure will
give us an estimate of information loss. A higher rd value is associated with a larger
DGGS cell size and higher levels of location cloaking and information loss. If the
result of equation 4.3 is higher than b we use cells in rs − 1 resolution as follows:

n(Lo, Li) =

{
p(rs, Lo) if rd < b

p(rs − 1, Li) ∪ p(rs − 1, Lo), otherwise
(4.4)

where n(Lo, Li) is the cell IDs of the cloaking region. Equation 4.3 can be ignored
here (i.e., n(Li, Lo) = p(rs, Lo)) because it is only used to control information loss,
but will result in higher information loss (See section4.5). Equations 4.1-4.4 pertain
to finding the cloaking region for a single location/user origin (finding up to kmax

neighbours). By running n(Lo, Li) per each Li we will end up a set with an equal
number of members as L.
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3. Grouping Li locations based on the assigned n(Lo, Li) output, and assign each cat-
egory a unique ID called the priority index (Pi). This index is used to determine
different levels of anonymity, which can be achieved based on the locations of peers.
For example, in Figure 4.4c the k value between 4 and 6 will result in the same (P3).
So, users who have access to a k value in this range will all have access to the same
geographic extent. This index is also used for caching spatio-temporal data between
users in the IPFS network. As a result, users don’t have access to peer locations
(Li) directly and thus decreases the chance of inferring the exact Lo from the cloaked
locations.

Figure 4.4 shows different steps for applying k-anonymity algorithms on data con-
verted into a DGGS model. In this example, we suppose that the source user (highlighted
hexagon) wants to share their location in a P2P network and has set their privacy settings
as kmin = 4 and kmax = 12. In the first step, the user requests location of its peers (Figure
4.4a). The user needs to receive at least 11 (kmax − 1) locations. After getting the peer
locations, which may also be obfuscated locations, the algorithm finds a lower resolution
DGGS cell that covers all 12 (kmax = 12) received locations (Figure 4.4b). The user’s in-
formation is published with this level of geoprivacy. In the next step, another user (called
target user), asks for a finer location from the source user, and based on the trust value
assigned to the connection between them, a k = 6 is selected. Then the first 6 closest cells,
{L1, L2, L3, L4, L5, L6}, are used to find a DGGS cell (P4) which covers them. It is worth
noting that if k = {5, 6, 7} is assigned to a user based on their trust level, all of them will
have access to the same geographic extent as P3 (Figure 4.4c). For another target user
with lower trust value than the target user k = 10 will be used and 9 closest locations,
{L1, L2, L3, L4, L5, L6, L7, L8, L9}, will be considered for obfuscating location (Figure 4.4c).
For any user with trust value equal to 0 (no trust) k = 12, which is the default kmax value
based on a user’s setting will be used (Figure 4.4e). It worth noting that after running the
model we only need to store a list of (Pi, dggidi , ki ) values. In this way, the algorithm
selects the proper k based on the trust score and returns its corresponding set of dggids.

4.3 Architecture and implementation

4.3.1 Sharing information with geographic location

The proposed framework consists of two layers of geoprivacy. At the data level, the frame-
work uses the DGGS model to apply an uncertainty boundary for each user’s location. At
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Figure 4.4: K-anonymity model based on DGGS. (a) a user (shaded hexagon) with a
Kmax = 12 requests peers’ locations, 11 dggids is required for it. (b) a k-anonymity
model with k = 2 and a k ∈ [3, 4]. (c) a k-anonymity for k ∈ [5, 7] and k ∈ [7, 12]. (d)
User’s location (Lo) and its cloaking hexagon as it would appear to others with maximum
trust (minimum k). (e) User’s location (Lo) its cloaking hexagon as it would appear to
others with minimum trust (maximum k), and (f) K-anonymity model calculation based
on DGGS model. Lois the user’s location and Li are the location of its peers. dggidc
is the cloaking cell for Lu and Li and Pi is priority index. Note that this image is just
for demonstration and in actual DGGS we will not have overlapping cells in the same
resolution, and the parent and child coverage will be different depending on the aperture.
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the user level, each user with a different ranking and trust level has access to a different
level of obfuscated location. Figure 4.5 shows the process of publishing information on the
platform and storing spatio-temporal data. The first step in this process is to store the
trust values on the network. This step happens when a user initializes a connection with
another user in the SSN network for the first time. The trust matrix will be calculated for
the user and the order of all the contacts in the user’s contacts list will also be updated.

4.3.2 Geographic and social trust for geographic information shar-
ing

The dynamic k-anonymity algorithm defines different values of k per each user based on
users’ trust relationships within the online SSN. In this framework, a trust score between
pairs of users is calculated based on their social and spatial relationships. In some studies,
the closeness of a pair of network users is calculated based on parameters such as friendship
duration, mutual friends, etc. [265]. Due to the nature of SSN networks, such models must
also consider the spatial aspect of an SSN trust score. In this proposed model, users and
their relationships are defined as a directed graph, which defines users as nodes and their
connections as edges of the graph. An SSN-directed graph can be defined as G = (V,E)
where E ⊆ {(i, j)|i, j ∈ N ∧ i ̸= j}, V is a set of nodes, E is a set of edges and N is natural
numbers set. In our case, a node is a user in an online SSN and the edge in the graph is the
friendship relation between two users. In a directed SSN graph eij ̸= eji (e.g., Twitter’s
following connection), while in an undirected graph friendship connection eij = eji (e.g,
Facebook friendship connection). After constructing the graph, a trust score matrix, (T ),
is constructed with elements defined as:

tij = (α× sij + (1− α)× dij) → 1 ≤ i,j ≤ n ∧ 0 ≤ α ≤ 1 (4.5)

where tij represents the trust score between users i and j. The nodes in this graph don’t
need a geographic location assigned. Similar to Sarkar et al. [222], a balancing parameter
α is defined in the model to balance the weight between social or spatial components. The
term sij is the inverse social distance between two nodes scaled between 0 and 1. This can
be calculated using different existing metrics like models developed by Moreno et al. [184] .
Trust is a complex multidimensional construct that cannot be defined by social and spatial
metrics alone. However, in this section, we aim to emphasize the potential role of location
in estimating a trust score and how that can be incorporated into a dynamic geoprivacy
method. More complex methods of estimating trust could be implemented here within
this framework. Here, a standardized friendship duration is considered the social aspect
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Figure 4.5: Publishing and storing spatio-temporal data on the platform. It shows the
process of sharing social network content on the IPFS network, requesting the content
from the network by another user, applying a dynamic k-anonymity algorithm on the
data, and accessing a finer location by another user.
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of the relationship between two users. The longer two users are in contact, the higher
their social trust is. The term dij is defined as the normalized inverse spatial distance. To
calculate the spatial connection strength within the variable resolution DGGS data model,
a vertical distance is defined. The main assumption for defining a vertical distance is that
the spatial component of trust between two users depends on both the Euclidean distance
between source and target nodes and also the spatial scale at which they are sharing data.
Here, we encode spatial granularity as a key dimension of geographic trust in that users
sharing information at higher spatial resolutions have a greater distance to a fixed external
node than if they were sharing information at a more generic level. This conceptualization
ensures greater trust for more precise spatio-temporal data.

In order to calculate vertical distance in a DGGS grid, first we find a common parent
of the locations of the source and target nodes. If there is a common parent between two
cells, the vertical distance is defined as difference between source node’s resolutions on the
grid and a common parent’s resolution. If both cells are in the same resolution, the vertical
distance would be less than when both cells are at different resolutions. Figure 4.6 shows
all possible cases for different vertical distances.

There are cases when two nodes are too far from each other and do not share any
parents. In this case, distance is defined as the product of the vertical and horizontal
distance. The geographic distance, in this case, is equal to the resolution of the source
node multiplied by the horizontal distance between parents of both source and target cells
in resolution 0.

After calculating the distance between two nodes for each source, the inverse spatial
distance is normalized (between 0 and 1), and this is used to calculate the trust value using
equation 4.5. The resulting rank is used as an indicator of the trust level of the users.
The first time a user subscribes to another user’s feed in a distributed social network,
their trust value will be stored in each user’s database. However, the trust level must be
updated regularly since user interaction is dynamic. As mentioned earlier, the proposed
equations can be modified to provide more complex and customized trust models. The
tuning parameters such as β or γ provide more flexibility for the users, or while calculating
dij we can add other parameters to modify the trust level by emphasizing vertical or
horizontal distances (e.g., dij = β ×Dv × γ ×Dh ).

4.3.3 Geographic data sharing scenarios in a distributed SSN

In distributed systems, since the P2P network is fully dependent on the nodes themselves
(not a centralized service), it is possible that communication between peers can break
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Figure 4.6: Different cases for the distance between two nodes in the DGGS grid. A is the
source node, and B is the target node. (a) both source and target nodes are both in the
same resolution. (b) The source node has a coarser resolution. (c) The source node has a
finer resolution. (d) when source and target nodes don’t have a common parent, the final
distance equals to Dv ×Dh.(e) when nodes don’t have a common parent, and the source’s
resolution is coarser, the final distance equals to Dv ×Dh. (f) nodes don’t have a common
parent. Final distance equals to Dv ×Dh.
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down to some degree. In the following, we discuss these possible scenarios and propose
some reasonable solutions for addressing them.

Scenario 1: When the user (O) as the owner is offline

The proposed framework depends on the owner’s availability to decrypt and retrieve geo-
graphic data at a fine resolution to share it with the requester. To solve this issue a caching
system is defined such that, when the owner of a given piece of data is not available, other
users who have already retrieved the same data can respond to the requests. When a user
asks for finer geographic data on the network, the request is sent first to the owner. If
the owner of the content is online it will return the priority index and higher resolution
geographic data based on the given trust level (t in equation 4.5). The content requester
will then cache the response from the owner for that content. If in the future, another user
asks for the same content and fails to get a response from the owner, the request will be
redirected to the entire network. In this case, all network users get the content hash and,
if they have it cached, they will query the trust level between the owner and requester.
If the priority index (Pi) is the same for the caching user and requester (i.e., the trust
level between them is equal or higher), they will respond to the request with the cached
geographic content. Figure 4.7 illustrates the steps for caching more precise locations by
the users when Scenario 1 happens. This solution requires that peers respond honestly to
queries for other peers.

Looking at Figure 4.5 and Figure 4.7, shows that the data owner firstly encrypts data
and hosts their data on their own node. When another user requests their location in-
formation, they will access the encrypted data and they also become another host of the
location data of the data owner. The second user only shares data with the other users
with the same or higher trust level.

Scenario 2: When user (O) cannot fetch kmax number of locations to share
contents

A k-anonymity algorithm needs at least k− 1 records. In the P2P networks the number of
the available spatial data depends on the number of online, so there can be moments that
there are not enough available locations around the user. This can be either when the kmax

value is very high or the number of online users is very low. In both situations, the user
cannot publish content with geographic data. To solve this issue, the history of previously
shared locations based on time is stored by each user. Every time a user requests spatio-
temporal data from the network, each peer shares their location with a timestamp. These
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Figure 4.7: The process of caching more precise locations by the peers on the distributed
network when data owner is offline.
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location data and timestamps are not connected to the peers so other peers also can listen
to them and store them. When a user wants to share content, and if they cannot retrieve
enough shared locations, it uses its cached results from previous requests made by other
users based on their timestamps and distances.

4.4 Case study analysis

To demonstrate how the proposed model could enhance individuals’ geoprivacy, freely
available Twitter data that collected by Lamsal [153] was used. This dataset includes IDs
of geo-tagged tweets created between March 20, 2020, and April 28, 2020. The Hydrator
application developed by DocNow [100] was used to retrieve the spatio-temporal data and
tweet message text. The Twitter API was used to extract the social network’s graph,
resulting in an SSN dataset of 4000 records to illustrate our geoprivacy framework and the
dynamic k-anonymity model.

Approximately 20% (4000 records) of the entire downloaded dataset contained precise
latitude and longitude, which made it difficult to extract enough peer locations for each
tweet retrospectively. To simulate more complete data for the k-anonymity algorithm, a
time-domain of one day was used to assign locations from geotagged tweets to tweets that
were published during the same day and time period. Default values of kmin = 5 and
kmax = 30 were used in this case study. After collecting the tweet data, for each user,
an IPFS object is generated, and the tweets are stored on the IPFS. Each user’s IPFS
object includes user info, tweet data, and a list of the peers who are connected to the user
with their associated trust value. To simulate peer interactions, an IPFS node is generated
based on each user’s ID. In each user’s profile, the list of peers who are following the user is
shown, and by selecting each peer, it shows the owner’s contents with the masked locations
based on the trust between those two users. The prototype application, screenshots, and
the source code for the app and its online version are available on Github.

Figure 4.8 shows the SSN graph with spatial distance and trust values calculated us-
ing equation 4.5. The figure illustrates low, medium, and high user trust values (α ∈
{0, 0.5, 1}). In this figure two users have been selected and their friends on Twitter are
extracted. To calculate the trust value we need a social and spatial trust. The social
trust is the friendship length extracted from Twitter profile and for the spatial trust the
location of each user is used. For the location, each user’s profile information is used. To
determine the proper DGGS resolution for each node in the SSN graph, a bounding box
is created from the reported location in each user’s Twitter profile. Based on the area of
each boundary box, the appropriate DGGS grid resolution is assigned to each node. Based
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on equation 4.5 the final trust value between users are calculated. These trust values later
can be mapped to different k values. In the current version of the demo application, this
trust score is calculated outside of the IPFS network and only the values are stored as
IPFS objects. Different values of α demonstrate how this can be used to balance trust
values between social and spatial components of the trust metric.

A sample of results is provided in Figure 4.9. In Figure 4.9a, a user with the lowest
trust level (t = 0, b = 0) is presented, where the output of the k-anonymity algorithm with
kmax and the lowest level of trust is shown. Since the Level Jump in this configuration
is 0, the algorithm does not consider any Level Jump limitations and reaches resolution
2. Figure 4.9b shows a user with a medium trust level (t = 0.5, b = 0). Here, the same
scenario with a trust level of 0.5 results in a k value equal to 13, and the output cell is
of resolution 3 of the DGGS hierarchy. In Figure 4.9c, a user with the highest trust level
(t = 1, b = 0) requests a location. In this scenario, a much higher resolution result is
provided representing higher trust and thus more precise geographic information sharing.

4.5 Information loss metric

To quantify the performance of the proposed k-anonymity algorithm and compare it with
other methods, an information loss measure (IL1s) was used [282]. The IL1s measure is
defined as:

IL1s =
1

pn

p∑
i=1

n∑
i=1

|Xij − Zij|√
2Sj

(4.6)

where p is the number of continuous variables, n is the number of records in the dataset,
Xij and Zij are the values before and after anonymization for variable j and individual i.
Sj is the standard deviation of variable j in the original data. In this section, the IL1s
metric of a regular k-anonymity model is based on the bounding box of a k number of
points, A DGGS-based k-anonymity with b = 0, and a DGGS-based k-anonymity with
b = 2 for n ∈ {1000, 2000} and k ∈ {10, 20, 50, 100, 200, 400, 800} are compared. At each
step, the area of the resulting obfuscated location is compared with the input DGGS cell.
For each combination of k and n the model is run 100 times, and then Sj of the iteration
is calculated. Figure 4.10 illustrates the results of this metric.

As Figure 4.10 shows, the DGGS-based models of k-anonymity have a higher infor-
mation loss when the value of k is low, while they tend to have a flatter slope compared
to a regular k-anonymity method. This is mainly because of the aperture of the DGGS
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Figure 4.8: SSN graph of the distance metric for the 2 source users and their connected
peers. Each edge represents a connection between users and the color of each edge shows
the level. Trust values are calculated using equation 4.5 (a) The trust value with α = 1.
Only the social component of trust is effecting the final trust (b) the trust between nodes
with α = 0.5 representing balanced between social and spatial components of trust (c) the
trust with α = 0 representing the entire effect of the spatial component of trust
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Figure 4.9: Different scenarios for a tweet and its network peers are shown. The Level
Jump in this case is 0. Top row: All the maps in this row are in the same scale/zoom
level as (a), Bottom row: maps are zoomed in to the objects’ extent. (a) Scenario 1: A
user with the lowest trust level (t = 0), (b) Scenario 2: A user with a medium trust level
(t = 0.5), (c) Scenario 3: A user with the highest trust level (t = 1).

(a) 1000 random points. (b) 2000 random points.

Figure 4.10: ILS1 information loss metric. Three models of regular K-anonymity, dynamic
k-anonymity with b ∈ {0, 2} are compared.
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grid, which directly effects the slope of the graph. A smaller aperture provides a smoother
transition between resolutions, resulting in a smaller change of cell area. Since DGGS is
based on discrete equal-area cells that are dependent on the aperture of the grid, there will
be a different ratio of the area between cells in two successive resolutions. This ratio results
in higher information loss when geographic data are aggregated to a higher resolution. For
example, in an aperture 7 DGGS the parent cell has an area almost 7 times that of its
children, while in an aperture 3 this ratio is about 3 which results in lower information loss.
Defining a parameter (i.g., the level jump parameter or b) for the k-anonymity algorithm
provides control over information loss in the data aggregation, when it comes to using a
higher aperture. In contrast, the regular k-anonymity provides a higher information loss
with a larger value of k. The use of DGGS-based k-anonymity can provide a higher level
of anonymity when the number of peers who are sharing their location is less. A regular
k-anonymity based on the bounding box first needs to have an extra parameter of the
minimum area to guarantee the anonymity of location, but it is also a suitable option for
anonymization of the geographic data when there are many data point.

4.6 Discussion

One of the main reasons for moving from a centralized online social network to a distributed
social network is to enhance user control and ownership over data. Unlike centralized
systems, data storage in P2P networks is distributed across network nodes. P2P networks
also provide scalability, no single point of failure, and transparency. However, privacy and
access control have always been a challenge in P2P networks. Recent studies have used
blockchain for access control over P2P networks (e.g., Steichen et al. [238]) but these
systems are not designed to store large amounts of data. Others such as Voloch et al.
[266], have proposed a binary access control over k-anonymized spatio-temporal data in a
centralized platform. In contrast, the approach presented here is based on each user storing
their own geographic information and this information is not available to other users unless
they ask for access from the content owner. In addition, a location priority index based on
DGGS is proposed, which not only provides an ability to have different levels of anonymity
in an online social network, but also it provides the ability to store only kmin anonymized
source location and the index of the data. Using this method users do not need to store
other peers’ geographic data.

The use of a DGGS data model in our framework provides an explicit level of uncertainty
and geo-masking embedded into each cell. Every cell in the DGGS grid has a certain area
coverage which is used here to provide an extent for privacy preservation. Parent and
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child relationships between cells in the DGGS grid are used to prevent storing actual
coordinates of the peer locations. Such relations provide the ability to share geographic
information with different levels of masking or uncertainty without revealing coordinates.
In the traditional k-anonymity algorithms, the k number of records has always been used
for obfuscating geographic data and a geographic extent is not considered in the obfuscated
output. As a result, when the k number of points are dense in a small area, they cannot
guarantee that the obfuscated location has a certain level of uncertainty. Some studies
(e.g., [96, 40]) have addressed this by employing a minimum area in addition to the k
value. A DGGS based k-anonymity embeds the minimum area based on the resolution of
the grid and will not face the issue of contracted input points.

The dynamic geoprivacy method proposed in this paper utilities a novel trust level
between users in an SSN network. As Martin and Nissenbaum [173] have discussed, in-
dividuals have specific privacy expectations about how, when, and where spatio-temporal
data should be shared. A dynamic location sharing and geoprivacy preservation framework
builds on this concept of geoprivacy. To determine the accuracy of geographic data sharing
in SSN network, a trust metric can be developed based on social, spatial or a combination
of these two components. Dynamic geoprivacy permission provides a robust and flexible
option for end users to share their location and use services. While some services need
accurate location information (e.g., routing services), many other services such as weather
apps, loyalty apps and etc. can also work without accessing precise spatio-temporal data.

4.7 Conclusion

Individual dynamic control of geoprivacy is the main purpose of the framework introduced
in this paper. However, the proposed algorithm is not limited to online social networks or
distributed instant messaging applications and may have uses in other spatial data sharing
contexts. Sharing data within and between organizations can be enhanced by greater trust
and transparency offered by distributed or decentralized technologies. This is especially
true when there are power imbalances or historical reasons underlying a lack of trust
among participants in the network. For example, Indigenous governments responsible for
stewardship of traditional territories may want fine control over when, what and with whom
they are willing to share their geographic data pertaining to traditional use, activities,
ceremonial sites, etc. [55]. Rather than depending on a central authority to manage
access, a decentralized framework would provide such fine-grained and transparent sharing
capability. VGI applications and PGIS projects can also benefit from this framework by
providing decentralized control and ownership of the collected data by the users; thus
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participation in the project does not require all participants to fully trust initiators of the
project. Where place-based conflicts arise, this can be a critical project feature.

The proposed dynamic k-anonymity algorithm has similar limitations to other k-anonymity
models. For example, there is low information loss when the density of points in one area is
high, so some controlling parameters are used to provide a control on information loss and
address such limitations. However, combining k-anonymity with DGGS provides ability of
adding geoprivacy in the peer’s spatio-temporal data which are used to run k-anonymity.
This can add one extra geoprivacy level for the peers. Users are also able to control the
precision of shared spatial data with others and control access to their data. They are not
limited to third party algorithms to decide their privacy level and also not limited to the
binary levels of location sharing.

Despite the advantages noted above, moving to a decentralized architecture also has
some major limitations and costs. A key drawback is the requirement for data owners
to be online in order to share data. The current version of proposed framework uses a
caching method to overcome this issue, however this approach is limited by the number
of online users and the variety of trust levels. Another technical limitation is that net-
works like that proposed here are not easily integrated into existing infrastructures such
as existing centralized SSNs [304]. For example, they fail to take advantage of existing
location information that an operator has about its customers, or when it comes to ac-
cessing and measuring trust metrics from a centralized platform, they fail to integrate this
existing information. In other words, decentralized architectures often have to reinvent
things already solved in centralized systems (e.g., access control). Despite providing better
transparency, technologies like distributed networks should not be viewed on their own as
a solution for more complex issues at the interface of society and technology, including the
right to be forgotten [76]. In P2P networks such as IPFS the data remains on the peer’s
devices unless no one requests them anymore. In a centralized architecture context, users
can ask for data to be explicitly removed, while in distributed networks such as IPFS, it is
not possible to force peers to remove data, if they have already store them. Requiring data
owners to decrypt data using their keys is another common issue, which here is addressed
through a proposed caching system.

In this work some of the challenges in preserving geoprivacy distributed networks are
addressed and the importance of having control on shared geographic information in dif-
ferent levels of sharing platforms is considered. Despite the advantages of our proposed
framework, challenges remain. We conclude that greater research effort from GIScience
and related fields in developing decentralized geoprivacy applications and tools may lead
to a more secure, yet location-aware services. In particular, more precise models for trust
between nodes in distributed SSN is required to address issues such as the need for having
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trustable nodes in the network to use the k-anonymity algorithm.

4.8 Data and codes availability statement

The source code of the developed web application and processed data are available at
https://doi.org/10.6084/m9.figshare.12816164.v1 . Please note that the developed
application is using these data only to demonstrate the model and application flow. The
github repository is available at https://github.com/am2222/dygeoprivacyp2p.
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Chapter 5

Harvester safety in the northern
indigenous communities: a
distributed approach to share
geographic information in small
communities

Abstract Long-term research with Ka’a’gee Tu First Nation has involved efforts to iden-
tify and map traditional trails and related hazard areas during the Kakisa Atlas project.
But the dynamic character of climate-related risks calls for further tools. During 2021-
22, researchers developed a prototype harvester safety app that would allow real-time,
geo-located hazard identification and risk assessments to be shared between community
members on their smartphones. Community consultation with the app’s prototype to be
instrumental in identifying some key hurdles that must be overcome if the app is accessible
and attractive to harvesters. Meanwhile, on the app’s back end, considerations of confiden-
tiality and data sovereignty pose challenges that lay below the surface of the more apparent
considerations around user interface and overall efficacy. A distributed data storage and
management approach holds the promise of community control but poses some challenges
that may prove difficult to overcome on the scale of a single community.

Keywords: IPFS, Blockchain, Participatory Project, Harvester Safety, Kakisa
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5.1 Introduction

Indigenous communities have been active in their lands for generations by sharing their
knowledge, observation, monitoring, and actively participating in research and decision-
making [239]. Significant differences between Indigenous Knowledge (IK) and non-Indigenous
(Western/Eurocentric) knowledge should be considered in participatory projects and in-
digenous data governance. In a broad context, IK is considered qualitative, holistic, ex-
periential, and oral, in contrast to Eurocentric knowledge characterized as qualitative,
objective, and written [217, 24]. However, with an increased rate of environmental change,
new challenges are presented to northern Indigenous communities to adapt [125, 130].

The spatial data-sharing needs of Indigenous organizations vary widely both geographi-
cally and socially. The Northern organizations have different levels of spatial data manage-
ment and sharing requirements. However, the barriers and needs are similar in producing,
using, managing, and manipulating spatial data [165]. Veland et al. (2014) [261] iden-
tify five main concerns regarding digital data sharing for the indigenous communities: (1)
consulting community members at every stage, (2) maintaining ownership and copyright,
(3) maintaining privacy rights,(4) providing continuous access and review of databases, (5)
preserving intellectual property and having the right to control future uses of the data.
Briggs et al. (2020) [24] also identify such concerns as the place-space gap, control gap
and relational gap and argue that the geospatial community’s aim should be to leverage
different technologies better to serve Indigenous communities and Indigenous Knowledge.

The existing platforms indigenous communities use for sharing spatial data lack trans-
parency about the stored data. Also, communities cannot use open data platforms due to
indigenous data sovereignty concerns. The remaining options are either to agree with the
third-party cloud services’ terms of service (TOS) or to set up their infrastructure, which
usually impacts the project’s sustainability and is limited economically. In addition, The
individual and community level of geoprivacy cannot be reliably assessed because it is im-
possible to know what auxiliary information a third party may have access to [141]. One of
the other challenges to most of the current Spatial Data Infrastructures (SDIs) developed
in remote areas, like the Arctic SDI, is the connectivity of users [214]. The accessibility of
users to the Internet and their access to the central servers of SDI in remote areas is men-
tioned in most of the related technical documents. The current SDIs for remote areas aim
to work with local organizations to make their data available, help manage the information
and lifecycle of geospatial data, and support spatial data sharing on top of standard open
data platforms. In the first pilot of the Arctic SDI project 1, challenges such as data inte-

1www.arctic-sdi.org
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gration, limited telecom resource/bandwidth in the North, and end-users’ concerns about
the data policies are mentioned [170]. Using distributed spatial data sharing (DSDS), the
remote communities don’t need access to a central server. A local network that can run
distributed geo apps provides the infrastructure to share, manipulate, and store spatial
data.

In this chapter, in the form of an image-sharing platform, aka the harvester safety
application, we investigate the potential of using a DSDS infrastructure for small-scale
data-sharing needs in indigenous communities. The main goals of this chapter are as
follows:

• Using a participatory design to develop a safety on-the-land application for small
communities.

• Designing and proposing a DSDS architecture to allow users in a small community
to share photos and safety issues on the land.

• Exploring the potential use case and challenges of using DSDS in small communities.

Participatory Geographic Information Systems (PGIS) principles and experiences can help
to empower indigenous communities. In the harvester safety application as a PGIS, we
must consider IK and its perceptions, such as the definition of place, feelings, and cul-
tural and social values. The role of indigenous people as stakeholders should be considered
within the project. Indigenous people’s sovereignty rights make them different than other
stakeholders, such as non-profit groups. Like grassroots groups, indigenous people face
technical, legal, and economic barriers to data access, such as limited funding for software
and hardware, connectivity, infrastructure creation, and capacity-building [231, 72]. Dis-
tributed platforms can reduce the dependency of such groups on extensive infrastructure
and centralized entities. Their scalability can increase data processing capabilities, and
they can use the community itself to develop sustainable data-sharing infrastructure.

5.1.1 Indigenous data sovereignty and distributed data sharing

Data sovereignty is one of the essential concepts of spatial data sharing with indigenous
people. Regarding the maintenance of Indigenous ownership and control of digital prod-
ucts, researchers have identified critical issues which have been discussed under the term:
“Data sovereignty”(DS) [24]. Taylor et al. [152] define DS as “managing information in a
way that is consistent with the laws, practices, and customs of the nation-state in which it is
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located.”. Governmental bodies define data governance in western communities, and in In-
digenous communities, it may manifest in the Indigenous community hierarchy [55]. Data
sovereignty is mainly based on the right of Indigenous communities and nations to control
the collection, governance, ownership, and application of data about social, geographical,
and natural resources. In Canada, the First Nations Information Governance Centre [83]
defines the OCAP framework to protect the data sovereignty of Indigenous communities
as the following: Ownership of the knowledge/data and information, right to Control of
all aspects of their life and institutions extended to information and data from collection,
usage, disclosure, and destruction. Access to their information regardless of their physical
location and the decision of who can access it and Possession reflects the state of data
stewardship. Other organizations such as the Indigenous Data Sovereignty Interest Group
(International Indigenous Data Sovereignty IG [31]), the Maori Data Sovereignty Net-
work [152], and the US Indigenous Data Sovereignty Network [152] also emphasize data
sovereignty in Asia-Pacific and the US. A similar term to Indigenous Data Sovereignty
(IDS) is ”Data Locality (DL)”, which is an obligatory legal requirement to store and share
data in a specific territory whose main aims are to protect privacy, improve safety in-
ternationally, and raise national security issues [55]. While data locality mainly focuses
on the physical storage of data and controlled access by users inside political boundaries,
sovereignty includes the right to control data usage. All three aspects: data localization,
sovereignty, and privacy, are interdependent [55]. Privacy and data sovereignty both cover
personal and state/community scales.

5.1.2 Engagement and Participatory Design

The main goal of participatory design practices is to extend the object of the research
beyond the project itself and turn it into a long-term process that impacts the community.
In this work, we developed our project according to participatory design dimensions. Smith
and Iversen [233] introduce three dimensions of engagement of scoping, developing, and
scaling, essential for participatory design, which results in sustainable social practice. The
scoping dimension is meant to create a space where diverse participants can explore the
potential futures together and develop directions to suit (evolving) goals. In the developing
dimension, the focus changes from the project’s outcome towards working with technologies
at different levels of abstraction and the stakeholders, creating frameworks and processes
for developing understandings and digital design literacy among community members. This
allows the stakeholders to experiment and co-develop their own platform needs. The scaling
dimension focuses on creating multiple opportunities for sustaining and scaling projects
beyond the agency of individual actors at various levels.
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5.2 A Background on the Case Study

Ka’a’gee Tu (kah-gee-too) First Nation (KTFN) community is situated right at the mouth
of Kakisa Lake and river (See figure 5.1) and was established in the 1960s. Kakisa com-
munity is situated in the administrative South Slave Region of the North-West-territories
(NWT), but within the Dehcho Region based on their close relationships and association
with Dehcho First Nation [130]. The area is mainly covered with cold-tolerant tree species,
lakes, rivers, and wetlands [23, 148]. The community has a close cultural and spiritual
relationship with the boreal forest’s lands, waters, and animals. Their traditional ways of
life include harvesting, hunting, fishing, and processing natural resources [148].

Figure 5.1: Kakisa Community Map

Over the past few years, multiple research projects emerged in response to the commu-
nity concerns surrounding climate change to identify some of the physical changes Kakisa
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community members are observing in the surrounding land, which has been found to affect
Indigenous food systems in multiple ways [130, 148]. Spring (2018) [236] discusses the pho-
tographs community members were sharing and capturing the change they have noticed
over the years. The shared photos may include conditions and hazards, animal sightings, or
other interesting occurrences. The community is already engaged in informal monitoring
of change by taking pictures and sharing information from the land. Later, Kok (2020)
[148] developed an understanding of how environmental changes impact the community
and utilized the shared photographs. They used Participatory Action Research (PAR) and
a modified photovoice method that was used to identify physical landscape changes at a lo-
cal level impacting local food security with the aid of traditional knowledge and individual
relationships with the land. In 2021 Jayaratne [130] focused on climate change adaptation
in a northern Indigenous community context through participatory geographic information
systems (PGIS). Kakisa’s interest in monitoring changes around them has increased with
their observation of changing environmental patterns.

Harvesters are the primary source for accessing traditional food for the Kakisa com-
munity [130]. Climate-driven change due to warming temperatures is impacting the avail-
ability and access to traditional food, as well as the safety of harvesters. There is a strong
association between access to food and the safety of harvesters [25, 130]. One of the im-
pacts often mentioned by harvesters is the increased risk they face due to unpredictable
weather, ice, water levels, and other factors. Improving harvester safety can help ensure
that traditional foods remain part of Indigenous diets, with their dual nutritional and cul-
tural value. The unusual changes caused by climate change affect various land activities
directly or indirectly, such as more disconnection between elders and youth teachings and
unusual animal activity [236].

During the above research projects, an online web-based Atlas version 1.0 was developed
(see Figure 5.2) on the ESRI infrastructure for the Kakisa community to share and visualize
GIS data. However, the initial version of the atlas was mainly developed by experts. It
lacked a sustainable approach to updating the shared information and providing an easy-
to-use gateway for the community members to use and update its data which does not
address the need for constant monitoring of the changes on the land. In contrast, the
project presented in this thesis presents, a multi-platform application to serve as an easy-
to-use tool to share and communicate the safety issues on the land in the community. Due
to the concerns with indigenous knowledge sovereignty, we proposed a distributed data-
sharing platform to share and retrieve geo-tagged photographs shared by the community
members.
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Figure 5.2: User interface of the version 1.0 of the atlas developed by [130]

5.3 Design and results

In order to develop the Kakisa Atlas version 2.0, the team decided to follow the participa-
tory design principles while developing the harvester and safety application. The project’s
scoping step aims to identify the applications, goals, and processes of the project with
collaboration between community members and the project team. With the experiences
we gathered from the Kakisa Atlas application [130] we identified a set of requirements for
a VGI application. Then we formed the following steps to tackle the scoping stage of the
project.

• Developing the prototype of the harvester and safety app

• A two-day workshop in the Kakisa community and demoing and designing the tool
and processes

Developing the prototype of the harvester and safety app: In this step, in order
to have a demo of the application and be able to practically get the views of the community
members, a Progressive Web App (PWA), is developed. The table 5.1 and figure 5.4 shows
the capabilities of the developed application.
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Table 5.1: A summary of the developed prototype application

Screen Features

Main Screen It includes a map of the recent events
View event locations, type, and severity
View current user’s location

Add New Event Each user can add a new event and choose from the
list of event types.

Add New Event Each user can set the event’s severity. High-severity
events will send a push notification to the other servers

Location History By Clicking on each location on the map. A list of
the events that happened over the time around this
location will be shown

Notifications The events around the current user will be shown in
chronological order

A two-day workshop in the Kakisa community and demoing and designing
the tool and its processes: In August 2022, a two-day workshop was held in the
Kakisa community to demo the application (Figure 5.3). On the first day of the workshop,
community members used the application and shared their feedback. On the second day,
the community elders discussed the importance of the harvester and safety and the opinions
of the indigenous community about safety on the land. The following items were discussed
during the workshop:

• Application UI and UX

• What kind of Information should be shared with the world? (Data Privacy concepts)

• Where to save the shared information? (Data Sovereignty and access control)

During the workshop, the comments of the community members were recorded. The
concerns about the project and the needs of the community members are identified as
follows:

Social considerations This category of community considerations coversData sovereignty,
Data access control, Geo-privacy, and ability to use it for data markets. During the work-
shop, the discussion was shaped around data sovereignty’s importance and traditional
knowledge’s copyright. The following quote explains more about this concern:
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Figure 5.3: Discussion of the application and setting goals during workshop

Figure 5.4: A few screenshots of the developed prototype app

”TK and copyright are really important and nobody is speaking about that.
We should [add] that all in place[...]. I look at my community here, everyone
wants to share that data with you and that is beautiful[...]. It took us a lot of
time to trust people with the information.”

From the community member’s perspective, it is important that during the project, we
provide mechanisms to hold the copyright of the digital contents and also respect the data
sovereignty of the indigenous community. We tried to answer the question, ”Where does
the collected information by users be saved?”. This question is asked to raise concerns
about the impact of centralized systems and their potential to dismiss data sovereignty
concerns. Geoprivacy is another concept that was discussed during the workshop. We
aimed to answer the question, ”What is being shared with each geo-tagged image?”. We
discussed the potential ways a user’s location can be inferred from the shared information
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on the new platform. Workshop attendees were asked if they would like to add their name
when they share an event on the application, and they agreed to only allow users who
have registered in the app and are allowed by the community to see the details of the
photographer.

”Access level to the photo-related information. People who login into the ap-
plication are able to see the photographer’s name and information[...]”

Another aspect of geoprivacy that community members mentioned is the impact of sharing
the location of the harvesters when they go on the land. Users like tourists and even
community members can enable location sharing to let others know their whereabouts and
this can help in emergency cases.

”Knowing where the people are can be useful safety-wise.”

During the discussion, it was suggested that users could opt to share their locations with
different precision or add it to the geo-tagged images. In emergency cases, other community
members can identify the latest active location of the user on the land. At this step, the
other concern, which is Data access control came up in the discussion. The members asked
for different levels of access control for the non-community member users. Users such as
tourists can only access the application when they are in the community. We refer to the
data locality which enables small communities to control outsiders’ access to their sensitive
data.

”When tourists come to the community they can access the atlas data.”

The concept of trust between the indigenous communities and people outside of the com-
munity was also discussed. The community members note that it took a lot of time for the
indigenous people to trust and there should be protocols in place to allow others to access
the shared data on the digital platforms.

”we need to work on protocols for community work.”

These sorts of protocols can be used to structure the workflow of the application to control
access levels.
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Table 5.2: Summary of the community concerns around the safety on the land application.

Class Concern

Social Data sovereignty
Data access control
Geoprivacy
Data Locality

Technical developing easy to use tools
network connectivity

Technical Considerations The second category of needs of the Kakisa community
members is the technical difficulties that exist in the community. These concerns include
developing easy-to-use tools and network connectivity. Many of the community members
were concerned about the development of tools that are easy to use. The main concern
was that in the winter they need an easy way to share their location and other information
with the other members.

”Keep it [the processes] very simple.”

This can include both user interface and user experience. The current version of the Kakisa
Atlas which is developed using the ArcGIS online platform can not serve the community
members in a practical and daily basis since it is not a mobile-friendly application. Also, it
needs experienced users to work with the platform. During the workshop, we discussed the
categories of events that users can select in the application and the process of submitting
new events. The community members agreed they need a platform-specific application
(IOS and Android) to monitor and submit new events.

Network connectivity is another important challenge that users in the Kakisa commu-
nity mentioned. Due to limited network coverage, most users who go on the land face
connectivity issues. This issue caused a couple of safety events during the past few years.
The use of two-way communication GPS tools and being able to connect these tools with
the atlas application also came up during the workshop. Community members need an
easy-to-use method to track the location of the GPS devices in the community to use in
emergency events.

Table 5.2 shows a summary of the community concerns around the safety on the land
application.
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5.4 Discussion

Considering the Kakisa community’s concerns related to the safety on the land we proposed
a software architecture for the application. We aimed to use the existing distributed system
components in this proposed architecture. Figure 5.5 shows the proposed architecture.

The system architecture uses a DSTRee (See Chapter 3), Blockchain, IPFS, and Pub-
Sub as its principal components. Figure 5.6 shows these components. A DSTree is the
primary storage backend. Each user uses a dApp responsible for accessing the blockchain
and accessing the IPFS hash of the latest version of the DSTree index. Each user stores
two versions of the data on DStree. A spatially low-resolution version is only encrypted at
the application level, and every registered user can visit it, and users’ private keys encrypt
a high-resolution version (See figure ?? (a)). Once a new user replicates the latest version
of DSTRee on their device, they can only access the low-resolution information. To access
the high-resolution data, they send a request using pub-sub to the entire network with the
following details:

1 {

2 "messageId": "Requested IPFS Hash",

3 "userId": "The User Id of the user who is asking for higher-resolution data",

4 "publicKey": "The User's public key"

5 }

The network checks the user id’s access level stored on the blockchain and if any of the
network nodes have data associated with the messageId they will check the userId to see if
the requesting user has access to the high-resolution data. If the requesting user has access,
the node which hosts the data encrypts the data with the user’s public key and returns it.
The access level can be added to the blockchain by using dApp’s admin or there can be
mechanisms in place so the person who creates data can choose different access levels and
store it on the blockchain (See figure ?? (b)).

The Data Sovereignty of TK is one of the essential concerns of the community. In
distributed systems, a few mechanisms provide different levels of data sovereignty. The
main benefit of distributed systems is the lack of a central entity that stores the data
(usually the cloud services controlled by different entities). In the proposed architecture,
users encrypt the data using their private key. Only metadata will be shared with others
(using a DSTree). The shared metadata includes the event type, obfuscated location, and
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(a) The process of sharing image data and location in
multiple resolutions on IPFS network

(b) The process of accessing the high-resolution data
by one user

Figure 5.5: Proposed DSDS platform architecture.
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Figure 5.6: The different components of proposed DSDS to share spatial data on IPFS
using DSTree

image. Depending on the severity of the events, some of the events need to be shared
publicly (e.g., flooding, forest fire, or animal attacks). Still, for the rest of the events, users
can choose the visibility level of the data. As a result, users can control who, when, and at
which level other users can access the shared data. Table 5.3 shows different data stored
in each object in a DSTree.

Geoprivacy is one of the other concerns which needs to be addressed in the applica-
tion. Due to the low number of community users, it is impossible to use methods such as
Distributed Geoprivacy (See Chapter 4). However, we will use a slightly different method
to apply geoprivacy to the data. When storing data in the DSTree we use a different res-
olution of a DGGS (same as what we did in the geoprivacy) and only store an obfuscated
cell. Once users allow another user to access the content, they can also choose a different
resolution to be shared with the third user. Once again, depending on the category of the
submitted event, sometimes a more accurate location needs to be shared with the public
for safety reasons.

An example of the image object is as follows:

1 {

104



Table 5.3: Each Stored object on IPFS includes the following details

Class encryption Details

Low-resolution DGGS
cell

No used in the query process

Photographer’s user-
name and picture

Yes, application level only registered users in the
app will be able to see the
username and avatar of the
user

Photographer email Yes, data owner level To access each user’s email
address, they need to get
permission from the data
owner

Event Type No
Event Photo Yes, data owner level Severe events will not be

encrypted
Event Description Yes, data owner level Severe events will not be

encrypted

2 "lowResDggs [Encrypted by dApp]": "GeoHash of the location in low resolution",

3 "eventType [Encrypted by dApp]": "Integer Value describing the event type",

4 "eventDate [Encrypted by dApp]": "Date and time of the event",

5 "user: [Encrypted by user]": {

6 "userEmail": "Email Address of the user",

7 "userName": "Unique user's wallet id",

8 "userAvatar": "IPFS Hash of the user Avatar photo",

9 },

10 "description: [Encrypted by user]": "The User's description of event",

11 "photo: [Encrypted by user]": "IPFS Hash of the shared photo.",

12 "highResDggs: [Encrypted by user]": "GeoHash of the location in high resolution",

13 }

Sending notifications to the community members is another requirement of safety on the
land application. In the current P2P networks, the pub-sub technology is well developed,
and each user, upon installing the application, will be able to register to the provided
channel to send and receive messages using pub-sub technology. Since it is important to
send notifications to the users for severe events, the messages will be encrypted at the
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application level only, and all of the application users will be able to access these safety
notifications.

During the workshop’s two days, the community members’ emphasis on the easy-to-
use application was obvious. This can be discussed at different levels. In the scale of the
application, the developed application and tools need to be easy to use, and the UI and UX
should be clear and without difficulties. Such a need can be solved during more workshops
and by getting more feedback from the community members. Developing platform-specific
tools is another limitation. Version 1.0 of the atlas is developed with the ArcGIS portal
platform, which does not provide a user-friendly interface for exploring the map on different
platforms. Since the current Atlas version 1.0 is unavailable on mobile phones, community
members don’t use it often. This issue gets highlighted for the distributed network tools
and libraries since some of them are not compatible with all the mobile platforms and it can
be a limiting factor to making it usable for small communities. Most current distributed
technologies depend on private/public keys, data encryption at the user level, and user
identification using crypto wallets. Such technologies are new, and the developed tools are
not accessible and easy to use. This issue can also impact the participatory design steps too.
In the second and third steps of a participatory design, we need to integrate the project
development and its related steps into the community and empower the community to
transfer/keep the knowledge in the community to keep the projects sustainable. However,
this requires a technical background in blockchains, data encryptions, etc.

The considerations mentioned above raise the importance of the different user groups
in using the new technologies, such as distributed data sharing in small communities. The
users can be categorized as end users and intermediate users. In community-based data
sharing, the end users are the community users, tourists, and even scientists who come to
the community. Such users have different backgrounds, and the impact of their background
on the data sharing behavior and using the tools is clear. The developed platform needs to
match users’ needs and have the flexibility to allow the users to share data from their own
perspectives. Limiting indigenous community members to the existing geographic data
models can cause knowledge loss during data sharing. The ability of the users to define
the geographic objects with more flexibility (e.g., DGGS based) can satisfy this need.
However, it can also increase the complexities of the developed tools. The heterogeneous
data can be shared on the distributed networks (for example, the objects stored on a
DSTree, Covered in chapter 3, can be different per user), and this can cause difficulty in
querying and indexing these data semantically. It also impacts the quality of the collected
data. Another group of users is intermediate users, who are responsible for keeping the
technical aspects of the project sustainable. Such users need more technical knowledge
about the software and tools. In the case of distributed networks, it can be a challenge
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since the current technology is new, and there is not enough documentation. This can
directly impact the participatory design flow.

5.5 Conclusion

With the background of the collaborations between the Kakisa community members during
the past few years, the harvester safety on the land is identified as one of the main challenges
of the community. This challenge was partially addressed during the Atlas version 1.0
project by providing a digital version of the collected geographic information and sharing
it with the community members. However, the lack of a community-based monitoring tool
is highlighted more than before due to the rapid environmental change. In this project,
a prototype application to share geo-tagged photographs is developed, and a three-stage
participatory design framework is used to manage this project. During two days of the
workshop, we collected community feedback, and based on this feedback, we proposed an
architecture for a DSDS application.

There are several limitations to using DSDS for small communities, which are shown
during our initial assessment. Looking at the current availability of the tools, it is clear
that the sustainable development of such tools needs technical expertise. It is one of the
challenges in the scaling stage of participatory projects. In each project, the participants
can be from different groups. Some of them have a more technical background which
impacts the scaling of the project. However, some advocate members care about the
importance of data sovereignty and geo-privacy and can be more progressive in using new
technology for their needs. But most participants are willing to be involved only in less
technologically complex processes. This impacts the acceptability of the technologies in
smaller communities. We need more education about the technologies and easy-to-use
tools to interact with distributed technologies.

The security of the shared data on distributed networks is highly dependent on pub-
lic/private key encryption. As such, the security of these keys is in the user’s hands. This
can be a challenge in two ways. First, it adds difficulties for the end users and can discour-
age them from using DSDS technologies. Second, user’s private keys might get exposed,
and others can decipher their data. However, upon private key exposures, only one user
will be impacted.

Indigenous Knowledge has different levels, including public areas, accessed after negoti-
ations, or highly restricted areas like sacred knowledge sites, practices, etc. [114]. Culture
and initiatives oppose knowledge transfer, which technology was designed to support [260].
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It is clear that technological movements are facilitating the transfer, processing, and stor-
age of data, but there are socio-economical aspects that also control data sharing between
different entities. While working with local communities, the cultural and social aspects
of data sharing must be considered in every design step. An important feature of tech-
nology for sharing IK of places while protecting it is the ability to support restrictions on
who shares knowledge, with whom, and where [24]. In small communities such as NWT
communities, access control can be at the community level as knowledge sharing is at the
community level. However, in DSDS, the access control is at the individual level. This can
be a challenge for sharing traditional knowledge. However, this can be solved by developing
a collaborative distributed access control such as [241] or [299].

Looking at some successful community-based projects, such as the Arctic Borderlands
Ecological Knowledge Society, it is clear that community empowerment and sustainability
are other aspects of such projects [32]. There must be initiatives for community members
to participate independently in such projects. As mentioned earlier, data ownership can be
one of these motivations for sharing data. In addition, it is possible to use business models
such as data markets to provide economic initiatives. The ability to be independent of
outside communities in terms of analysis and the avoidance of complexities in applications
and tools can lead to sustainable projects for Indigenous communities.

Along with the challenges, community members need social capital, such as having
land experts, people with digital and computer literacy skills, and the human capacity
and time to participate in data gathering [177]. A higher level of user education about
DSDS is needed to allow users to make better decisions about the tools and services they
are using. More educated users can push for more restrictions to force services to provide
more transparency [141]. This can increase the potential of moving from centralized to
more distributed and open systems. In addition, with more information about DSDS, we
can increase the acceptability of the technology by the users and their willingness to use
the DSDS for their needs.

Collecting sensitive information and integrating it into an online platform creates con-
cerns for many Indigenous communities. This is because of the possible exploitation and
misuse of the information in light of Canada’s history towards Indigenous people and ongo-
ing issues for land rights [73]. By restricting access to mapped content and authorizing the
community to control the project, it provides the community with entitlement, strengthens
protection and sovereignty over the information [73]. Indigenous community’s right to keep
the information and knowledge inside the community and control their access is defined in
many human rights acts [252]. While traditional methods for geoprivacy preservation are
based on data aggregations done by central entities, the new technologies in GIScience,
such as digital earth platforms, can provide tools to incorporate individual privacy while
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sharing spatial data. Having control over the level of privacy based on trust and dynamic
data anonymization [120] are examples of methods that can help share Indigenous data.
Inferring the location of the people using the shared information is one of the challenges.
As discussed earlier, users in the community suggested only showing the photographer’s
details once a user logged in and they had access rights. However, this does not fully
address the problem due to the possibility of using photographs to detect sensitive places
and information.

Acknowledgements

Thank you (Mahsi) to the Kakisa community for welcoming me with open arms and
allowing me to live and learn from all of you. Thank you to the Band office members
(Chief Lloyd and Melaine) who allowed me to hold a two-day workshop in the community.
Also, a great thank you to Dr. Alex Latta and Dr. Andrew Spring for their support during
this project and during my trip to the Kakisa community.

109



Chapter 6

Conclusion

6.1 Overview

In this chapter, we will cover the main contributions of the research, followed by Challenges
and future research directions.

6.2 Contributions of this research

Considering the novelty of the distributed data-sharing concepts, this research had the
following contributions in this area:

Literature During this work, we investigated a change in spatial data-sharing behavior
and the highlighted role of individuals in sharing spatial data. We defined three main
spatial data-sharing eras, addressed the current status of data ownership and access in
different SDS models, and demonstrated how a transition to DSDS addresses some of
the challenges caused by increased individual contributions. In chapter 2, we defined
DSDS as ”A new data sharing model in which individuals are active in all dimensions of
data sharing: as producers, controllers, and users. The data are stored, controlled, and
maintained by the data producer. The ownership and license of the data can be transferred
to other users without the need for data intermediaries. The immutable spatial data are
stored on distributed file sharing networks, while the access rights, state transitions, and
version history are managed by smart contracts and stored on a blockchain.”. After defining
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the meaning of DSDS we identified some of the study gaps in and aimed to address some
of them.

Social: Social component of spatial data sharing impacts the sharing behavior of the
users and their willingness to contribute to the sharing data. This work tried to contribute
to this component by first discussing social trust and its influence on geoprivacy. in chapter
3, we covered a basic concept of social trust and how it can be used to share user locations.
The same concept can be used to share traditional knowledge within and outside the
indigenous communities. Another aspect of the social component of DSDS is the user’s
willingness to share spatial data. In chapter 5, during a project to develop a harvester
safety application, we discussed different concepts which can impact the willingness of the
indigenous community members to share geotagged images in an application. We also
explored the potential of using DSDS for such VGI projects.

Technical: In the technical part of distributed spatial data sharing, we covered two main
research gaps. First is addressing the challenge in processing Spatio-temporal queries on
the distributed networks by proposing DSTree (covered in chapter 3). The traditional P2P
indexes usually need multiple DHTs or use federated nodes to process multidimensional
queries. DSTree, works on top of IPFS and does not require additional DHT to perform
multi-dimensional range queries. Inserting a new geographic object updates a portion of
the tree structure and does not impact the entire data graph. DSTree’s performance is
also measured and compared with the existing spatio-temporal indexes, showing that it
can outperform some existing models. Considering the structure of DSTree, it is a good
option for storing and querying time-series data, such as sensor data which is being stored
regularly over time.

The second technical contribution of this work is to propose geoprivacy (covered in
chapter 4) models for distributed networks. In this chapter, we develop a geoprivacy
framework that couples two emerging technologies -decentralized data storage and discrete
global grid systems- to facilitate fine-grained user control over the ownership of, access
to, and map-based representation of their data. We proposed a framework to link the
geographic precision of shared data to social trust within a social network. This framework
shares users’ spatio-temporal data through a decentralized system. They are represented on
a discrete global grid data model at spatial resolutions corresponding to varying degrees of
trust between individuals exchanging information. We compared the dynamic k-anonymity
model based on DGGS with the current models and discussed the different scenarios for
sharing a user’s location in a distributed network. Our framework has several advantages
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over centralized geoprivacy approaches, namely, trust in a third-party entity is not required,
and geoprivacy is dynamic and context-dependent, with users maintaining autonomy.

6.3 DSDS: challenges and opportunities

In chapter 2, we addressed the current status of data ownership and access in different
SDS models and demonstrated how a transition to DSDS addresses some of the exist-
ing challenges. The storage, distribution, and manipulation of spatial data are changing
from a fully centralized approach (i.e., controlled by the government and/or corporations)
towards a distributed, individual spatial data-sharing approach, though this approach re-
mains technically challenging. Despite providing better transparency, technologies like
distributed networks should not be viewed as a solution for more complex issues at the
interface of society and technology, including the right to be forgotten. As mentioned in
past chapters, in P2P networks such as IPFS, the data remains on the peer’s devices unless
no one requests them. In a centralized architecture context, users can ask for data to be
explicitly removed. At the same time, forcing peers to remove data in distributed networks
such as IPFS is impossible if they have already stored them.

A distributed framework for spatial data sharing provides a user-centered approach to
address ownership issues of individually collected data. As mentioned previously, technol-
ogy is only one piece of the data ownership and control puzzle, albeit a critical element. It
should be noted that distributed data sharing is not a universal solution. Many authorita-
tive or proprietary data sets (e.g., cadastral boundaries) will continue to require centralized
access and authoring control for social, competitive, or legal reasons. In this light, DSDS
and centralized systems complement each other and enable more fine-grained and flexible
data governance architectures.

One of the reasons for moving from centralized data-sharing methods to distributed
strategy is the increasing amount of data being collected daily. Unlike centralized systems,
data storage in P2P networks is distributed across network nodes, providing scalability and
no single point of failure. However, managing and processing queries on these networks
have always been challenging. The proposed method in chapter 4 tried to tackle this issue
by tracking and updating a spatio-temporal index between network users. In this approach,
each user can replicate a version of DSTree on their node and run spatio-temporal queries
on the index. Since each user performs the queries on their side, the indexing tree should
check fewer items and support more topology out of the box. However, this indexing
method is not suitable for content updates of the data.
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Distributed technology is in its early stages and requires the development of tools/methods
and algorithms to handle, share and query geographic information. Once developed, it will
be possible to contrast DSDS against other data systems and thereby evaluate the practical
benefit of such systems. A distributed data-sharing platform needs a standard to share
data between different users. It requires a data model to integrate spatial data from other
sources and various accuracy levels. Such standards must be in alignment with multiple
sharing platforms and frameworks.

6.4 Future research directions

As the distributed web emerges, so too can the next generation of geographic information-
sharing tools. Despite the advantages of our proposed framework, challenges remain. We
conclude that more significant research effort from GIScience and related fields in devel-
oping decentralized applications is needed. Distributed technology is in its early stages
and requires developing the tools/methods and algorithms to handle, share and query ge-
ographic information. Once developed, it will be possible to contrast DSDS against other
data systems, thereby evaluating the practical benefit of such systems. These standards
must be on different levels, from the data model and storage level to the API and processing
levels. The ability to be integrated with the existing standards is a main interoperability
requirement in sharing spatial data.

In chapter 2 some challenges in preserving geoprivacy in distributed networks, and the
importance of controlling shared geographic information in different is discussed. In this
chapter, we conclude that, it is still required to develop more fine-grained decentralized
geoprivacy applications and tools. This leads to more secure yet location-aware services.
In particular, more precise models for trust between nodes in distributed networks are
required. This helps with one of the biggest assumptions of this research which is the
necessity of having trustful actors in the network.

This work also addresses some of the challenges in sharing and querying spatio-temporal
data on distributed networks. Developing a standard framework for sharing data on the
IPFS network is one of the big requirements. The possibility of using IPLD objects in
sharing GI at the feature level can provide finer access to the information. In addition,
it is necessary to address attribute-level query processing too, which is not covered in the
current work. The use of smart contracts to control read and write access to data to the
main chain can also be studied.

Along with the social considerations, social capital for the communities needs to be
developed. It is required to have a higher level of user education about DSDS to allow the
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users to make better decisions about the tools and services they are using. Such education
processes need to follow certain frameworks to increase technological acceptability and
trust in the different generations. In the smaller communities, this framework should be in
place in order to provide trust between community members and the researchers with the
shared geographic data. The challenges and difficulties of using DSDS such as protecting
encryption keys in the communities should be addressed in such a framework. Depiction
of a clear image of distributed tools and how they protect users’ data ownership can help
with technological acceptability at the community level.

Distributed technologies are also capable of addressing the scalability of sharing and
processing geographic data. During this research, we did not explore the distributed pro-
cessing of spatial data. A blockchain can be used to track distributed and parallel processes
at the node level and can improve spatial analysis capacity on P2P networks. However,
such approaches to compute over data need more in-depth studies.

The proposed model for querying spatial data supports the spatial topology that the
underlying spatial indexing method supports. In this study, we only experimented with the
intersection topology relation. However, it is possible to perform other topological relations
such as overlay, within, and also perform KNN-based models. From temporal typologies,
all of them except disjoint are supported. The focus of this paper was support for vector-
based data structures. However, supporting raster data could be achieved by converting
raster data into DGGS-based models or tiling the raster data instead multi-resolution tiling
structure.

6.5 Key limitations in this research

During this research, several challenges have limited us to some extent. The first set of
challenges is the availability of tools and libraries to work with distributed networks. Dis-
tributed technology is still in its early ages, and the problems already solved in the current
centralized platforms, such as user management and access control, need to be handled in
these networks. In other words, decentralized architectures often have to reinvent things
already solved in centralized systems. The existing libraries and tools are also limited to
web platforms, which limits the usability of distributed tools on mobile devices. Let alone
that most individual data producers use mobile devices to collect and share geographic
data. This limitation increases the difficulties of integrating such tools into different op-
eration systems [304] (see chapter 4 for a more in-depth discussion). Also, it increases
the difficulties of using them, discouraging individuals from being able to utilize them.
Another key drawback is the requirement for data owners to be online to share data. In
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chapter 4, we used a caching method to overcome this issue. However, as mentioned in
that section, it is limited by the number of online users and the variety of trust levels.

Another limitation of this research is the duration of the study. Due to the technical re-
quirements of such systems the development of a practical application for the use cases such
as community-based data sharing (see chapter 5). Due to the sensitivity of such projects
and the importance of data sovereignty, the time required to develop, test, and deploy a
distributed application will be significantly longer. As a result, during the last chapter of
this work, we only focused on proposing the system architecture and how different pieces of
distributed technology can address the needs of community-based projects. Future research
must develop the practical application and understand the impact of individual-level data
sharing, process, and storage on the data-sharing environment.

Collecting sensitive information and integrating it into an online platform creates con-
cerns for many Indigenous communities. While traditional methods for geoprivacy preser-
vation are based on data aggregations done by central entities, the new technologies in
GIScience, such as digital earth platforms, can provide tools to incorporate individual
privacy while sharing spatial data. Inferring the location of the people using the shared
information is one of the challenges. As discussed earlier, users in the community sug-
gested only showing the photographer’s details once a user logged in and they had access
rights. However, this does not fully address the problem due to the possibility of using
photographs to detect sensitive places and information. Due to this issue and the limited
access control methods in distributed networks, developing such tools for the communities
needs more attention and concern.

Several limitations to using DSDS for small communities are discussed during our initial
assessment in chapter 5. Looking at the current availability of the tools and such, it is clear
that the sustainable development of such tools needs technical expertise. It is one of the
challenges in the scaling stage of participatory projects. In each project, the participators
can be from different groups. Some of them can be a more technical background which
impacts the scaling of the project. Most participators are willing to be involved in less
technologically complex processes. This impacts the acceptability of the technologies in
smaller communities. We need more education about the technologies and easy-to-use
tools to interact with distributed technologies. For example, the security of shared data
on distributed networks is highly dependent on public/private key encryption. As such,
the safety of these keys is in the user’s hands. It adds difficulties to users’ end and can
discourage them from using DSDS technologies. It can also add to the risk that a user’s
private keys get exposed, and others can decipher their data. Such challenges are mainly
caused due to the lack of enough technical tools in this research area.
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To fully understand the complex nature of spatial data sharing environments, it is
essential to take a comprehensive approach. In our research, we focused on the socio-
technological aspects of Distributed Spatial Data Sharing (DSDS), but we acknowledge
that there are other important dimensions to consider, such as the economic, policy, and
semantic aspects. One significant benefit of DSDS is its potential to have positive social
and economic impacts for individuals. Access control policies play a crucial role in en-
abling these benefits by regulating data access and usage. Additionally, the utilization
of data markets can be advantageous for individuals and smaller communities within the
DSDS environment. On the contrary, enterprise entities may have less interest in DSDS
due to various factors. Furthermore, it is important to explore the economic consequences
of distributing data storage on user devices within the DSDS framework.In summary, our
work focused on the socio-technological aspects of DSDS, while recognizing the need for
further investigation into the economic, policy, and semantic dimensions. We highlighted
the potential social and economic benefits for individuals, emphasized the role of data mar-
kets, and acknowledged the comparatively lower economic interest from enterprise entities.
Furthermore, we emphasized the need for additional research on the economic impact of
distributing data storage on user devices
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