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Sensory deprivation can lead to cross-modal cortical changes, whereby sensory brain regions deprived of input may be recruited to
perform atypical function. Enhanced cross-modal responses to visual stimuli observed in auditory cortex of postlingually deaf cochlear
implant (CI) users are hypothesized to reflect increased activation of cortical language regions, but it is unclear if this cross-modal
activity is “adaptive” or “mal-adaptive” for speech understanding. To determine if increased activation of language regions is correlated
with better speech understanding in CI users, we assessed task-related activation and functional connectivity of auditory and visual
cortices to auditory and visual speech and non-speech stimuli in CI users (n=14) and normal-hearing listeners (n=17) and used
functional near-infrared spectroscopy to measure hemodynamic responses. We used visually presented speech and non-speech to
investigate neural processes related to linguistic content and observed that CI users show beneficial cross-modal effects. Specifically,
an increase in connectivity between the left auditory and visual cortices—presumed primary sites of cortical language processing—
was positively correlated with CI users’ abilities to understand speech in background noise. Cross-modal activity in auditory cortex
of postlingually deaf CI users may reflect adaptive activity of a distributed, multimodal speech network, recruited to enhance speech
understanding.
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Introduction

Cochlear implants (CIs) are a transformative technology,
providing users with dysfunctional inner ears the ability
to communicate using spoken language. Cls bypass the
damaged or absent sensory cells of the inner ear to
stimulate directly the auditory nerve fibers with trains
of electrical pulses, processed to convey the energy
envelopes of speech sounds (Wilson and Dorman 2008;
Macherey and Carlyon 2014). Nevertheless, despite their
acknowledged success as an effective therapeutic inter-
vention for severe-to-profound hearing loss (Carlyon and
Goehring 2021), speech understanding following cochlear
implantation can be highly variable (Blamey et al. 2013)
and remains significantly poorer relative to individuals
with normal hearing (NH) (Firszt et al. 2004), even after
clinical optimization of device parameters (Green et al.
2007; Heydebrand et al. 2007; Gifford et al. 2008). In the
case of postlingually deaf CI recipients, i.e. those who

lose their hearing after developing speech and language
abilities, restoring the sensation of sound does not always
translate to high levels of speech recognition (Blamey
et al. 2013; Holden et al. 2013; Boisvert et al. 2020).
Given the relatively coarse spectral content of CI signals
compared to acoustic hearing (Wilson and Dorman
2008), postlingually deaf CI recipients need to form
new associations between sounds and their meaning
after implantation, which often demands additional
neural resources, such as cognitive load, particularly
in challenging listening environments (Peelle 2018;
Sherafati et al. 2022), as well as ongoing use of additional
cues to speech understanding such as lipreading (Giraud
et al. 2001; Stropahl et al. 2015; Stropahl and Debener
2017).

In seeking to explain the variation in performance out-
comes between CI users, less than a quarter of which is
explicable by patient-specific factors orissues associated
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with the integrity of the peripheral auditory structures
(Blamey et al. 2013), interest has focused on understand-
ing the consequences of hearing loss on higher brain
functions. This includes the possibility that neuroplastic-
ity—adaptive and mal-adaptive changes to the structure
and/or function of cortical centers that follow periods
of sensory deprivation—contributes to speech under-
standing following cochlear implantation (Stropahl
et al. 2017; Anderson, Lazard, et al. 2017a). Cross-modal
plasticity, whereby alternate sensory modalities “take
over” a deprived sense’s cortical representation leading
to enhanced perception of that sense, e.g. heightened
auditory acuity in blindness (Bavelier and Neville 2002),
has been proposed as one factor that might limit speech
understanding following implantation. However, while
such compensatory responses are well-evidenced in
cases of congenital deafness in animals (Lomber et al.
2010) and in humans (Kral 2007), it remains unclear
whether such a fundamental reorganization of brain
function occurs in postlingually acquired deafness in
humans, and if so, how this might influence hearing and
listening abilities following cochlear implantation (Luke
et al. 2015; Anderson, Lazard, et al. 2017a; Stropahl et al.
2017; Gransier et al. 2020).

One factor that might influence the interpretation
of studies designed to assess cross-modal plasticity in
CI listeners is the range of auditory and visual stimuli
employed—including the use of speech versus non-
speech material. Increased auditory cortical activity
to non-speech visual stimuli such as checkerboards
or gratings has been associated with poorer speech
understanding in CI listeners (Doucet et al. 2006;
Sandmann et al. 2012; Chen et al. 2016), suggesting that
“visual takeover” of auditory cortex following hearing
loss may limit the capacity for functional recovery,
post-implantation (Stropahl et al. 2017). Conversely, a
positive association has been reported between increased
cross-modal activity to visually presented sentences
and auditory speech understanding, prior to, and 6
months after, cochlear implantation in postlingually
deaf adults (Anderson, Wiggins, et al. 2017b). In addition,
cross-modal activation of auditory cortex in CI users
has been associated with increased audiovisual (AV)
integration, which is proposed to support multisensory
aspects of speech communication (Stropahl and Debener
2017). Differences in cross-modal influences—from
detrimental to beneficial—therefore, might be explained
by a more nuanced model of speech processing, including
its manifestation at the cortical level in terms of a holistic
representation of communication and language, rather
than solely a series of acoustic events.

Neuroimaging studies indicating a gradation of corti-
cal activations to hierarchical auditory stimuli demon-
strate more widespread brain activations with increas-
ing acoustic and linguistic demand (see Peelle 2012 for
review). This suggests that the choice of visual stim-
uli employed when investigating cross-modal plasticity
may be important. Visual speech—relevant for speech
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processing in everyday listening tasks where visual infor-
mation can be leveraged for speech understanding—
has been shown to engage left temporal regions even
in normal-hearing (NH) individuals (Calvert et al. 1997;
MacSweeney et al. 2002; Hall et al. 2005). To date, how-
ever, no study has directly examined stimulus-specific
effects (i.e. non-speech vs. speech stimuli) in the same
group of CI users or compared this to an age-matched,
NH population.

Here, using functional near-infrared spectroscopy
(fNIRS) to measure changes in regional blood oxygena-
tion related to neural activity, we assessed stimulus-
related differences in cross-modal activation and task-
related functional connectivity between auditory and
visual cortical regions, in a cohort of postlingually deaf
CI users, and compared these differences to those of
age-matched, NH listeners. Consistent with current
models of language processing (Hickok and Poeppel 2007,
2015), we tested the hypothesis that speech and non-
speech stimuli engage different functional networks
and that, specifically, visual speech recruits distinct
regions within a distributed, multimodal network for
speech processing, particularly within superior temporal
cortical regions. Our data demonstrate that auditory
cortical areas are activated by speech, regardless of
the mode of presentation (auditory or visual), and that
cross-modal, visual-evoked activity in auditory cortex
depends on stimulus type (i.e. speech vs. non-speech) in
CI users. Importantly, our data also show that stimulus-
based differences in activation patterns and task-related
interregional connectivity are correlated with behavioral
measures of speech understanding in CI users, but not
NH listeners. Together, they support the notion of a
multimodal speech processing network that represents
coordinated activity between different brain regions, and
that high-performing CI users leverage this network to
enhance their capacity for listening in noise. Cross-modal
activation of auditory cortex in postlingually deaf adults
who use CIs for hearing may reflect their enhanced
capacity to leverage an intact cortical language network
to improve listening abilities, rather than any form of
maladaptation in response to sensory deprivation.

Materials and methods

The study was approved by the University College Lon-
don Divisional Ethics Committee of Psychology and Lan-
guage Sciences (reference ID: SHaPS-2018-DV-028), and
written informed consent was obtained from all partici-
pants.

Participants

All participants were native adult English speakers and
had self-reported normal or corrected vision and no
cognitive impairment. Two groups of participants were
recruited. The first group consisted of 20 adults (mean
age =70 years, SD=6.88, range 53-79 years) with hearing
within normal limits, defined as 4-frequency pure-tone
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average (0.5, 1, 2, 4 kHz) air conduction thresholds of
<25 decibels (dB HL) bilaterally. Three participants were
excluded from the final data analysis due to poor data
quality (low signal to noise ratio), which may have
arisen from poor contact between fNIRS optodes and
the scalp, or excessive movement during testing. The
second group consisted of 15 adults (mean age =68 years,
SD =6.58, range 54-80 years) with postlingually acquired
bilateral severe-to-profound deafness, and >12 months
of CI experience (mean years of bilateral deafness=19.8,
SD=15.98, range 4-68 years). One CI subject was not
able to participate in both test sessions; therefore, this
subject was excluded from the final analyses. Three
participants were bilaterally implanted, and 7 of the
remaining 12 were implanted in the right ear. Where
the subject was bilaterally implanted, we followed the
user’s preferential side, and this was predominantly
right. All CI subjects had a pure tone average (PTA, 0.5,
1, and 2 kHz) greater than 90 dBHL in the contralateral
ear (mean PTA=108 dB, SD=9.64). All participants were
right-handed as measured by the Edinburgh Handedness
Inventory (Oldfield 1971), except for one NH participant.
Participant characteristics are summarized in Table 1.

Behavioral test paradigm

Sentences from the Institute of Electrical and Electronics
Engineers (IEEE) corpus (Rothauser et al. 1969) recorded
in British English were used to assess speech understand-
ing in auditory-only, visual-only, and AV conditions. The
corpus comprises 72 lists of 10 sentences each, described
as the “1965 Revised List of Phonetically Balanced Sen-
tences (Harvard Sentences).” The sentences are phonet-
ically balanced and use specific phonemes at the same
frequency that they appear in English. Each sentence
consisted of 5 key words, for example “Always close the
barn door tight.” Two lists (a total of 20 sentences) were
presented per condition and presentation was random-
ized across participants. Participants were instructed to
repeat as many words as they were able to identify, and
items were scored for whole key words correct. Given the
likelihood of ceiling effects in comparing the 2 groups
with auditory speech tasks in quiet, the Children’s Coor-
dinate Response Measure (CCRM) was used as a speech-
in-noise task, based on a test developed by Bolia et al.
(2000) and Brungart (2001), which was selected for its
low contextual cues. Sentences had a set structure, e.g.
“Show the dog where the (color) (number) is?”: e.g. “Show
the dog where the green three is?”, with 6 color options
(blue, black, green, pink, red, and white) and 8 possible
numbers (1-9, excluding 7). The stimuli were sentences
spoken by a native British female speaker, presented at
70 dB SPL, in 2-talker babble noise, the signal-to-noise
ratio (SNR) of which was adjusted adaptively depending
on the accuracy of responses, i.e. an incorrect response
led to one step up, and a correct response, one step down,
in order to track the 50% correct threshold. The starting
SNR was 20 dB, with an initial step size of 5 dB SNR,
that decreased after 2 reversals to 2 dB. The final SNR

was calculated as the mean of the last 4 reversals, as per
the procedure outlined in de Kerangal et al. (2021). The
maximum number of trials did not exceed 25. The metric
of AV speech advantage or “visual enhancement” was
calculated for individual subjects as “AV score — A only
score,” to determine additional benefit from the added
visual speech signal to the auditory signal (Sommers
et al. 2005). In view of the non-normal distribution of
the data, differences in performance between groups (i.e.
percentage of correct responses) were analyzed using a
nonparametric Wilcoxon rank-sum test.

Functional near-infrared spectroscopy imaging

fNIRS was employed as a noninvasive, optical imaging
technique that has been shown to be suitable for the
study of cortical activity in CI participants (Saliba et al.
2016) and, more broadly, language and cognitive neuro-
science research (Quaresima et al. 2012; Pinti et al. 2020).
Given that it uses light, fNIRS is therefore not subject to
the same electric or magnetic artifacts that limit other
available neuroimaging techniques, when considering
experiments with users of hearing devices. It is also quiet,
particularly in comparison with fMRI, thus making it
ideal for auditory experiments. NIRS uses near-infrared
light directed onto the scalp, in order to measure cortical
hemodynamic based on changes in transmission of light
through the scalp and skull and surface of the brain—
and provides a proxy measure for neural activation.

fNIRS experimental paradigm and conditions

Two manipulations (‘non-speech” and “speech”) of a
block design paradigm were administered over 2 sessions
(Fig. 1A and B), with a total of 80 block trials across
the 2 manipulations of the block design paradigm—20
trials each of auditory or visual, speech or non-speech
stimuli. The blocks were interleaved with breaks of 25—
35 s randomized duration, as well as “attention” trials
every fourth trial, which included a 2 or 3 alternate
forced choice question. The questions asked about what
was seen or heard in the preceding trial, e.g. “What
was the last shape you saw?” or “Did you hear noise
in the previous trial?” for the non-speech paradigm,
or “What was the last word spoken?” for the speech
paradigm (Fig. 1B). For both paradigms, the order of
presentation was pseudo-randomized, whereby question
trials occurred every fourth trial, and the order of
remaining auditory and visual trials was randomized
across participants. During rest periods, a white fixation
cross was presented on a black screen, which remained
present throughout the auditory-only condition. This
fixation cross was used to help the subject maintain
a consistent gaze and therefore head positioning, as
well as encouraging attention to the task (Thielen et al.
2019). Fixation crosses have been employed in previous
studies during auditory stimulation blocks (Anderson,
Lazard, et al. 2017a; Shader et al. 2021). For question
trials, a written question appeared on the black screen
with alternative choice answers and participants were
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instructed to indicate their answer via button press on
a keyboard. An additional 10 s was added before and
after the subsequent rest period. This paradigm was
piloted and refined to ensure that it was of reasonable
duration for participants, in order to reduce potential
task fatigue and impacts to sustained attention, which
has been shown to occur for tasks longer than an hour
in duration (Sarter et al. 2001). Further, the tester was
always present in the room for the entire duration of
the experiment to monitor aspects such as physical
movement and attention to the task.

Stimuli for both fNIRS paradigms were presented
using Presentation software (Neurobehavioral Systems,
Inc., Berkeley, CA). Participants were seated in front of
a computer monitor at a comfortable viewing distance
of approximately 1 m. For NH participants, all auditory
stimuli were presented via ER-1 insert earphones to the
right ear only, with contralateral ear plugged. For the
CI participants, an Otocube (Otoconsult NV, Antwerp,
Belgium)—a custom-built, magnetically shielded loud-
speaker designed for use with CI participants, was
used to deliver auditory stimuli, where an extended
coil cable was attached to the speech processor, which
allowed the speech processor to be enclosed in the
shielded chamber with mini loudspeaker. This method of
delivery ensured stimulation of the CI ear only, without
interference or assistance from the contralateral ear.
In the case of the bilateral CI users, 2 were presented
with auditory stimuli in the right CI, and 1 in the
left CI. The sound pressure level (SPL) of the auditory
stimuli delivered to both groups was calibrated using
a Briel and Kjaer Photon dynamic signal analyzer and
artificial ear, calibrated to a comfortable listening level
of 70 dB SPL.

Instructions for each paradigm were delivered both
verbally and in written form prior to measurement. For
both paradigms, participants were instructed to always
fixate on the center of the screen and to remain still
for the duration of the test session, which was around
35 min in total. For the speech paradigm, participants
were instructed to attend to the talker and try to under-
stand what was said, in both the visual and auditory
modalities (presented separately).

Non-speech stimuli

Blocks of speech-shaped noise with the same spectral
content as the speech corpus, with a modulation fre-
quency of 0.7 Hz (to match the visual non-speech stim-
ulus), were presented as the auditory condition. These
auditory blocks were 12 s in duration. For the visual
condition, the stimuli consisted of a high-contrast, sinu-
soidal concentric grating which alternated with a simi-
larly radially modulated star-shaped grating (Fig. 1A) for
a duration of 700 ms each, adapted from Doucet et al.
(2006). The circle and star stimuli were presented for an
equivalent duration of the auditory stimuli, 12 s, with the
intention of inducing the percept of shape transforma-
tion, which has been shown to activate the ventral visual

pathway in humans (Doucet et al. 2005, 2006). Partici-
pants were instructed to focus their gaze on the center
of the concentric circle/star pattern for the duration of
the testing. This paradigm was particularly selected for
use as a “low-level” stimulus that bears no relationship
to linguistic elements in terms of temporal features,
with the intention of being in contrast with the more
ecological, speech-based manipulation of the paradigm
described below.

Speech stimuli

Blocks of 4 concatenated IEEE sentences were presented
in an auditory condition, and it was ensured that these
sentences were different to those used in the behavioral
assessment of speech understanding. The duration of the
blocks ranged from 12 to 14 s depending on the specific
sentences in the block. The levels of all the sentences
were normalized to the same root mean square level. The
corresponding visual condition consisted of silent videos
of a female talker speaking IEEE sentences from the same
corpus (Fig. 1B).

fNIRS data acquisition

Testing was performed in a sound-treated booth. Cor-
tical responses were measured using the Hitachi ETG-
4000 continuous-wave fNIRS system (Hitachi Medical
Co., Japan). A 3 x 11 grid array containing 52 channels
(source-detector pairs) was used, with an inter-optode
separation of 30 mm. The array was positioned over the
participants’ temporal and occipital lobes, in order to
cover auditory and visual cortical areas (see Fig. 1C). This
placement was guided by the International 10-20 system
(Jasper 1958) and careful measurement of distance from
nasion to inion and transverse distance from left preau-
ricular point to right preauricular point, to maintain con-
sistency between test sessions and participants. Specifi-
cally, the first sources at the left and right extremities
of the bottom row of sources and detectors were aligned
with the left and right pre-auricular points, respectively
(T7 and T8 relative in terms of 10-20 reference points) and
the source at the midpoint of the array row when posi-
tioned over the occipital lobe was aligned to Oz (Jasper
1958).

Anatomical guidance and defining regions of
interest for correlation analysis
Regions of interest (ROIs) were defined for the left and
right superior temporal gyri (STG) separately, and left
and right occipital gyri, corresponding to auditory and
visual cortical areas, respectively. Studies by Shader et al.
(2021) and Chen et al. (2015) similarly examined cortical
activity in both auditory and visual areas using fNIRS and
demonstrated area specificity of activations, whereby
auditory areas responded largely to auditory stimuli and
visual areas to visual stimuli.

Subject-specific anatomical landmarks and optode
positions were recorded using an electromagnetic
3D Polhemus Probe Positioning Unit (Vermont, USA;
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Fig. 1. fNIRS experimental block design and cortical coverage of ROIs. A) Schematic of the “non-speech” paradigm, with “low-level” auditory (modulated
speech-shaped noise) and visual stimuli (alternating concentric gratings) and B) Schematic of the “speech” paradigm, with concatenated sentence
stimuli (IEEE corpus). All rectangles represent what the subject was viewing on the screen. A fixation cross was always present in the center of the
screen (apart from control, “blank screen” trials). C) fNIRS 52 channel (17 sources, 16 detectors) optode array configuration positioned over auditory
and visual ROIs (top) and sensitivity profile of probe to underlying cortical regions, generated in AtlasViewer (bottom). ROIs include bilateral superior
temporal cortices and occipital cortices. D) Two-dimensional representation of fNIRS optode array, with gray shaded channels indicating channel
selections forming the 4 ROIs for correlation analyses with behavioral measures. Within these shaded channels, the light gray shading additionally
indicates seed channels used in the correlational analyses between coherence values and behavioral measures of speech understanding.

http://www.polhemus.com). This digitized, subject-
specific information was later registered to the Colin27
atlas, using the AtlasViewer toolbox (Aasted et al.
2015), which performs a transformation to register an

anatomical model to the optode locations. The optode
locations were then projected towards the cortical
surface of the registered atlas model to provide an
estimation of the cortical Montreal Neurological Institute
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coordinates associated with an optode pair (or channel).
Given that the Colin27 atlas is parcellated, these
projections were used to provide relevant cortical labels
for the region to which a channel is likely sensitive.

In order to visualize the fNIRS results on a corti-
cal surface, forward modeling was conducted within
AtlasViewer using the built-in Monte Carlo photon trans-
port package. This process provides an estimate of the
sensitivity of the fNIRS measurement to regional changes
in chromophore concentration, specifically the probabil-
ity of the detected NIR light traveling through a given
region of tissue. A Monte Carlo simulation (100,000 pho-
tons) was run to produce a model of where the detected
photons will have traveled. Measurement sensitivity
profiles generated from the Monte Carlo simulations
were then used to perform image reconstruction using
custom MATLAB scripts, in order to visualize results.

Processing and statistical analyses of fNIRS data

for channel-wise cortical activation maps

The NIRS Brain AnalyzIR Toolbox (Santosa et al. 2018)
was used to preprocess and analyze the fNIRS data.
Raw light intensity was resampled to 5 Hz, before being
converted to optical density. Levels of oxygenated (HbO)
and deoxygenated (HbR) hemoglobin concentration were
then determined using the modified Beer-Lambert law.
To account for serially correlated errors such as phys-
iological noise, e.g. heart rate, respiration, and Mayer
waves (Yucel et al. 2016; Luke, Larson, et al. 2021a),
data were pre-whitened as per Barker et al. (2013). The
first-level analysis was conducted using the iteratively
reweighted least-squares (AR-IRLS) method, employing
the default toolbox canonical hemodynamic response
function (HRF), convolved with a boxcar model, which
specified the duration of stimulus events. This analy-
sis was performed across all channels for each sub-
ject, which computed an estimated regression coefficient
(beta) for each channel in the array, representing the
absolute estimated “strength” of hemodynamic activity
for each condition. Group-level analysis was performed
using a linear mixed model to examine the interaction
of experiment group (CI vs. NH), stimulus (speech vs.
non-speech), and condition (visual vs. auditory) (fixed
effects), with each subject treated as a random effect.
A linear mixed modeling approach was adopted for all
group-level analyses of the fNIRS data. This is able to
account for variance associated with differences across
individuals through specification of random effects and
is robust in cases where data are missing or unbalanced
across groups (Boisgontier and Cheval 2016).

A time-series analysis was initially conducted to qual-
itatively inspect grand average time courses of the fNIRS
responses (examples shown in Fig. 3A) across source-
detector pairs for channels selected for ROIs covering
auditory and visual areas; however, this approach was
not used in the quantitative statistical analysis using
the linear mixed model. For the qualitative analysis, raw
light intensity from the channels of interest was first

converted to optical density. The temporal derivative dis-
tribution repair (TDDR) procedure was applied to the data
to account for motion artifacts, removing baseline shift
and spike artifacts (Fishburn et al. 2019). HbO concen-
tration was then determined using the modified Beer—
Lambert law. A bandpass filter of 0.01-0.3 Hz was applied.
The data were then epoched into 5 s windows prior to and
30 s post-stimulus onset.

We first examine expected “intra-modal” activations
in the auditory and visual modalities in key ROIs cov-
ered by our fNIRS array (namely, auditory and visual
cortices). Brain activations were quantified using the
beta values for both HbO and HbR computed in the
linear mixed model. For each channel, we first veri-
fied that the changes in HbO and HbR concentration in
response to each stimulus and condition did not signif-
icantly differ from the canonical model, i.e. HbO was
observed to be increasing and HbR decreasing. These beta
values were then further subjected to the multivariate
Hotelling’s T? test (Santosa et al. 2018) to take account
of the joint behavior of HbO and HbR and determine
whether both are significantly different from baseline
at q <0.05 (corrected P value for multiple comparisons,
using the Benjamini-Hochberg procedure; Benjamini and
Hochberg 1995). While this measure of joint activity of
HbO and HbR was not used in later analyses, e.g. cor-
relations with behavioral measures, this was an impor-
tant initial step in our fNIRS analysis to confirm and
characterize activations across all groups (NH and CI),
stimuli (speech and non-speech), and conditions (visual
and auditory).

In order to examine the hypothesis of a stimulus-
specific effect for visual stimuli and resultant “cross-
modal” activation patterns for both groups, a separate
linear mixed effects model was conducted on data from
the visual condition only. The model examined the
interaction of group and stimulus as fixed effects, and
each subject was again treated as a random effect. For
channels showing a significant group and stimulus type
interaction, post hoc t-test contrasts were computed
for HbO and HbR separately with Benjamini-Hochberg
correction for multiple comparisons (Benjamini and
Hochberg 1995), to address (i) whether for each level
of group (CI and NH), there was a significant difference
in activated regions in response to speech versus non-
speech stimuli and (ii) whether for each level of stimulus
type (speech and non-speech), there was a significant
difference in activated regions between groups (CI vs.
NH).

To extract a single estimate of activity per ROI, a
weighted averaging of individual beta values was per-
formed across channels within each ROI, where weights
were equivalent to the inverse of the standard error of
the GLM fit for each channel (Santosa et al. 2018). This
computed a single beta value quantifying intra-modal or
cross-modal activity for each ROI, which was to be used
in the correlation analysis with behavioral measures of
speech understanding.
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Functional connectivity analysis
The metric of coherence was used to examine task-
related interactions between auditory and visual ROIs
(Sun et al. 2004; Bowyer 2016) and has been success-
fully employed in studies seeking to explore stimulus-
dependent temporal dynamics of BOLD signals in both
fMRI (e.g. Miiller et al. 2001; Milller et al. 2003; Curtis et al.
2005) and fNIRS applications (e.g. Park et al. 2019). The
MNE toolbox was used to process the data for the func-
tional connectivity analyses (Gramfort et al. 2013, 2014;
Luke, Shader, et al. 2021b). The channel selections for
ROIs were the same as those used for the ROI analysis of
cortical activations, consisting of left and right auditory
and visual areas (see Fig. 1D). The connectivity analysis
was performed on data HbO, as it has been shown to
yield more robust coherence patterns and connectivity
compared to HbR (Wolf et al. 2011). In the CI users, due
to variations in coil positioning, some optodes located
above the coil were not able to obtain fNIRS data, and
thus, affected channels were excluded from the analysis.
Specifically, 2 out of 3 channels were affected in the left
auditory ROI for 3 subjects, and up to 2 out of 3 channels
were affected for only 2 subjects in the right auditory ROL
No channels needed to be excluded for the visual ROIs.
Raw light intensity from these channels of interest was
first converted to optical density and TDDR was applied
to the signal. HbO concentration was then determined
using the modified Beer-Lambert law. A bandpass filter
of 0.01-0.3 Hz was applied. The data were then epoched
to a time window during which an auditory or visual
stimulus was being presented and a response occurred
(=23 to +37 s). Coherence was calculated using epoched
data in the specified frequency range of 0.05-0.3 Hz
between all channels for each subject (Tong et al. 2011).
The resultant coherence values represent the similarity
in signal between each channel pair in the specified
time window, with values closer to 1 indicating greater
similarity between the 2 signals and values closer to 0
indicating greater independency of the signals (Sun et al.
2004). These values were then exported for processing in
R (R Core Team 2021) with the Ime4 package (Bates et al.
2015) to perform separate linear mixed effects models
for each ROI pair between the 4 ROIs—Left Auditory-Left
Visual; Right Auditory-Right Visual; Left Auditory-Right
Visual; Right Auditory-Left Visual; Left Auditory-Right
Auditory; and Left Visual-Right Visual, examined sepa-
rately according to condition (auditory or visual). A linear
mixed effects modeling approach was again used, as this
accounts for the multiple data points within individuals,
therefore although observations were removed for miss-
ing values—for example, where coil placement interfered
with channel activity—the remaining responses within
that subject could still be accounted for in the analysis
(Boisgontier and Cheval 2016; Brown 2021). Coherence
values between ROI pairs were the dependent variable in
the model, with fixed effects of group and stimulus type
and their combined interaction. “Subject” was included
as a random effect to account for potential variation
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given the multiple measurements per subject. Side of
stimulation was included as a fixed effect in the models
for responses to the auditory condition. Significance was
calculated using the ImerTest package (Kuznetsova et al.
2017), which applies Satterthwaite’s method to estimate
degrees of freedom and calculates P-values for mixed
models. The model specification was “beta (coherence
values) ~ Group*Stimuli + (1] Subject ID)” for the visual
condition and “beta (coherence values) ~ Group*Stimuli
+ Stimulation side + (1] Subject ID)” for the auditory con-
dition. Post hoc comparisons were then computed using
the emmeans package (Lenth 2020), to further examine
significant interaction, which provided significance of
pairwise contrasts of estimated marginal means for fixed
effects group and stimulus, e.g. “CI speech — NH speech,”
with applied Benjamini-Hochberg adjustment.

Correlation analysis of brain activity

and behavioral measures

Correlation analyses were conducted to examine rela-
tionships between amplitude-based and connectivity
measures of cross-modal activity and behavioral speech
recognition performance. For connectivity measures, in
order to examine the relationship between interregional
connectivity and behavioral measures of speech under-
standing, coherence values of single “seed” channel pairs
within the left auditory, right auditory, left occipital,
and right occipital ROIs were selected based on the
strongest peak responses observed at the group level
in the auditory area to auditory stimuli and in the visual
area to visual stimuli (both speech and non-speech, see
Fig. 1D for channel selections).

A nonparametric bootstrap approach (2,000 samples)
was used to obtain confidence interval estimates (bias-
corrected, “BCa”) of Spearman’s r and test the null
hypothesis that there was no association between HbO
activation (beta weight) for amplitude-based measures
or task-related coherence value for each seed channel
pair for connectivity measures, to either a speech or non-
speech stimuli in an auditory or visual condition in each
of the ROIs, and behavioral speech recognition scores
(specifically, auditory-only-in-noise, visual-only and
“visual enhancement” (auditory-only score subtracted
from the AV score)). The same approach was used
to investigate the relationship between task-related
coherence values of seed channels pairs and behavioral
speech recognition scores, again using Spearman’s rank-
order correlation.

Results

CI users show enhanced lipreading abilities and
benefit from visual cues in speech processing
tasks

Visual cues provide one means with which to assess
language processing (Capek et al. 2010), particularly
in deaf and hard of hearing individuals—including CI
users—for whom auditory input may be substantially
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degraded (Peelle and Sommers 2015). To determine the
extent to which CI users exploit visual cues for speech
understanding, we assessed their ability to understand
speech using auditory or visual cues only, or both com-
bined, and compared these abilities to those of a group
of age-matched, NH listeners. Listeners in both groups
were presented with single sentences (selected from
the IEEE corpus) and were instructed to repeat as many
words as they were able to identify, a task we scored in
terms of “whole words correct.” Speech-in-noise perfor-
mance was also assessed using a Co-ordinate Response
Measure (CRM) paradigm (Bolia et al. 2000; Brungart
2001). As expected, NH listeners were able to recognize
speech with auditory-only cues significantly better
than CI users, both in quiet (W=21.5, P <0.001, r=0.75)
and in the presence of background noise (W=238,
P <0.001, r=0.84; Fig. 2A, 1) and ii)). In contrast, CI users
were more accurate than NH listeners in recognizing
IEEE sentences presented exclusively visually (W =385,
P=0.010, r=0.47; Fig.2B,i). Both NH and CI groups
reached ceiling performance in the AV condition, and
a “visual enhancement” metric—the difference between
the speech-in-quiet score subtracted from the AV score—
to quantify the degree of benefit obtained from visual
cues when both auditory and visual speech information
were presented. Due to their already high performance
in the auditory-only task, NH listeners showed minimal
need for visual cues and therefore demonstrated no
visual enhancement. On average, CI users showed com-
paratively higher visual enhancement (W=217,P < 0.001,
r=0.75; Fig. 2B, ii), and this varied between listeners. This
variability in performance between CI users provides
a potential means with which mechanisms underlying
language processing might be assessed.

Intra-modal and cross-modal auditory

and visual cortical activity differ for speech

and non-speech stimuli

Speech processing is thought to utilize common neu-
ral pathways—predominantly in the left hemisphere
between temporal, parietal, and occipital regions—
regardless of presentation modality (Bernstein and
Liebenthal 2014, Peelle et al. 2022). As such, we examined
the extent to which auditory and visual speech and
non-speech stimuli generate intra-modal and cross-
modal cortical activity in both NH listeners and CI users,
using fNIRS to estimate changes in cortical hemoglobin
concentrations and, from this, inferring changes in
regional neural activity specific to language content.

To confirm expected responses in auditory and visual
cortical areas, we assessed “intra-modal” activations—
defined by activations to auditory stimuli in auditory
(temporal) areas and to visual stimuli in visual (occipital)
areas—within key ROIs in auditory and visual cortices.
Non-speech stimuli comprised amplitude-modulated
(AM) noise and concentric gratings in the auditory
and visual modalities, respectively; speech stimuli
were IEEE sentences (Rothauser et al. 1969) presented

A Auditory-only in quiet (A-only)
*%
100 I
B 754
o
S
o
8
5 50 1
H
2
254 .
. NH cl
ii) Auditory-only in noise
*%
10 :
o
T
v 0
z
)
-10
B NH ci
i) Visual-only (V-only)
*
501
O 401
2
8 .
» 304
2
o
o\% 204
A *
o
NH ci
ii) Visual enhancement
*%
)
[~
o 60
<
>
<
g
[
5]
(8]
N
-E 20
o
3
X
0 —_—
NH ai

**p<0.01, *p<0.05, Wilcoxon rank-sum test

Fig. 2. Behavioral speech recognition measures. A) Boxplots show distri-
butions of scores for speech understanding in an auditory-only condition
(IEEE sentences), (i) in quiet and (ii) in noise (CCRM task), where “SNR”
represents the signal-to-noise ratio at which the participant achieved 50%
correct (lower score=better performance). B) (i) Boxplots show speech
understanding in a visual-only condition (IEEE sentences) for both NH
and CI groups and (ii) “visual enhancement,” calculated as the difference
between performance on the AV condition and performance on the
auditory-only condition.
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Fig. 3. Channel-wise analysis of neural activation patterns in NH and CI groups. A) Grand-average time courses, processed for initial qualitative
inspection, from a single source-detector pair (channel) in the left auditory (top) and visual ROIs (bottom) showing HbO and HbR hemoglobin responses
to auditory and visual speech stimuli from both NH and CI groups. B) Example of canonical HRFs across the optode array in response to auditory stimuli
(top) and visual stimuli (bottom) following group-level analysis and canonical model fit. C) Projection of F-statistic (Fstat) maps to cortex following group-
level analysis, showing significant Hotelling’s T? test results, quantifying the joint activity of oxy- and deoxy- hemoglobin (HbO and HbR, respectively)
for both NH and CI participants (corrected P value <0.05) in response to non-speech stimuli in both auditory and visual conditions and D) Fstat maps

in response to speech stimuli in both auditory and visual conditions.

in auditory-only and visual-only modalities. Superior
temporal regions were bilaterally activated in both NH
listeners and CI users (Fig. 3C and D, auditory condition),
consistent with fMRI responses to AM noise (Giraud et al.
2000) and speech stimuli (Adank 2012). Also consistent
with evidence from EEG and fMRI analyses, respectively,

visual stimuli—both non-speech (Doucet et al. 2006) and
speech (Calvert et al. 1997)—activated occipital regions in
NH and CI participants (Fig. 3C and D, visual condition).
Cross-modal cortical activity, proposed to represent
recruitment of sensory-deprived regions by other “intact”
sensory systems, was assessed to address the hypothesis
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that language-based stimuli such as speech might nat-
urally recruit regions cross-modally as part of a multi-
modal language network. We therefore measured fNIRS
activation to visual stimuli in auditory areas, and acti-
vation to auditory stimuli in visual areas. Evidence of
cross-modal activity was observed in both NH and CI
participants (Fig. 3C and D). Notably, cross-modal acti-
vation of superior temporal regions to visual speech
was evident in both NH and CI groups (Fig. 3D, visual
condition), and this was confirmed in the whole group
analysis as well as in a subset of CI participants receiving
right-side auditory stimulation only, the latter assessed
to account for the heterogeneity in terms of the ear
implanted. Controlling for side of stimulation in this
way did not influence the outcome—significant cross-
modal activation of superior temporal regions to visual
speech was present in (right-implanted) CI users with
right-side auditory stimulation (see Supplementary Fig.
3). This cross-modal activity in auditory cortex to visual
stimulation concords with existing fMRI evidence indi-
cating temporal activity in response to visual speech
in both deaf and hearing subjects (Calvert et al. 1997;
MacSweeney et al. 2002; Hall et al. 2005). Together with
the observed intramodal activation to auditory speech,
this is consistent with a role for auditory cortical regions
in speech processing, independent of hearing acuity, or
the modality—auditory or visual—by which speech is
conveyed.

We hypothesized that speech and non-speech stimuli
engage different functional cortical networks, which may
be reflected in differential recruitment of specific brain
regions depending on the stimulus type, and, specifi-
cally, that visual speech engages auditory cortex (see
fMRI studies by: Calvert et al. 1997; Hall et al. 2005;
MacSweeney et al. 2002). To test this hypothesis, we
conducted an analysis on data from the visual condition
only, in order to examine the specific interaction of group
and stimulus type. Post hoc t test contrasts were then
computed for oxygenated and deoxygenated hemoglobin
(HbO and HbR, respectively) recorded by optical chan-
nels showing a significant group x stimulus interaction
(see Supplementary Table 1), to investigate the existence
of significant differential interaction in a contrast of
responses to speech versus non-speech visual stimuli
within each group. Consistent with our hypothesis, left
superior temporal gyrus (STG) showed greater activa-
tion to visual speech when contrasted with non-speech
stimuli in both NH [t(58) =2.304, corrected P=0.029] and
CI [t(58)=3.267, corrected P=0.007] subjects (Fig. 4A). We
also assessed, for each stimulus type, any significant dif-
ferences in activated regions between groups (CI vs. NH)
and found that activation of superior temporal regions
to visual speech was not significantly different between
NH listeners and CI users [(t(58)=0.881, corrected P=
0.754)].

Together, our data demonstrate that auditory cortical
areas may be activated by speech in either mode of pre-
sentation (auditory or visual) and that visual cross-modal

activity in the auditory cortex depends on stimulus type
(i.e. speech vs. non-speech) in CI users. Specifically, we
observed greater activation of superior temporal regions
tovisual speech than to nonvisual speech, supporting the
notion of a multimodal speech processing network that
represents coordinated activity between different brain
regions, e.g. auditory and visual, to support speech pro-
cessing (Bernstein and Liebenthal 2014; Peelle et al. 2022).

Enhanced cortical connectivity in CI users for
speech compared to NH listeners

Having established the presence of distributed activa-
tion of cortical areas in response to speech versus non-
speech stimuli, we explored the role for a hypothesized
multimodal speech network by assessing task-related
connectivity between 4 main cortical ROIs (left auditory,
right auditory, left visual and right visual) in response
to auditory and visual speech stimuli. Specifically, we
assessed the level of coherence between the left and
right temporal and left and right occipital ROIs to deter-
mine the degree of connectivity between them during
speech processing tasks in both modalities. Separate lin-
ear mixed-effects models were computed for the coher-
ence values of each ROI pair, per condition (auditory vs.
visual) (see Tables 2 and 3 for a summary of estimates
from the models).

The fixed effects of group and stimulus type and their
combined interaction were examined, with subject spec-
ified as a random effect. Side of stimulation was included
as a fixed effect in the models for responses to the
auditory condition. The models of particular interest
were “Left Auditory-Left Visual” and “Left Auditory-Right
Visual” in response to visual stimuli, with a data-driven
hypothesis following observation of increased left audi-
tory cortical activity to visual speech in the CI group,
which was significantly associated with lipreading abil-
ities in the CI users. We hypothesize that if this acti-
vation is representative of network activity supporting
speech processing between auditory and visual regions
in CI users, then they will show greater connectivity—i.e.
higher coherence—for speech compared to non-speech
stimuli.

For speech and non-speech visual stimuli, assessment
of coherence between left auditory to left visual ROIs
revealed a significant interaction of group and stimulus
(£=0.07, SEM=0.02, P=0.01), with greater coherence to
speech stimuli observed in CI users compared to NH lis-
teners. This significant interaction of group and stimulus
was also observed for the pairing of left auditory to right
visual ROIs (8=0.07, SEM=0.02, P=0.002). For auditory
stimuli, coherence between left auditory and left visual
ROIs also showed a significant interaction between group
and stimulus type (£=0.07, SEM=0.02, P=0.007), as did
coherence between left auditory and right visual ROIs
(£8=0.08, SEM=0.02, P=0.001). No significant interaction
of group and stimulus was observed in any of the other
ROI pair models for either visual or auditory stimuli
(see Tables 2 and 3 for model summaries). These data
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A  sSpeech > Non-speech B Non-speech > Speech

Fig. 4. Significant channel-wise differences in activation to visual stimuli for speech contrasted with non-speech. Statistically significant activations
following post hoc t-test contrasts on channels showing a significant interaction of group and stimulus type (see Supplementary Table 1). Differential
activations are shown for both chromaphores HbO (red) and HbR (blue) “within” group (CI and NH) for each stimulus type (speech vs. non-speech). A)

Speech > Non-speech and B) Non-speech > Speech.

suggest a role for left auditory to visual ROI activity in
differential processing of speech and non-speech stimuli
in both visual and auditory modalities, consistent with
our hypothesis, as a function of group—whereby CI users
show greater coherence to speech stimuli compared to
NH listeners.

To investigate further the main hypothesis relating
to stimulus-specific coherence in CI users, ie. that
cross-modal activation may differ with stimulus type,
reflecting engagement of a network supporting speech
processing, we examined post hoc comparisons of
estimated marginal means—specifically, the difference
in mean coherence in response to speech stimuli
relative to non-speech stimuli within NH listeners and
CI users and for each ROI pair (see Fig. 5B). Whereas
NH listeners showed reduced coherence between left
auditory area and visual areas for speech compared to
non-speech stimuli (M=-0.04, SD=0.01), the opposite
was true for CI users, who showed greater coherence to
speech stimuli relative to non-speech stimuli (M=0.03,
SD=0.01) across both visual and auditory conditions.
This difference in coherence to speech compared non-
speech stimuli was statistically significant between the
groups [t(27.90)=16.15, P <0.0001] (see Fig. 5B (top row)
and Fig. 5C).

For the right auditory cortical region, significant
differences in coherence to speech relative to non-speech
stimuli between NH and CI groups were evident only
for auditory stimuli, and the overall difference averaged
across visual and auditory conditions was not signifi-
cantly different between the 2 groups [t(22.26)=1.872,
P=0.07] (see Fig.5B (middle row) and Fig. 5C). The
mean coherence “difference” values for speech — non-
speech show greater divergence between NH and CI
groups for left auditory cortex to visual cortex ROI pairs
(Fig. 5B and C). While this pattern of divergence between
groups was less evident for right auditory to visual
cortex ROI pairs, this activity appears to be correlated
between left and right hemispheres—suggestive of
stronger interregional network activity driven by left
auditory cortex, which is present, but reduced, in the
right hemisphere.

For the interhemispheric comparisons of Left Audi-
tory-Right Auditory and Left Visual to Right Visual ROI
pairs (Fig. 5B (bottom row) and Fig. 5C) both CI and NH
subjects showed reduced coherence to speech relative to
non-speech stimuli in the visual-only condition, however
again diverged in the auditory-only condition, whereby
CI users showed positive coherence to speech relative
to non-speech stimuli. The overall mean difference in
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Fig. 5. Task-related functional connectivity analysis. A) Schematic repre-
sentation (brain at center) of functional connectivity analyses conducted
between 4 main ROIs (left and right auditory, left and right visual) in
response to speech and non-speech stimuli in visual-only and auditory-
only conditions. Waveform plots show examples of the epoched time win-
dow where task-related responses to visual speech occurred within each
main ROI for both CI and NH groups. B) Bar plots with standard deviation
bars represent estimated marginal means of coherence in both visual
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coherence for speech relative to non-speech stimuli
between hemispheres, averaged across both visual and
auditory conditions, was significant between the groups
[t(15.52) =3.114, P=0.007].

Together, our data suggest a fundamental difference in
the connectivity of the Left Auditory to Visual ROIs for CI
users relative to NH listeners. Specifically, the difference
in coherence in response to speech stimuli relative to
non-speech stimuli is greater in CI users relative to NH
listeners. This indicates increased use of the proposed
language network (Peelle et al. 2022; Sherafati et al. 2022)
for CI users when processing speech stimuli relative
to the NH listeners, which might reflect the increased
processing required to parse linguistic content for this

group.

Better lipreading abilities associated with greater
activation of left auditory cortex in CI users

The variation in performance between CI users in
tasks requiring lipreading or understanding speech in
background noise afforded us the opportunity to explore
potential contributing factors underlying processing
of language-based stimuli and the role of cross-modal
activations in these tasks. To investigate the relationship
between amplitude of fNIRS responses and behavioral
performance in lipreading and in speech understanding
in noise, cross-modal activity was quantified using the
“beta” value representing HbO amplitude of activation to
visual stimuli in auditory ROIs (corresponding to left and
right STG), and activation to auditory stimuli in visual
cortex. Specifically, a correlation analysis was conducted
to examine relationships between cross-modal activity
in auditory brain areas to visual stimuli and cross-
modal activity in visual area to auditory stimuli, and
measures of speech understanding in auditory-only
and visual-only conditions, and the metric of “visual
enhancement” (speech understanding performance
in an auditory-only in quiet task subtracted from
performance in an AV task). No statistically significant
correlations were observed between the amplitude of
cross-modal activation to speech or non-speech stimuli
and auditory-only speech performance, in quiet or in
noise in CI users. The fact that many of the CI users

Fig. 5. (column Visual stimulus) and auditory (column Auditory stimulus)
conditions for models (from top row: Left Auditory to Left Visual (LA-LV),
Left Auditory to Right Visual (LA-RV); middle row: Right Auditory to
Left Visual (RA-LV), Right Auditory to Right Visual (RA-RV); bottom
row: Left Auditory to Right Auditory (LA-RA), Left Visual to Right Visual
(LV-RV)), where a difference metric of interregional coherence to Speech
- coherence to Non-Speech stimuli is presented. Therefore, a positive
value indicates greater coherence to speech relative to non-speech, and
vice versa. C) Bar plots with standard deviation bars showing overall
mean difference of Speech — Non-Speech coherence, collapsed across
both visual and auditory conditions, for (i) Left auditory to both left and
right visual regions (combined); (ii) Right auditory to both left and right
visual regions (combined); and (iii) Left to right hemisphere ROI pairs
(i.e. LA-RA, LV-RV). **Statistically significant relationship (P <0.001),
(P < 0.01).
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Fig. 6. Correlation analyses between brain activity and behavioral speech
recognition measures. Data are plotted with robust regression line and
standard error confidence bounds. Confidence interval estimates (bias-
corrected, “BCa”) of Spearman’s r are reported, determined from a
bootstrap approach using 2,000 samples. A) (i) Relationship between
cross-modal activity to visual speech and lipreading abilities in CI par-
ticipants, indicating a positive association between performance on a
visual speech (lipreading) task and HbO activation in left STG region;
(ii) relationship with task-related coherence to visual speech between

were high performers might be a contributing factor—
most achieved >90% performance in the “auditory-only
in quiet” paradigm (Fig. 2A,1). Although the CI cohort
also showed a larger range of speech-in-noise abilities
(Fig. 2A, 1ii; “auditory-only in noise”), no significant
correlations were observed between the amplitude of
cross-modal activation in auditory or visual regions and
behavioral performance in the auditory speech-in-noise
condition. Further, there were no significant correlations
between the amplitudes of cross-modal activation and
the difference in speech understanding between AV and
auditory-only speech conditions (visual enhancement)
(Fig. 2B, ii).

In contrast to the auditory speech stimuli, however,
a significant correlation was observed between the
amplitude of cross-modal auditory cortical activation
to visual speech and lipreading abilities in CI users
(Fig. 6A, 1). Bootstrapped confidence interval estimates
for Spearman’s r (rs) (based on 2,000 samples) indicated
a significant positive relationship between performance
on a visual speech (lipreading) task and HbO activation
in CI users in the left auditory ROI, corresponding to STG
(re=0.74, 95% BCa CI=[0.28, 0.96], P=0.003). This cor-
relation remained significant and in the same, positive
direction even with left-stimulated CI subjects removed
for the analysis (Spearman r=0.87, 95% BCa CI=[0.25,
1.00], P=0.003), confirming that this relationship was
not a result of heterogeneity in the side of stimulation
within the CI group. This positive correlation between
cross-modal activation to visual speech and lipreading
ability supports the involvement of auditory cortical
regions in speech processing, regardless of the modality
of the presented speech.

Greater activation of language network to visual
speech in CI users is associated with better
understanding of auditory speech-in-noise
Employing a contrast between speech and non-speech
stimuli, designed specifically to assess the specificity
of any cross-modal activation in language processing,
we have demonstrated that connectivity between left
auditory and occipital ROIs is greater in CI users relative
to NH listeners, suggesting increased distributed neural
resource requirements for this group which, overall,
shows relatively poor performance in speech-in-noise
tests compared to NH listeners. To determine whether
this hypothesized language network, more strongly
engaged for speech stimuli compared to NH listeners,
influences performance in CI users, we examined

Fig. 6. auditory and visual seed channel pairs and “visual enhancement,”
representative of AV score—auditory-only score, indicating a negative
association between visual enhancement score and degree of AV
coherence. B) Relationships with coherence between seed channel pair
(left auditory-left visual) in response to visual speech for (i) CI group
versus (ii) NH group, and participants’ speech-in-noise abilities (where
lower score indicates better performance). **Statistically significant
relationship (P < 0.01), *(P < 0.05).
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the relationships between functional connectivity of
ROI pairs in response to cross-modal stimuli, and
speech understanding in auditory-only and visual-
only conditions and found the strength of connectivity,
assessed in terms of coherence, to be a significant factor
in explaining performance. Specifically, Spearman’s
correlation analysis revealed a significant relationship
in CI users between understanding auditory speech-in-
noise (where lower scores mean better performance)
and increased coherence between left auditory and
visual seed channels to visual speech (rs=-0.70, 95%
BCa CI=[-0.94, —0.07], P=0.008) (Fig.6B,1i). The same
relationship for understanding auditory speech-in-noise
was not statistically significant for coherence values
between the same 2 regions for visual speech stimuli in
the NH group (s =0.46, 95% BCa CI =[—0.01, 0.80], P = 0.06)
(Fig. 6B ii).

We also examined the relationship between the metric
of visual enhancement (i.e. the difference in speech
understanding between auditory only and AV conditions)
and connectivity of the putative language network. A
significant relationship was observed between task-
related coherence of left auditory and visual seed
channels to visual speech and the metric of “visual
enhancement” in CI users, whereby subjects with greater
“visual enhancement” showed lower coherence values in
response to visual speech (rs =—0.64, 95% BCa CI=[-0.91,
—0.10], P=0.019) (Fig. 6A, ii). No significant correlations
were observed between task-related coherence of any
seed channel pair and relationship with visual-only
measures.

Overall, our data suggest that enhanced coherence
of activity between auditory and visual cortices in CI
users in response to visual speech stimuli is positively
correlated with the ability to understand auditory
speech-in-noise. This relationship was not evident in
NH listeners. Conversely, CI users who demonstrated the
most performance “enhancement” from visual cues in an
AV condition (i.e. they showed larger benefit in the AV vs.
the auditory-only condition) showed lower connectivity
between auditory and visual areas in response to visual
speech. This is consistent with CI users with greater
capacity for processing visual speech requiring fewer
neural resources to process the linguistic content of
speech.

Discussion

We assessed task-related differences in cross-modal
brain activity in auditory and visual cortical areas, in
a cohort of postlingually deaf CI users and age-matched,
NH listeners. We found that speech stimuli activated cor-
tical regions within a distributed, multimodal network
for speech processing and that the extent to which this
putative language network is engaged by individual CI
users is significantly related to their ability to understand
speech in background noise. Specifically, greater coher-
ence between the left auditory and visual cortices was
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associated with better speech-in-noise perception in CI
users. Our data support the conclusion that cross-modal
manifestations in auditory cortices of postlingually deaf
CI users reflect “adaptive” activity of a speech network,
recruited to support speech understanding. Reduced
capacity to harness this network might lead to poorer
listening performance in CI users.

Cross-modal activation of auditory cortex
is associated with improved perception
of visual speech
Cross-modal plasticity has been proposed to limit
auditory processing by occupying “higher-order” auditory
areas with other sensory functions, e.g. visual-linguistic
or related to visual motion, and hence may complicate
the re-use of auditory functions (Kral 2007). Studies of
cross-modal plasticity in CI users to date have typically
sought to examine discrete, “functionally specialized”
regions of auditory or visual cortex and measure the
magnitude of responsiveness to stimuli from a different
modality, e.g. activation to visual checkerboards in
typically “auditory” superior temporal regions. These
studies operated under the assumption that the relative
magnitude of this activity in response to a visual stim-
ulus reflects potentially “mal-adaptive” plastic changes
due to sensory deprivation, or “adaptive” changes post-
intervention (Stropahl et al. 2017). However, even NH
individuals have been shown to engage left temporal
regions during visual speech tasks (Calvert et al. 1997;
MacSweeney et al. 2002; Hall et al. 2005). Here, we argue
that differences in cross-modal influences, particularly
when examined cross-sectionally, might be explained
in part by the hierarchical nature of speech processing,
including its manifestation at the cortical level in terms
of a holistic representation of communication and
language, rather than solely a series of acoustic events.
We observed differential activations in auditory
cortical regions to visual speech compared to visual non-
speech stimuli in NH listeners, as well as in postlingually
deaf adults who use Cls. This suggests that cross-modal
cortical activity in postlingually deaf CI users can be
stimulus-specific and that, rather than the consequence
of maladaptation to sensory deprivation, may reflect the
distributed, multimodal nature of speech processing in
the cortex. This conclusion is supported by a significant
association between cross-modal activity to visual
speech in left auditory regions and lipreading abilities
in CI users, consistent with their better performance in
lipreading compared to NH participants. Further, task-
related connectivity between auditory and visual cortical
areas in response to the speech stimuli—assessed
to investigate this hypothesized language network—
revealed a trend of enhanced cortical connectivity in CI
users in response to both visual and auditory speech
relative to non-speech stimuli. Together, these data
suggest that cross-modal activity to visual stimuli in
auditory areas is not necessarily detrimental to speech
understanding in postlingually deaf CI participants but
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could reflect activation of multimodal cortical networks
that contribute to speech processing, particularly where
language-based stimuli are used. An important impli-
cation of this finding is that the choice of stimuli used
to evaluate cross-modal plasticity in CI users is likely
to influence any observed relationships with speech
understanding, potentially a factor contributing to the
variability in reported associations of cortical activity
and performance outcomes (Stropahl et al. 2017).

Understanding the variations in cross-modal
activation by speech and non-speech stimuli

The degree of stimulus complexity (e.g. speech vs. non-
speech) is a factor in determining which pathways in
the brain’s speech and language network are activated
or overlap with other networks. Historically, the lack of
suitable neuroimaging approaches in CI users has made
it difficult to disentangle these networks functionally—
particularly when assessing activation magnitudes in
single brain regions. For example, a negative correlation
between auditory-speech understanding and cross-
modal activity to low-level checkerboard stimuli has
been reported using EEG in the right temporal areas of CI
users (Sandmann et al. 2012; Kim et al. 2016); however,
this relationship has not been consistently demonstrated
across all studies (Buckley and Tobey 2011). The right
superior temporal cortex has also been shown to respond
to “low-level” visual stimuli in deaf individuals (Finney
et al. 2001; Dewey and Hartley 2015), and it has been
proposed that this cross-modal activity is a result
of residual “sensory deprivation-induced” changes in
cortical activity. However, from the perspective of a func-
tioning cortical network, such activity in individuals with
acquired deafness or even NH may also reflect activation
of the ventral visual pathway (i.e. via the occipitotem-
poral cortex) supporting object recognition (Mishkin
et al. 1983; Connor et al. 2007; Konen and Kastner 2008).
The functional implications of this cross-modal activity
to low-level visual inputs for auditory speech under-
standing are therefore still unclear, particularly as a
significant negative correlation with auditory speech
understanding in postlingually deaf CI users is not
consistently reported (Buckley and Tobey 2011), including
in our study.

Similarly, reports of cross-modal activity to visual
speech and understanding spoken speech in postlin-
gually deaf CI users are inconsistent in their findings.
Zhou et al. (2018), for example, demonstrated greater
cross-modal activation to visual speech in the left middle
superior temporal lobe associated with poorer auditory
speech understanding, proposing that this might arise
from increased reliance on phonological processing
and working memory, given a speculated role of the
middle superior temporal lobe in a working memory
network (evident in NH listeners; Vigneau et al. 2006;
Zhou et al. 2018). Conversely, a positive correlation has
been reported between increased cross-modal activity to
visual sentences and auditory speech understanding,

prior to, and 6 months after, cochlear implantation
(Anderson, Wiggins, et al. 2017b). This result may reflect
the restoration of speech envelope cues by visual speech,
a mechanism that is more effective for “connected
speech” such as sentences than single words or syllables
(Peelle and Sommers 2015). Furthermore, performance
in a visual speech perception or “speech-reading” task
has also been positively correlated post-implantation
with cross-modal activation of both auditory areas by
visual speech stimulation (Rouger et al. 2012) and visual
areas by auditory stimuli (Giraud et al. 2001). Consistent
with these findings, our own observations of better
lipreading performance in CI users with stronger cross-
modal activation in the auditory cortex highlight the
importance of interactive auditory and visual networks
underpinning good speech comprehension, especially in
AV situations.

A multimodal and distributed language network
can explain cross-modality in CI listeners

The multimodal interaction we observe in CI users
with good lipreading and listening-in-noise abilities is
consistent with evidence supporting a role for common
pathways, relevant for speech processing in everyday
communication, in both visual speech perception (Bern-
stein and Liebenthal 2014) and AV speech perception
(Zion Golumbic et al. 2013; Crosse et al. 2015; Peelle and
Sommers 2015; Karas et al. 2019). Functional MRI studies
investigating the neural basis of “speech-reading” point
to the existence of a distributed network of auditory and
language regions, including the STG, posterior superior
temporal sulcus (pSTS), premotor cortex, and the inferior
frontal gyrus (Calvert et al. 1997; MacSweeney et al. 2000;
Skipper et al. 2005; Okada and Hickok 2009; Okada et al.
2013). Such a multimodal speech processing network can
explain why increased activation of temporal regions
by visual speech stimuli has been linked with better
auditory (Anderson, Wiggins, et al. 2017b) and visual
language (Rouger et al. 2012) recognition in CI users.
Underlying this improvement, cross-modal activity
to “speech-reading” may reflect latent multimodal
networks, regulated by multisensory experience pre-
ceding deafness (Lee et al. 2007). This is supported by
increasing evidence highlighting the influence of visual
information on auditory cortical activity, even in NH
subjects (Bizley et al. 2007; Kayser et al. 2010; and see
Crosse et al. 2015; Karas et al. 2019; Peelle and Sommers
2015; Zion Golumbic et al. 2013). Different, or multiple
converging, mechanisms might underlie cross-modal
activity in NH listeners relative to those relying on CIs
in both visual and auditory speech tasks. However, the
correlation between cross-modal activation of auditory
cortex to visual speech and lipreading ability in CI
participants (who were better overall performers in this
task) (Fig. 6A, 1), as well as between auditory-visual con-
nectivity and auditory speech understanding (Fig. 6B, i),
together suggests that speech understanding might be
related to the engagement of a multimodal network
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supporting speech processing between auditory and
visual cortical regions.

Evidence for an AV network and broader cross-
regional synchronization in the processing of both
visual-only and AV speech has been shown in an fMRI
study with NH listeners (Peelle et al. 2022), including
increased connectivity between visual cortex and a wide
network of regions in temporal cortex and prefrontal
cortex, supporting the conclusion that a “synergistic”
relationship between auditory and visual networks is
important for speech comprehension, particular in AV
conditions (Anderson, Lazard, et al. 2017a). This may be
particularly important for CI users given that activation
in the left temporal lobe to visual speech increases
immediately following implantation and can persist for
up to 8 months (Rouger et al. 2012). Similar cooperation
between left auditory and visual area observed in
experienced CI users (Strelnikov et al. 2015) suggests
that phonological processing and remapping of visual
information onto auditory speech representations likely
occur during adaptation to the CI device.

Inter-regional cortical coherence as a measure

of multimodal speech network engagement

The significant positive correlation we observed between
connectivity values for left auditory and visual regions
and performance in an auditory speech-in-noise task in
CI users suggests a potential mechanism that benefits
speech understanding in degraded conditions, relevant
for the inherently multisensory nature of communica-
tion in everyday life. Certainly, information in visual
speech stimuli can provide guidance through top-down
mechanisms for auditory perceptual learning of vocoded
acoustic signals and phonemic perceptual cues (Kral and
Eggermont 2007; Ahissar et al. 2009; Bernstein et al.
2013) and, in general, provide critical cues for timing
and content of an incoming acoustic signal (Peelle and
Sommers 2015). It is possible, therefore, that cross-modal
activations to visual speech may be related to mecha-
nisms associated with AV speech processing that can
be activated by visual inputs, even in the absence of
auditory information.

Most importantly, connectivity between left auditory
and visual cortical regions in response to visual speech
was positively correlated with how well CI users were
able to understand speech in background noise, and
CI users who showed greater benefit from visual cues
in an AV condition relative to auditory-only showed
lower connectivity between auditory and visual regions.
Notably, these effects were not observed for non-
speech stimuli, suggesting a potentially enhanced
AV mechanism in CI users to visual speech that is
positively correlated with their auditory speech-in-noise
understanding. This implies a functional benefit for
such cortical connectivity under challenging listening
conditions, which also appeared “weaker” for CI users
who showed greater reliance on visual cues for speech
understanding—suggesting that proficient lipreaders
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might require fewer neural resources when processing
visual speech. One possible interpretation of enhanced
auditory visual connectivity for speech stimuli is that
it represents processes of AV integration, relevant for
understanding speech in everyday listening tasks.

To date, few studies have examined task-related
interregional connectivity in CI users. Chen et al.
(2017) investigated cross-modal functional connectivity
between auditory and visual cortices using fNIRS in a
group of postlingually deaf CI users and age-matched
NH controls. They reported, similar to the current study,
that CI users exhibited increased cross-modal functional
connectivity between visual and left auditory cortices
for visual, as well as auditory, stimuli compared to
NH controls and that differences between cross-modal
functional connectivity for visual and auditory stimuli
were correlated with speech-recognition outcomes
in CI users, in that higher cross-modal connectivity
for auditory than for visual stimuli was associated
with better speech recognition abilities. However, an
important difference between our study and Chen et al.
(2017) is that they employed a nonlinguistic stimulus for
the visual paradigm (i.e. flickering checkerboards) with
an auditory paradigm consisting of a range of auditory
stimuli such as tones, words, and reversed words. This
inclusion of linguistic stimuli in the auditory paradigm
and a nonlinguistic stimulus in the visual paradigm is
a potential confound and limits ecological relevance
to speech processing. Further, the auditory stimuli
were presented concurrently with a silent video, which
arguably engages directly a network for AV processing,
and potentially explains the greater cortical connectivity
they report for auditory stimulation.

Highlighting the importance not only of stimulus com-
plexity but also the potential contribution of task-related
factors when assessing cortical activity, Lazard and
Giraud (2017) required their subjects to perform an active
visual phonological processing task. They found evidence
of right occipitotemporal cross-modal activity in their
cohort of postlingually deaf CI users pre-implantation,
which was negatively correlated with CI speech scores
6 months post-implantation. While an obvious difference
with our study is their assessment of visual speech
processing prior to implantation (with behavioral speech
measures conducted 6 months post-op), their data
suggest that connectivity between right auditory and
visual areas is detrimental to recovery of listening
function post-implantation; greater connectivity was
associated with faster-than-average visual phonological
processing in CI users with poor listening outcomes.
They also observed that the left posterior STG/STS was
activated in prospective CI users with good pre-implant
lipreading scores, and this was associated with good
speech outcomes post-implantation. Together, the data
suggest that maintaining language-related processes in
the left temporal region during deafness is important for
good CI outcomes and that lipreading skills might play
a role in preserving AV phonological processes critical
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to speech understanding post-implantation (Lazard and
Giraud 2017).

Limitations and replicability issues among CI
studies of cortical activity and relationships with
speech understanding

It is likely that different levels of stimulus complexity
interact with different pathways in the brain’s speech
and language network, or overlap with other networks,
and that historical limitations in feasible neuroimag-
ing approaches in CI users (e.g. poorer spatial resolu-
tion with techniques such as EEG) make it difficult to
differentiate these networks functionally—particularly
when assessed in terms of the magnitude of activation
within a single brain region. A number of studies of
postlingually deaf CI users have employed “low-level,”
nonlinguistic stimuli such as concentric gratings (Doucet
et al. 2006), checkerboards (Sandmann et al. 2012; Chen
etal. 2016; Kim et al. 2016), and peripheral motion stimuli
(Buckley and Tobey 2011) to assess cross-modal activ-
ity in auditory cortical regions. Although some report
a negative correlation between cross-modal activity in
right temporal cortex and auditory speech understand-
ing (Sandmann et al. 2012; Kim et al. 2016) in response
to checkboard stimuli (measured using EEG), this was
not always the case. Buckley and Tobey (2011), for exam-
ple, examined cross-modal activation in auditory cortex
using peripheral motion stimuli and reported no signifi-
cant correlations between cross-modal activity and audi-
tory speech understanding in their group of 12 postlin-
gually deaf CI users, although they found an associ-
ation in a group of 10 prelingually deaf CI subjects.
Chen et al. (2016) specifically investigated the influence
of auditory and visual cortical “reorganization” (quanti-
fied using fNIRS responses to visual checkerboard stim-
uli in auditory and visual areas) on auditory speech
understanding in a group of postlingually deaf CI users.
Although they did not report a direct association between
cross-modal activity in auditory area and speech under-
standing, they employed a combined “differential metric”
to demonstrate elevated cross-modal activity to auditory
input in visual cortex and reduced cross-modal activity
to visual inputs in auditory cortex in CI users correlates
with better speech performance.

Similarly inconsistent findings are reported in terms of
relationships with cross-modal activity to visual speech
in postlingually deaf CI users and speech understanding.
Itis possible that differences in the type of speech stimuli
used, e.g. bisyllabic words in Zhou et al. (2018), compared
to continuous speech in Anderson, Lazard, et al. (2017a),
might explain ostensibly contradictory directions of cor-
relation with measures of auditory speech understand-
ing—perhaps related to the activation of different parts
of a hierarchical language processing network. Notwith-
standing these possible explanations for differences in
outcomes reported, factors such as sample size, charac-
teristics of CI subjects—age, duration of deafness, cog-
nition, and etiology of deafness—as well as the spe-
cific stimuli employed and methodological approaches,

particularly the metric used to correlate cortical activity
with performance in listening tasks, all might contribute
to the variations in reported outcomes.

Here, we suggest that cross-modal manifestations, like
all cortical activations, are stimulus-dependent and may
reflect activity of different functional networks. Activ-
ity in interregional brain networks should be accounted
for in studies employing low-level, non-speech stimuli
to examine cross-modal activity in temporal, “auditory”
areas. Functional implications of cross-modal activity to
low-level visual inputs for auditory speech understand-
ing remain unclear—for example, it is not consistently
reported that auditory speech understanding is corre-
lated with cross-modal activity to low-level visual stimuli
in postlingual CI users, with the potential for inherent
variability in subject etiology or specific stimulus fea-
tures employed influencing reported outcomes. So too,
inferences about sites of cortical activation from scalp-
based recordings (EEG) are not directly comparable to
findings from functional imaging approaches, particu-
larly in terms of the level of anatomical specificity pos-
sible using EEG (and fNIRS). Finally, longitudinal stud-
ies that provide multiple assessments post-implantation
(potentially over years) may be required to determine
those cortical processes that underlie adaptation from
profound sensory loss to the process of sensory “restora-
tion” with a CI. Ideally, such investigations would charac-
terize at individual and population levels, controlling for
key differences between pre- and postlingually deaf indi-
viduals to better understand the specific elements that
contribute to the heterogeneity in outcomes. This would
be facilitated by better characterization of cross-modal
manifestations in nonsensory-deprived, “control” popu-
lations if a more nuanced—and potentially therapeuti-
cally beneficial—interpretation of cross-modal activity is
to be assessed and applied in clinical populations.
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