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Abstract
Clairvoyant network design with deadlines or delay has been studied extensively, culminating in an
𝑂 (log 𝑛)-competitive general framework, where 𝑛 is the number of possible request types (Azar and
Touitou, FOCS 2020). In the nonclairvoyant setting, the problem becomes much harder, as Ω(

√
𝑛)

lower bounds are known for certain problems (Azar et al., STOC 2017). However, no frameworks
are known for the nonclairvoyant setting, and previous work focuses only on specific problems, e.g.,
multilevel aggregation (Le et al., SODA 2023).

In this paper, we present the first nonclairvoyant frameworks for network design with deadlines
or delay. These frameworks are nearly optimal: their competitive ratio is 𝑂 (

√
𝑛), which matches

known lower bounds up to logarithmic factors.
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1 Introduction

In network design problems with deadlines, online connectivity requests arrive over time,
such that every request must be served by its associated deadline. A solution serves pending
requests by transmitting sets of items at various times, thus incurring some cost; the online
algorithm constructs the solution by deciding, irrevocably, whether to make a transmission
at any given time (and which items to transmit). A concrete example is Steiner tree with
deadlines, in which a weighted graph with a designated root node is given offline, and each
connectivity request names a terminal node to be connected to the root. Each transmission
consists of a set of edges, and serves each pending request if its terminal is connected to
the root by the transmitted edges; the cost of the transmission is the total cost of edges. In
network design with delay, in lieu of a deadline, every request accumulates delay cost while
pending, thus motivating quicker service by the algorithm.

A parameter that influences the difficulty of such problems is called clairvoyance. In
the clairvoyant model, upon the arrival of a request, the algorithm learns its deadline
(in the deadline case) or future delay accumulation (in the delay case). However, in the
nonclairvoyant deadline model, the algorithm only learns the deadline of a request upon
its expiration (and must then immediately serve the request if pending). Similarly, in the
nonclairvoyant delay model, the algorithm is only aware of delay accumulated until the
current time.

Various network design problems with deadlines or delay were studied in the clairvoyant
setting. This includes problems such as multilevel aggregation [6, 11, 3, 5, 27], facility
location [3, 7], TCP Acknowledgement [17, 24, 12] and joint replenishment [13, 10, 8, 16].

1 This work does not relate to the author’s position at Amazon.

EA
T

C
S

© Noam Touitou;
licensed under Creative Commons License CC-BY 4.0

50th International Colloquium on Automata, Languages, and Programming (ICALP 2023).
Editors: Kousha Etessami, Uriel Feige, and Gabriele Puppis; Article No. 105; pp. 105:1–105:20

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:noamtwx@gmail.com
https://orcid.org/0000-0002-5720-4114
https://doi.org/10.4230/LIPIcs.ICALP.2023.105
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


105:2 Frameworks for Nonclairvoyant Network Design with Deadlines or Delay

For general, clairvoyant network design with deadlines or delay, algorithmic frameworks were
presented in [4]. These frameworks yield logarithmic competitiveness with respect to multiple
parameters: the number of requests, which we denote 𝑚; the number of request types (e.g.,
number of possible terminals for Steiner tree), which we denote 𝑛; and the number of items
in the item set2.

The nonclairvoyant setting, however, is less thoroughly studied. Some specific problems of
the network design with deadlines/delay class gracefully handle nonclairvoyance; for example,
for nonclairvoyant set cover with delay, logarithmic competitiveness is known [1]. Other
problems, such as joint replenishment, multilevel aggregation, and facility location with
deadlines, have Ω(

√
𝑛) and Ω(

√
𝑚) lower bounds on competitiveness in the nonclairvoyant

setting, even for randomized algorithms [26]3. (Note that an earlier, deterministic lower
bound along the same lines appears in [2] for the service with delay problem.) Recently, Le
et al. [26] presented matching and nearly-matching upper bounds for nonclairvoyant joint
replenishment and multilevel aggregation with delay, respectively. However, unlike in the
clairvoyant case, a general algorithmic framework for nonclairvoyant network design with
deadlines or delay is still not known.

1.1 Our Results

We present the first frameworks for general network design problems with deadlines or delay
in the nonclairvoyant setting. Specifically, with 𝑛 the number of possible request types and
𝑚 the number of requests, we present:
1. A deterministic, 𝑂

(
min

{√︁
𝑛 log 𝑛,

√︁
𝑚 log𝑚

})
-competitive framework for network design

with deadlines.
2. A deterministic, 𝑂

(
min

{√︁
𝑛 log 𝑛,

√︁
𝑚 log𝑚

})
-competitive framework for network design

with delay.

The competitiveness of our frameworks is nearly optimal, as implied by the lower bounds
of Ω(

√
𝑛) and Ω(

√
𝑚) on competitiveness for some network design problems, e.g., multilevel

aggregation [26].
While our frameworks provide nearly-optimal upper bounds for nonclairvoyant network

design, some components require specific properties to be implemented in polynomial time.
In Section 5, we show how to implement the frameworks in polynomial time for a class of
network design problems; specifically, those problems that admit Lagrangian prize-collecting
algorithms. In particular, we obtain the following results:
1. A poly-time, deterministic, 𝑂

(
min

{√︁
𝑛 log 𝑛,

√︁
𝑚 log𝑚

})
-competitive algorithm for Steiner

tree with deadlines/delay. Note that for Steiner tree, 𝑛 equals the number of nodes in the
graph.

2. A poly-time, deterministic, 𝑂
(√︁

𝑚 log𝑚
)
-competitive algorithm for facility location with

deadlines/delay4.

2 Note that the bound with respect to the number of request types is implicit in [4].
3 The lower bound in [26] is stated in terms of joint replenishment; however, joint replenishment can be

seen as a special case of multilevel aggregation and facility location, and thus the lower bound applies
to those problems as well.

4 A fine point regarding facility location is that the number of request types 𝑛 does not yield a meaningful
bound, and thus we only state the bound with respect to the number of requests 𝑚. This is discussed
in more detail in Section 5.
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3. A poly-time, deterministic, 𝑂
(
min

{√︁
𝑛 log 𝑛,

√︁
𝑚 log𝑚

})
-competitive algorithm for multi-

cut with deadlines/delay on a tree. Note that for multicut, 𝑛 equals the number of node
pairs in the graph (i.e., quadratic in the number of nodes).

For nonclairvoyant facility location with deadlines/delay, our algorithm is the first algorithm.
This is also the case for nonclairvoyant multicut with deadlines or delay. For nonclairvoyant
Steiner tree, there existed no explicit previous algorithm; however, randomly embedding into
an HST [18] then using the multilevel aggregation algorithm of [26] would yield a randomized
𝑂 (
√
𝑛 log 𝑛)-competitive algorithm, with no guarantee in 𝑚. Our algorithm for Steiner tree

improves the power of the logarithm, is deterministic, and has a guarantee in 𝑚.

1.2 Other Related Work
A related problem to network design with deadlines/delay is online service, in which one is
given a server (or multiple servers) on a metric space, which must then be moved to locations
specified in incoming online requests. In fact, Steiner tree (and multilevel aggregation) with
delay can be seen as a special case of this problem, in which the input forces the server
to rest at the root node of the given graph (or tree) through an infinite stream of urgent
requests at the root. Service with delay was first introduced by Azar et al. [2], and has since
seen additional work [9, 3, 20, 25, 21].

The problem of set cover with delay was introduced in [14]; in this problem, the algorithm
must transmit sets containing requested elements. While set cover is not usually considered
a network design problem, set cover with delay falls within the network design with delay
category, and thus the framework of [4] yields a logarithmic-competitive clairvoyant algorithm.
As mentioned earlier, this problem also admits a logarithmic-competitive nonclairvoyant
algorithm, as presented in [1] (and later derandomized in [26]). The best lower bound for
this problem, given in [28], is nearly tight given the upper bound for network design implied
by the framework in [4].

2 Preliminaries

We now introduce definitions and notation related to network design with deadlines/delay;
to make these concrete, we also apply these definitions to the special case of Steiner tree
with deadlines/delay.

Offline network design. In offline network design, one is given a set of items E with
associated costs 𝑐, and a set of requests 𝐻. (In Steiner tree, an input graph is given with a
designated root node; the items are the edges of the input graph, and every request demands
connecting some terminal to the root.) A request can be served by any chosen subset of
items, and we assume that serving requests is upwards-closed: that is, if request ℎ ∈ 𝐻 is
served by a subset of items 𝐸 ⊆ E, then it is also served by any superset of 𝐸. (In Steiner
tree, a set of edges satisfies a request if it contains a path connecting the request’s terminal to
the root; note that satisfaction is indeed upwards-closed.) A solution to the offline problem
is a subset of items 𝐸 ⊆ E which serves all requests in 𝐻; the cost of the solution is the total
cost of items in 𝐸 .

Online network design with deadlines. In online network design with deadlines, one is also
given a set of items E with costs. Now, however, the requests 𝑄 arrive over time; we denote
by 𝑚 := |𝑄 | the number of requests in the online input. Each request 𝑞 ∈ 𝑄 has a type, and we

ICALP 2023
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denote the set of all possible request types by H , and define 𝑛 := |H |; in fact, every request
type in the online problem corresponds to a possible request in the offline problem. We denote
by 𝑟𝑞 the release time of request 𝑞, and each request 𝑞 also has a deadline time 𝑑𝑞 by which
it must be served. At any point in time, the algorithm may transmit any subset of items
𝐸 ⊆ E; such a transmission is also called a service, and incurs a cost of 𝑐(𝐸) :=

∑
𝑒∈𝐸 𝑐(𝑒) for

the algorithm. Transmitting 𝐸 serves all pending requests whose request type is served by 𝐸

in the offline problem. The goal of the algorithm is to serve every request by its deadline,
while minimizing the total cost of services, i.e.,

∑
service 𝑆

∑
𝑒∈𝐸 (𝑆) 𝑐(𝑒) (where 𝐸 (𝑆) is the set

of items transmitted in 𝑆).
For concreteness, consider Steiner tree with deadlines, in which requests for connecting

terminals to the root are served by transmitting subsets of edges. As transmissions are
momentary, it is meaningful for multiple requests (with different release/deadline times) to
request connecting the same terminal 𝑣; such requests would belong to the same request type,
as they would be satisfied by exactly the same subsets of items (i.e., those that contain a
path from 𝑣 to the root). In particular, note that for Steiner tree the number of request
types 𝑛 is equal to the number of nodes in the graph.

Online network design with delay. In the (more general) model with delay, each request 𝑞

has a nondecreasing, continuous delay function 𝑑𝑞, such that for every 𝑡 ≥ 𝑟𝑞 the amount
𝑑𝑞 (𝑡) is the total delay cost incurred by 𝑞 until time 𝑡 (if it is still pending at that time).
The goal of the algorithm in this case is to minimize the total cost of services plus the total
delay cost. That is, denoting by 𝐶𝑞 the time in which request 𝑞 is served in the algorithm,
the goal is to minimize

∑
service 𝑆

∑
𝑒∈𝐸 (𝑆) 𝑐(𝑒) +

∑
𝑞∈𝑄 𝑑𝑞 (𝐶𝑞). For ease of notation, for every

set of requests 𝑄′ and time 𝑡, we define 𝐷 (𝑄′, 𝑡) :=
∑

𝑞∈𝑄′ 𝑑𝑞 (𝑡).

Additional notation. For a request 𝑞 in online network design with deadlines/delay, we
define ℎ𝑞 to be the type of request 𝑞. For a set of requests 𝑄′, we define 𝐻 (𝑄′) ⊆ H to be{
ℎ𝑞 |𝑞 ∈ 𝑄′

}
. For a set of request types 𝐻, we use ND(𝐻) to denote the minimum cost of

serving these request types; slightly abusing notation, for a set of requests 𝑄′, we define
ND(𝑄′) := ND(𝐻 (𝑄′)).

For a set of request types 𝐻, we define ℓ(𝐻) := ⌈log ND({𝐻})⌉. When considering a single
request type, we sometimes write ℓ(ℎ) instead of ℓ({ℎ}). Finally, for request 𝑞 and set of
requests 𝑄′, we define ℓ(𝑞) := ℓ

(
ℎ𝑞

)
and ℓ(𝑄′) := ℓ(𝐻 (𝑄′)).

3 Framework for Network Design with Deadlines

In this section, we present a framework for nonclairvoyant network design with deadlines.
Analyzing this framework, we obtain the following theorem.

▶ Theorem 1. There exists a deterministic, 𝑂 (min
{√︁

𝑛 log 𝑛,
√︁
𝑚 log𝑚

}
)-competitive al-

gorithm for network design with deadlines.

Algorithm’s description. The algorithm assigns levels to each request according to the
logarithm of the cost of serving that request. Upon the deadline of a pending request 𝑞, the
algorithm starts a service 𝜆 that serves the request, thus incurring a cost of at most 2ℓ (𝑞) ;
the level of the service, denoted ℓ𝜆, is defined to be the level of the triggering request 𝑞. If a
service is large, it also serves additional requests; it does so by identifying a set of pending
request types which can be served, subject to some specific budget for every request type.
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Otherwise, a service is small, and does not serve additional requests. Whether a service is
large or small is determined by the triggering request 𝑞, i.e., the request upon whose deadline
the service is started; specifically, the service triggered by the deadline of 𝑞 will be large if
and only if the variable 𝑏𝑞 is True at that time.

Specifically, suppose a large service 𝜆 takes place. The service will identify the eligible
requests, i.e., the pending requests whose level is at most ℓ𝜆. Denoting by 𝐻 the set of request
types of those eligible requests, the service will give a budget of Θ̃(2ℓ𝜆/

√︁
|𝐻 |) to each request

type, and will attempt to find a subset of requests that can be served without exceeding the
budget for those request types. Thus, the cost of such a large service is at most Θ̃(2ℓ𝜆 ·

√︁
|𝐻 |).

The variable 𝑏𝑞, which controls whether 𝑞 will trigger a large service, is initially True
for every request 𝑞. However, if a large service of level at least ℓ(𝑞) takes place while 𝑞 is
pending, the variable is set to False. Thus, a request that “experienced” a large service
for which it was eligible will never trigger a large service upon its deadline. The formal
description of the algorithm is given in Algorithm 1.

Algorithm 1 Nonclairvoyant framework for network design with deadlines.

1 Event Function UponRequest(𝑞)
2 𝑏𝑞 ← True.
3 Event Function UponDeadline(𝑞)
4 start a new service 𝜆, and set ℓ𝜆 = ℓ(𝑞).
5 define 𝐸𝜆 to be the set of pending requests of level at most ℓ𝜆, and define 𝐻 ← 𝐻 (𝐸𝜆).
6 transmit ND(

{
ℎ𝑞

}
), serving all requests of type ℎ𝑞 .

7 if 𝑏𝑞 then
8 let 𝑥𝜆 ← 2ℓ𝜆 ·

√︃
log(1+|𝐻 | )
|𝐻 | .

9 let 𝐻′ ⊆ 𝐻 be a maximal subset such that ND(𝐻′) ≤ 𝑥𝜆 · |𝐻′ |.
10 transmit ND(𝐻′), serving all requests of types in 𝐻′.

// set 𝑏𝑞′ for eligible requests 𝑞′ which are still pending.
11 let 𝑄𝜆 be the subset of requests served by 𝜆.
12 foreach 𝑞′ ∈ 𝐸𝜆 \𝑄𝜆 do
13 set 𝑏𝑞′ ← False.

3.1 Analysis
We now focus on proving Theorem 1.

▶ Definition 2. We define the following terms:
1. We denote by Λ,Λ∗ the set of services in the algorithm and in the optimal solution,

respectively.
2. For a service 𝜆 ∈ Λ, we define 𝑄𝜆 to be the set of requests served by (the transmissions

of) 𝜆. For an optimal service 𝜆∗ ∈ Λ∗, we define 𝑄𝜆∗ in a similar way.
3. For a service 𝜆 ∈ Λ, we define ℓ𝜆, 𝐸𝜆, 𝑥𝜆 to be the values of the variables of those names

in UponDeadline.
4. We define 𝐻𝜆 = 𝐻 (𝐸𝜆). As a shorthand, we define 𝑦𝜆 = |𝐻𝜆 |.
5. We define the triggering request of 𝜆, denoted 𝑞★

𝜆
, to be the request upon whose deadline

𝜆 was initiated.
6. We define 𝑐(𝜆) to be the total transmission cost incurred in service 𝜆.

ICALP 2023
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7. We say that an algorithm service 𝜆 ∈ Λ is charged to an optimal service 𝜆∗ if 𝑞★
𝜆
∈ 𝑄𝜆∗ .

For every 𝜆∗ ∈ Λ∗, we define Λ𝜆∗ ⊆ Λ to be the set of services charged to 𝜆∗.
8. We call a service 𝜆 a large service if upon the start of 𝜆 we have 𝑏𝑞★

𝜆
= True. Otherwise,

𝜆 is a small service.
9. For every service 𝜆 in the algorithm or in the optimal solution, denote by 𝑡𝜆 the time in

which the service takes place.

We define 𝑘 to be the maximum size of 𝐻 (𝐸𝜆) over all services 𝜆. In particular, note that
𝑘 ≤ min{𝑛, 𝑚}, which allows us to prove our competitiveness bounds with respect to 𝑘. Fix
henceforth any optimal service 𝜆∗ ∈ Λ∗.

▶ Proposition 3. For every 𝜆 ∈ Λ𝜆∗ , it holds that 𝑡𝜆 ≥ 𝑡𝜆∗ .

Proof. Note that 𝜆 is triggered by the deadline of request 𝑞★
𝜆
. From the definition of Λ𝜆∗ , we

have that 𝑞★
𝜆
∈ 𝑄𝜆∗ ; thus, 𝑡𝜆∗ ≤ 𝑑𝑞★

𝜆
= 𝑡𝜆. ◀

We partition Λ𝜆∗ , into three parts, the costs of which we bound individually:

Λ1
𝜆∗ : The large services in Λ𝜆∗ .

Λ2
𝜆∗ : The small services 𝜆 such that 𝑏𝑞★

𝜆
was first set to False at time smaller than 𝑡𝜆∗ .

Λ3
𝜆∗ : The small services 𝜆 such that 𝑏𝑞★

𝜆
was first set to False at time at least 𝑡𝜆∗ .

▶ Proposition 4. For every level ℓ, there exists at most one level-ℓ service in Λ1
𝜆∗ .

Proof. Assume otherwise that there exist 𝜆1, 𝜆2 ∈ Λ𝜆∗ which are both large, and assume
without loss of generality that 𝑡𝜆2 > 𝑡𝜆1 . From the previous claim, we have that 𝑡𝜆1 ≥ 𝑡𝜆∗ ,
and thus 𝑞★

𝜆2
is pending at 𝑡𝜆1 . Moreover, as ℓ

(
𝑞★
𝜆2

)
= ℓ𝜆1 = ℓ, we have that 𝑞★

𝜆2
∈ 𝐸𝜆1 .

But Line 13 of 𝜆1 sets 𝑏𝑞★
𝜆2

to be False, and this value is maintained until 𝜆2. This is in
contradiction to 𝜆2 being a large service. ◀

▶ Proposition 5. For every ℓ, we have
∑

𝜆∈Λ1
𝜆∗ |ℓ𝜆=ℓ

𝑐(𝜆) = 𝑂 (
√︁
𝑘 log 𝑘) · 2ℓ .

Proof. From Proposition 4, it holds that Λ1
𝜆∗ contains at most one (large) service of level

ℓ, and thus the left-hand side of the equation contains at most one summand. The cost of
a large service 𝜆 of level ℓ consists of two costs: the first cost is the cost of transmitting
ND(ℎ𝑞★

𝜆
), which is at most 2ℓ , using the fact that ℓ

(
𝑞★
𝜆

)
= ℓ; the second cost is the cost of

the transmission in Line 10, which is at most

𝑦𝜆 · 𝑥𝜆 ≤ 2ℓ ·
√︁
𝑦𝜆 log(1 + 𝑦𝜆) = 𝑂 (

√︁
𝑘 log 𝑘) · 2ℓ ◀

▶ Proposition 6. For every ℓ, we have∑︁
𝜆∈Λ2

𝜆∗ |ℓ𝜆=ℓ
𝑐(𝜆) = 𝑂 (

√︁
𝑘/log 𝑘) · 𝑐(𝜆∗).

Proof. Fix any ℓ. We define Λ′ :=
{
𝜆 ∈ Λ2

𝜆∗ |ℓ𝜆 = ℓ
}

and, as a shorthand, define 𝑧 := |Λ′ |.
We define 𝑅 to be the set of triggering requests of services in Λ′. First, we claim that the
request types of triggering requests of services in Λ′ are distinct, i.e., that |𝐻 (𝑅) | = |Λ′ | = 𝑧.
To prove this claim, assume for contradiction that there exist two services in 𝜆1, 𝜆2 ∈ Λ′

with triggering requests of the same type, and further assume without loss of generality
that 𝑡𝜆1 < 𝑡𝜆2 . Since 𝑞★

𝜆2
∈ 𝑄𝜆∗ , it must be pending at 𝑡𝜆∗ ; moreover, Proposition 3 implies

that 𝑡𝜆∗ ≤ 𝑡𝜆1 , and thus 𝑞★
𝜆2

is pending at 𝑡𝜆1 . But then 𝜆1 would serve 𝑞★
𝜆2

in Line 6, in
contradiction to 𝑞★

𝜆2
triggering 𝜆2. Thus, the proof of the claim is complete.
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Now, consider the first large service 𝜆 ∈ Λ after which for every triggering request 𝑞 of
a service in Λ′ we have 𝑏𝑞 = False; it must be that ℓ𝜆 ≥ ℓ. From the definition of Λ′, it
holds that 𝑡𝜆 < 𝑡𝜆∗ ; combining this with Proposition 3, we have that 𝑡𝜆 < 𝑡𝜆′ for every 𝜆′ ∈ Λ′.
In particular, all triggering requests of services from Λ′ must be pending at 𝑡𝜆, and since
they are of level ℓ, these requests are also in 𝐸𝜆. However, they all remain pending after 𝜆,
which means that ND(𝐻 (𝑅)) ≥ 𝑥𝜆 · |𝐻 (𝑅) |. (Otherwise, we would get a contradiction to the
maximality of the set 𝐻′ defined in Line 9, as ND(𝐻 (𝑅)) could be added to the solution
without exceeding budget.) We thus have

𝑐(𝜆∗) ≥ ND(𝐻 (𝑅)) ≥ 𝑥𝜆 · |𝐻 (𝑅) | ≥ 2ℓ ·
√︂

log(1 + 𝑘)
𝑘

· 𝑧 (1)

where the third inequality uses the fact that 𝑦𝜆 ≤ 𝑘. Meanwhile, the total cost of services in
Λ′ is at most 𝑧 · 2ℓ . Combining with Equation (1) completes the proof. ◀

▶ Proposition 7. For every ℓ, we have
∑

𝜆∈Λ3
𝜆∗ |ℓ𝜆=ℓ

𝑐(𝜆) = 𝑂 (
√︁
𝑘/log 𝑘) · 𝑐(𝜆∗).

Proof. For ease of notation, define Λ′ :=
{
𝜆 ∈ Λ3

𝜆∗ |ℓ𝜆 = ℓ
}
. We also define 𝑅 to be the set of

triggering requests for requests in Λ′. We define 𝑧 := |Λ′ |; using an identical argument to
that in the proof of Proposition 6, it holds that |𝐻 (𝑅) | = 𝑧. Let 𝜆 be the first large service of
level at least ℓ such that 𝑡𝜆 ≥ 𝑡𝜆∗ . Note that the following hold:
1. 𝑡𝜆 < 𝑡𝜆′ for every 𝜆′ ∈ Λ′ (stems from the definition of Λ′).
2. 𝑅 are all pending at 𝑡𝜆 and eligible for 𝜆 (as 𝑡𝜆 ≥ 𝑡𝜆∗).
3. 𝜆 changes 𝑏𝑞 from True to False for every 𝑞 ∈ 𝑅.
Since 𝑅 were all eligible for 𝜆 but were not served, it must be the case that ND(𝐻 (𝑅)) ≥
𝑥𝜆 · 𝑧 ≥ 2ℓ ·

√︁
𝑧 log(1 + 𝑧); since 𝜆∗ serves 𝑅, it thus holds that 𝑐(𝜆∗) ≥ 2ℓ ·

√︁
𝑧 log(1 + 𝑧). We

therefore have
∑

𝜆∈Λ3
𝜆∗ |ℓ𝜆=ℓ

𝑐(𝜆) ≤ 2ℓ · 𝑧 ≤
√︁
𝑧/log(1 + 𝑧) · 𝑐(𝜆∗). We now note that all requests

in 𝑅 were pending during 𝜆; thus, 𝑧 ≤ 𝑘, which completes the proof. ◀

Proof of Theorem 1. We first observe that ALG =
∑

𝜆∈Λ 𝑐(𝜆) = ∑
𝜆∗∈Λ∗

∑
𝜆∈Λ𝜆∗ 𝑐(𝜆). We

claim that for every 𝜆∗ ∈ Λ∗, we have
∑

𝜆∈Λ𝜆∗ 𝑐(𝜆) ≤ 𝑂 (
√︁
𝑘 log 𝑘) · 𝑐(𝜆∗); since OPT =∑

𝜆∗∈Λ∗ 𝑐(𝜆∗), proving this claim completes the proof of the theorem.
To prove the claim, fix any optimal service 𝜆∗ ∈ Λ∗, and define ℓ := ⌈log 𝑐(𝜆∗)⌉. Note

that for every service 𝜆 ∈ Λ𝜆∗ we have ℓ𝜆 ≤ ℓ; this is since 𝑞★
𝜆

is served by 𝜆∗, which implies
ND(𝑞★

𝜆
) ≤ 𝑐(𝜆∗). We partition Λ𝜆∗ into Λ1

𝜆∗ ,Λ
2
𝜆∗ ,Λ

3
𝜆∗ as before, and bound each set separately.

First, we bound the cost of Λ1
𝜆∗ as follows.∑︁

𝜆∈Λ1
𝜆∗

𝑐(𝜆) =
∑︁
ℓ′≤ℓ

∑︁
𝜆∈Λ1

𝜆∗ |ℓ𝜆=ℓ
′

𝑐(𝜆) ≤
∑︁
ℓ′≤ℓ

𝑂 (
√︁
𝑘 log 𝑘) · 2ℓ′ (2)

≤ 𝑂 (
√︁
𝑘 log 𝑘) · 2ℓ ≤ 𝑂 (

√︁
𝑘 log 𝑘) · 𝑐(𝜆∗)

where the first inequality uses Proposition 5, and the second inequality bounds a geometric
series.

Defining 𝛾 := ⌈log 𝑘⌉, we bound the cost of Λ2
𝜆∗ .∑︁

𝜆∈Λ2
𝜆∗

𝑐(𝜆) =
∑︁

𝜆∈Λ2
𝜆∗ |ℓ𝜆≤ℓ−𝛾

𝑐(𝜆) +
∑︁

𝜆∈Λ2
𝜆∗ |ℓ−𝛾<ℓ𝜆≤ℓ

𝑐(𝜆) ≤
∑︁

ℓ′≤ℓ−𝛾
𝑘 · 2ℓ′ +

∑︁
𝜆∈Λ2

𝜆∗ |ℓ−𝛾<ℓ𝜆≤ℓ
𝑐(𝜆) (3)

≤
∑︁

ℓ′≤ℓ−𝛾
𝑘 · 2ℓ′ + 𝛾 · 𝑂 (

√︁
𝑘/log 𝑘) · 𝑐(𝜆∗) ≤ 2 · 2ℓ + 𝛾 · 𝑂 (

√︁
𝑘/log 𝑘) · 𝑐(𝜆∗)

≤ 𝑂 (
√︁
𝑘 log 𝑘) · 𝑐(𝜆∗)
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Here, the first inequality is due to the fact that the total cost of level-ℓ′ small services in
Λ𝜆∗ cannot exceed 𝑘 · 2ℓ′ . (As seen in the proof of Proposition 6, the requests of level ℓ′
triggering small services are of distinct request types, and are all eligible in a single service 𝜆;
thus, their number is at most 𝑘.) The second inequality is through using Proposition 6, the
third inequality is through the definition of 𝛾 and through summing a geometric sequence,
and the fourth inequality notes that through the definition of ℓ we have 𝑐(𝜆∗) ≥ 2ℓ−1.

Replacing Proposition 6 with Proposition 7, an identical argument to the one used for
bounding Λ2

𝜆∗ can be used for bounding Λ3
𝜆∗ , yielding the following:∑︁

𝜆∈Λ3
𝜆∗

𝑐(𝜆) = 𝑂 (
√︁
𝑘 log 𝑘) · 𝑐(𝜆∗) (4)

Combining Equations (2) to (4) yields
∑

𝜆∈Λ𝜆∗ 𝑐(𝜆) ≤ 𝑂 (
√︁
𝑘 log 𝑘) · 𝑐(𝜆∗), completing the

proof. ◀

4 Framework for Network Design with Delay

In this section, we present a framework for nonclairvoyant network design with delay. Using
this framework, we prove the following theorem.

▶ Theorem 8. There exists a deterministic, 𝑂

(
min

{√︁
𝑛 log 𝑛,

√︁
𝑚 log𝑚

})
-competitive al-

gorithm for network design with delay.

4.1 The Algorithm

We now describe the framework for nonclairvoyant network design with delay. For every
time 𝑡 and set of requests 𝑄′ which are pending at 𝑡, we say that 𝑄′ are critical at 𝑡 if
𝐷 (𝑄′, 𝑡) ≥ ND(𝑄′).

Framework’s description. The framework for delay contains many analogues to the deadline
framework of Section 3. In the deadline case, a service was triggered upon the deadline of
a pending request; in the delay case, the framework initiates a service whenever a set of
pending requests becomes “critical”, which is when its accumulated delay justifies its service.
In the deadline case, whether a service triggered by request 𝑞 was large is determined by the
associated variable 𝑏𝑞. In the delay case, we also maintain the variable 𝑏𝑞 for every pending
request 𝑞.

However, the delay case introduces an additional complication: the triggering set contains
multiple requests, and thus multiple values for the variables 𝑏𝑞. Where services for deadlines
were either “large” or “small”, in the delay case this distinction is no longer binary: services
identify a budget for expansive service which depends on the large requests in the triggering
set.

The service considers the requests 𝑞 in its triggering set with 𝑏𝑞 = True, and finds the
largest subset of those requests whose delay is at least a constant fraction of its service cost.
This subset is considered “mature” enough to justify expansive service, and its service cost
is used as a budget for serving pending requests. Thus, where in deadlines the level of the
service was simply the level of the triggering requests, for delay the level depends on the cost
of the “mature” subset of large requests.
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Algorithm 2 Nonclairvoyant framework for network design with delay.

1 Event Function UponRequest(𝑞)
2 𝑏𝑞 ← True.
3 Event Function UponCritical(𝑅) // called when the delay of some set 𝑅 exceeds ND(𝑅)
4 Start a new service 𝜆; denote the current time by 𝑡.
5 Define 𝑅⊤ ←

{
𝑞 ∈ 𝑅

��𝑏𝑞 = True
}
.

6 Let 𝑅★ ⊆ 𝑅⊤ be a maximal subset such that 𝐷
(
𝑅★, 𝑡

)
≥ ND(𝐻 (𝑅★) )

2 .
7 Define ℓ𝜆 ← ℓ

(
𝑅★

)
.

8 Define 𝐸 to be the set of pending requests of level at most ℓ𝜆, and define 𝐻 ← 𝐻 (𝐸).
9 Transmit ND(𝐻 (𝑅)), serving all requests of types 𝐻 (𝑅).

10 Let 𝑥𝜆 ← 2ℓ𝜆 ·
√︃

log(1+|𝐻 | )
|𝐻 | .

11 Let 𝐻′ ⊆ 𝐻 be a maximal subset such that ND(𝐻′) ≤ |𝐻′ | · 𝑥𝜆.
12 Transmit ND(𝐻′), serving all requests of types in 𝐻′.

// set 𝑏𝑞′ for eligible requests 𝑞′ which are still pending.
13 let 𝑄𝜆 be the subset of pending requests served by 𝜆.
14 foreach 𝑞′ ∈ 𝐸 \𝑄𝜆 do
15 set 𝑏𝑞′ ← False.

4.2 Analysis
Fix any optimal service 𝜆∗ ∈ Λ∗.

▶ Definition 9. For a service 𝜆 ∈ Λ, define 𝑅𝜆, 𝑅
⊤
𝜆
, 𝑅★

𝜆
, 𝐸𝜆 to be the values of the variables

𝑅, 𝑅⊤, 𝑅★, 𝐸 in the call to UponCritical which started 𝜆. Moreover, we define 𝑅⊥
𝜆

:= 𝑅𝜆\𝑅⊤𝜆 ;
these are the requests 𝑞 ∈ 𝑅𝜆 such that 𝑏𝑞 = False at 𝑡𝜆. In addition, define ℓ𝜆, 𝑄𝜆 as they
are defined in the call to UponCritical.

For a service 𝜆 ∈ Λ and an optimal service 𝜆∗ ∈ Λ∗, for ease of notation, when referring to
a set of jobs related to 𝜆 we add 𝜆∗ to the subscript to intersect this set with 𝑄𝜆∗ . For example,
we define 𝑅𝜆,𝜆∗ := 𝑅𝜆 ∩𝑄𝜆∗ , 𝑅⊤

𝜆,𝜆∗ := 𝑅⊤
𝜆
∩𝑄𝜆∗ , 𝑅⊥

𝜆,𝜆∗ := 𝑅⊥
𝜆
∩𝑄𝜆∗ and 𝑅★

𝜆,𝜆∗ := 𝑅★
𝜆
∩𝑄𝜆∗ . We

also define ℓ𝜆,𝜆∗ := ℓ

(
𝑅★
𝜆,𝜆∗

)
.

We define the cost of a service 𝜆, denoted by 𝑐(𝜆), to be the total transmission cost in 𝜆,
plus the total delay cost of requests served in 𝜆. We define 𝑐(𝜆∗) identically for an optimal
service 𝜆∗ ∈ Λ∗.

▶ Proposition 10. For a service 𝜆, it holds that

𝑐(𝜆) ≤ 𝑂 (1) ·
∑︁
𝜆∗∈Λ∗

𝐷

(
𝑅⊥𝜆,𝜆∗ , 𝑡𝜆

)
+𝑂 (

√︁
𝑘 log 𝑘) ·

∑︁
𝜆∗∈Λ∗

𝐷

(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

)
Proof. Since a service is triggered whenever a set of requests becomes critical, the algorithm
maintains that for every set 𝑄′ of pending requests at any time 𝑡 we have 𝐷 (𝑄′, 𝑡) ≤ ND(𝑄′).
In particular, this holds for the set of requests served by 𝜆 with respect to the service time 𝑡𝜆.
Thus, the delay cost of the service can be charged to the transmission costs of the service;
we hence focus on bounding the transmission costs of 𝜆.

The service 𝜆 performs two transmissions, one at Line 9 and one at Line 12. The first
transmission costs ND(𝑅𝜆); since 𝑅𝜆 is critical at 𝑡𝜆, it holds that

ND(𝑅𝜆) = 𝐷 (𝑅𝜆, 𝑡𝜆) = 𝐷
(
𝑅⊥𝜆 , 𝑡𝜆

)
+ 𝐷

(
𝑅⊤𝜆 \𝑅★

𝜆 , 𝑡𝜆
)
+ 𝐷

(
𝑅★
𝜆 , 𝑡𝜆

)
.
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First, let us bound the delay of requests in 𝑅⊤
𝜆
\𝑅★

𝜆
. From the choice of 𝑅★

𝜆
, it must be the

case that 𝐷
(
𝑅⊤
𝜆
\𝑅★

𝜆
, 𝑡𝜆

)
<

ND(𝑅⊤
𝜆
\𝑅★

𝜆
)

2 ; assuming otherwise, we would have the following:

𝐷
(
𝑅⊤𝜆 , 𝑡𝜆

)
= 𝐷

(
𝑅★
𝜆 , 𝑡𝜆

)
+ 𝐷

(
𝑅⊤𝜆 \𝑅★

𝜆 , 𝑡𝜆
)
≥

ND(𝑅★
𝜆
)

2 +
ND(𝑅⊤

𝜆
\𝑅★

𝜆
)

2 ≥
ND(𝑅⊤

𝜆
)

2 ,

in contradiction to the maximality in the definition of 𝑅★
𝜆
; thus, 𝐷

(
𝑅⊤
𝜆
\𝑅★

𝜆
, 𝑡𝜆

)
<

ND(𝑅⊤
𝜆
\𝑅★

𝜆
)

2 ≤
ND(𝑅𝜆 )

2 . However, we know that 𝐷 (𝑅𝜆, 𝑡𝜆) = ND(𝑅𝜆), and therefore conclude that

ND(𝑅𝜆) ≤ 2
(
𝐷

(
𝑅⊥𝜆 , 𝑡𝜆

)
+ 𝐷

(
𝑅★
𝜆 , 𝑡𝜆

) )
We have thus bounded the cost of the first transmission.

To bound the cost of the second transmission in 𝜆, let 𝐻 be the set of pending request
types in 𝐸𝜆. We know that the cost of the second transmission is at most 𝑥𝜆 · |𝐻 | =
2ℓ𝜆 ·

√︁
|𝐻 | log(1 + |𝐻 |). Additionally, note that 2ℓ𝜆 ≤ 2 · ND(𝑅★

𝜆
) ≤ 4 · 𝐷

(
𝑅★
𝜆
, 𝑡𝜆

)
, where the

second inequality is due to the definition of 𝑅★
𝜆
. Overall, the cost of the second transmission

is at most 4 · 𝐷
(
𝑅★
𝜆
, 𝑡𝜆

)
·
√︁
𝑘 log(1 + 𝑘).

To summarize, we proved that

𝑐(𝜆) ≤ 𝑂 (1) · 𝐷
(
𝑅⊥𝜆 , 𝑡𝜆

)
+𝑂 (

√︁
𝑘 log 𝑘) · 𝐷

(
𝑅★
𝜆 , 𝑡𝜆

)
= 𝑂 (1) ·

∑︁
𝜆∗∈Λ∗

𝐷

(
𝑅⊥𝜆,𝜆∗ , 𝑡𝜆

)
+𝑂 (

√︁
𝑘 log 𝑘) ·

∑︁
𝜆∗∈Λ∗

𝐷

(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

)
. ◀

For every 𝜆 ∈ Λ, 𝜆∗ ∈ Λ∗ we define the joint cost of 𝜆 and 𝜆∗ as the following.

𝑐(𝜆, 𝜆∗) := 𝐷

(
𝑅⊥𝜆,𝜆∗ , 𝑡𝜆

)
+

√︁
𝑘 log(1 + 𝑘) · 𝐷

(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

)
.

Through Proposition 10, we have

ALG ≤ 𝑂 (1) ·
∑︁
𝜆∈Λ

∑︁
𝜆∗∈Λ∗

𝑐(𝜆, 𝜆∗). (5)

We henceforth focus on bounding joint costs.

▶ Proposition 11. For every optimal service 𝜆∗ ∈ Λ∗, it holds that∑︁
𝜆∈Λ |𝑡𝜆≤𝑡𝜆∗

𝑐(𝜆, 𝜆∗) ≤ 𝑂 (
√︁
𝑘 log 𝑘) · 𝑐(𝜆∗).

Proof. For every service 𝜆 ∈ Λ such that 𝑡𝜆 ≤ 𝑡𝜆∗ , it holds that

𝑐(𝜆, 𝜆∗) ≤
√︁
𝑘 log(1 + 𝑘) · 𝐷

(
𝑅𝜆,𝜆∗ , 𝑡𝜆

)
≤

√︁
𝑘 log(1 + 𝑘) · 𝐷

(
𝑅𝜆,𝜆∗ , 𝑡𝜆∗

)
Note that every request in 𝑄𝜆∗ is critical in at most one service in the algorithm, as critical
requests in a service are always served by that service. Thus, summing over different services,
we get the following:∑︁

𝜆∈Λ |𝑡𝜆≤𝑡𝜆∗
𝑐(𝜆, 𝜆∗) ≤

√︁
𝑘 log(1 + 𝑘) ·

∑︁
𝜆∈Λ |𝑡𝜆≤𝑡𝜆∗

𝐷
(
𝑅𝜆,𝜆∗ , 𝑡𝜆∗

)
≤

√︁
𝑘 log(1 + 𝑘) · 𝐷 (𝑄𝜆∗ , 𝑡𝜆∗ ) ≤

√︁
𝑘 log(1 + 𝑘) · 𝑐(𝜆∗) ◀

We thus bounded the joint cost of services prior to 𝜆∗. It remains to bound the joint cost
of services at time at least 𝑡𝜆∗ .
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▶ Proposition 12. For every optimal service 𝜆∗, it holds that∑︁
𝜆∈Λ |𝑡𝜆>𝑡𝜆∗

𝐷

(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

)
≤ 𝑂 (1) · 𝑐(𝜆∗).

Proof. Let Λ′ ⊆ Λ be the subset of services that occurred after 𝑡𝜆∗ . First, we claim that for
every integer ℓ, there exists at most one service in Λ′ with ℓ𝜆,𝜆∗ = ℓ. To prove the claim,
assume for contradiction that there are two services 𝜆1, 𝜆2 ∈ Λ′ such that ℓ𝜆1 ,𝜆∗ = ℓ𝜆2 ,𝜆∗ = ℓ,
and assume without loss of generality that 𝑡𝜆2 > 𝑡𝜆1 > 𝑡𝜆∗ . As 𝑡𝜆1 > 𝑡𝜆∗ , it must be that all
requests in 𝑅★

𝜆2 ,𝜆∗
were pending before and after 𝑡𝜆1 . Moreover, every request 𝑞 ∈ 𝑅★

𝜆2 ,𝜆∗
must

have ℓ(𝑞) ≤ ℓ, as ℓ = ℓ

(
𝑅★
𝜆2 ,𝜆∗

)
≥ ℓ(𝑞). However, ℓ𝜆1 ≥ ℓ𝜆1 ,𝜆∗ = ℓ, and thus 𝑅★

𝜆2 ,𝜆∗
⊆ 𝐸𝜆1 . But,

Line 15 in 𝜆1 sets 𝑏𝑞 = False for every 𝑞 ∈ 𝑅★
𝜆2 ,𝜆∗

, in contradiction to having 𝑏𝑞 = True at
𝑡𝜆2 . We conclude that 𝑅★

𝜆2 ,𝜆∗
= ∅; however, this implies that ℓ𝜆2 ,𝜆∗ = −∞, in contradiction to

ℓ𝜆2 ,𝜆∗ = ℓ.
Using this claim, for every level ℓ, there exists at most one service 𝜆 ∈ Λ′ such that

ℓ𝜆,𝜆∗ = ℓ. For such 𝜆, it holds that 𝐷

(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

)
≤ ND(𝑅★

𝜆,𝜆∗ ) ≤ 2ℓ (note that delay cannot
exceed service cost since critical sets trigger a service). Also note that max𝜆∈Λ′ ℓ𝜆,𝜆∗ ≤ ℓ(𝑄𝜆∗ ).
Summing over the possible levels, we get that∑︁

𝜆∈Λ |𝑡𝜆>𝑡𝜆∗
𝐷

(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

)
≤ 2 · 2max𝜆∈Λ′ ℓ𝜆,𝜆∗ ≤ 2 · 2ℓ (𝑄𝜆∗ ) ≤ 4 · 𝑐(𝜆∗). ◀

At this point, the only missing ingredient for the main theorem is the following lemma.

▶ Lemma 13. For every optimal service 𝜆∗ ∈ Λ, it holds that∑︁
𝜆∈Λ |𝑡𝜆>𝑡𝜆∗

𝐷

(
𝑅⊥𝜆,𝜆∗ , 𝑡𝜆

)
≤ 𝑂 (

√︁
𝑘 log 𝑘) · 𝑐(𝜆∗)

The proof of Lemma 13 appears in Appendix A; assuming Lemma 13 holds, we proceed
to prove Theorem 8.

Proof of Theorem 8. Equation (5) implies that it is enough to bound the sum of joint costs.
Fix any optimal service 𝜆∗; we have∑︁

𝜆∈Λ
𝑐(𝜆, 𝜆∗) =

∑︁
𝜆∈Λ |𝑡𝜆<𝑡𝜆∗

𝑐(𝜆, 𝜆∗) +
∑︁

𝜆∈Λ |𝑡𝜆≥𝑡𝜆∗
𝑐(𝜆, 𝜆∗)

≤ 𝑂 (
√︁
𝑘 log 𝑘) · 𝑐(𝜆∗) +

∑︁
𝜆∈Λ |𝑡𝜆≥𝑡𝜆∗

(
𝐷

(
𝑅⊥𝜆,𝜆∗ , 𝑡𝜆

)
+

√︁
𝑘 log(1 + 𝑘) · 𝐷

(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

))
≤ 𝑂 (

√︁
𝑘 log 𝑘) · 𝑐(𝜆∗)

where the first inequality uses Proposition 11 and the second inequality uses Proposition 12
and Lemma 13. ◀

5 Polynomial Time through Lagrangian Prize Collecting

While the algorithms in this paper yield proper competitiveness bounds, it is not clear how
to implement some of their components in polynomial time. In this section, we focus on a
subset of network design problems that admit a Lagrangian prize-collecting approximation
algorithms, and describe a polynomial-time implementation of the framework. For conciseness,
we focus on the delay framework of Section 4; the result for deadlines is a special case of the
result for delay.

Considering the framework in Algorithm 2 of Section 4, we note the following components
which might take super-polynomial time:
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1. The framework for the delay model waits until the delay cost of a subset of pending
requests exceeds the cost of serving their request types.

2. The framework solves the offline network design problem optimally, i.e., makes calls to
ND (e.g., in Lines 7 and 12).

3. The framework finds a subset of requests whose delay exceeds a constant fraction of their
service cost (Line 6).

4. The framework includes a component which, given a penalty 𝑥 and a set of request types
𝐻′, finds a maximal subset 𝐻′ ⊆ 𝐻 such that ND(𝐻′) ≥ |𝐻′ | · 𝑥 (Line 11).

The prize-collecting problem. In the offline network design problems we considered thus
far, a valid solution must serve all given requests. However, we now consider a more general
model of these problems, which is the prize-collecting model. In the (offline) prize-collecting
model, in addition to the given connectivity requests 𝐻, we are also given a penalty function
𝜋 : 𝐻 → R+; a valid solution in this model can now serve only a subset of the input requests,
and pay the penalty for the remaining requests. The total cost of the solution is thus the total
service cost plus the total penalty cost; for prize-collecting input (𝐻, 𝜋), we use PCND(𝐻, 𝜋)
to refer to the minimum total cost of a feasible solution to the input. Approximation
algorithms are known for many such prize-collecting network design problems; given an
approximation algorithm �PCND, we again use �PCND(𝐻, 𝜋) to refer to the total cost of�PCND on the input (𝐻, 𝜋). We also use the subscripts b and p to refer to the service and
penalty costs of an algorithm, respectively (e.g., �PCNDb (𝐻, 𝜋)).

To give a polynomial-time implementation to the framework, we require an approximation
algorithm for the prize-collecting version of the offline network design problem. In fact, we
need a slightly stronger notion of approximation, in which the algorithm’s penalty cost is
more closely bound to the optimal solution than the service cost; we now define this notion,
called Lagrangian approximation.

▶ Definition 14. We say that an algorithm for the prize-collecting problem is a Lagrangian
𝛾-approximation if for every prize-collecting input (𝐻, 𝜋) it holds that�PCNDb (𝐻, 𝜋) + 𝛾 · �PCNDp (𝐻, 𝜋) ≤ 𝛾 · PCND(𝐻, 𝜋).

In this section, we present an algorithm which proves the following theorem.

▶ Theorem 15. For an online network design problem with deadlines/delay, whose offline
network design prize-collecting problem admits a Lagrangian 𝛾 approximation, there exists a
poly-time algorithm which achieves the competitiveness of Theorem 8 up to a factor polynomial
in 𝛾. Specifically, it achieves a competitive ratio of 𝑂 (𝛾3 ·min

{√︁
𝑛 log 𝑛,

√︁
𝑚 log𝑚

}
).

5.1 Applications
To demonstrate the use of Theorem 15, we apply it to some network design problems for
which Lagrangian prize-collecting approximation algorithms are known.

Steiner tree. Goemans and Williamson [19] gave a Lagrangian 2-approximation for the
prize-collecting Steiner tree problem. Thus, we obtain the following corollary of Theorem 15.

▶ Corollary 16. There exists an 𝑂 (min
{√︁
|𝑉 | log |𝑉 |,

√︁
𝑚 log𝑚

}
)-competitive nonclairvoyant

algorithm for Steiner tree with deadlines/delay on a graph with vertex set 𝑉 which runs in
polynomial time.
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Facility location. First, we explain the way facility location conforms to the network design
setting. The set of items consists of two types: an opening item for each location, of the
cost of opening a facility at that location; and a connection item for each (location, request)
pair, of the cost of connecting the request to a facility at the given location. To satisfy a
request, there must exist a location for which both the opening item, and the connection
item to the request, have been bought; note that the upwards-closed property of network
design problems holds. Also note that each request requires a separate connection item;
thus, no two requests belong to the same type, and thus 𝑛 ≥ 𝑚. Hence, we do not state
competitiveness in terms of 𝑛 for this problem.

Charikar et al. [15] gave a Lagrangian 3-approximation for the prize-collecting facility
location problem. This implies the following corollary of Theorem 15 for facility location.

▶ Corollary 17. There exists an 𝑂 (min
{√︁

𝑚 log𝑚
}
)-competitive algorithm for facility location

with deadlines/delay which runs in polynomial time.

Multicut on a tree. Hou et al. [23] gave a Lagrangian 2-approximation for prize-collecting
multicut where the underlying graph is a tree. Note that for multicut on a tree, it holds that
𝑛 is the number of vertex pairs in the tree, i.e., quadratic in the number of vertices. Thus,
we obtain the following corollary of Theorem 15 for multicut on a tree.

▶ Corollary 18. There exists an 𝑂 (min
{
|𝑉 |

√︁
log |𝑉 |,

√︁
𝑚 log𝑚

}
)-competitive algorithm for

multicut with deadlines/delay on a tree with vertices 𝑉 which runs in polynomial time.

5.2 The Algorithm
Consider a problem which admits a Lagrangian 𝛾-approximation, which we denote by �PCND.
As a shorthand, we use ÑD to refer to the offline 𝛾-approximation obtained from using�PCND with the penalties set to ∞.

The procedure PCSOLVE. The algorithm uses �PCND in the procedure PCSolve (Al-
gorithm 3), which receives a set of request types 𝐻 and penalties 𝜋 to those requests, and
outputs a subset of request types 𝐻′ ⊆ 𝐻 and a solution 𝑆 to 𝐻′. We prove the following
properties of PCSolve:
1. It holds that the cost of solution 𝑆 to 𝐻′ is at most 𝛾𝜋(𝐻′).
2. For every subset 𝐻′′ ⊆ 𝐻\𝐻′, it holds that ND(𝐻′′) ≥ 𝜋(𝐻′′).

These two properties make PCSolve a useful primitive, which is used several times in
the algorithm.

Algorithm’s Description The algorithm is given in Algorithm 4. The algorithm periodically
runs the procedure PCSolve on the set of pending requests, where the penalty of every
request type is the total current delay of pending requests of that type. Whenever PCSolve
returns a non-empty set of request types 𝐻′ to serve, the procedure starts the service, and the
set of pending requests of types 𝐻′ is called critical. This triggers a call to UponCritical.

Inside UponCritical, as in Algorithm 2, the algorithm chooses the subset of critical
requests whose variable 𝑏𝑞 is True, and looks for a maximal subset of them whose service
cost is at most some factor from their delay cost. However, this factor is now linear in the
approximation factor 𝛾 rather than a constant. To find this request set 𝑅★, the algorithm
makes a call to PCSolve.
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Now, the service makes its transmissions. First, it transmits the approximate solution
previously calculated for the critical requests, thus serving them. Then, it uses PCSolve to
find some subset of the request types of eligible requests to serve in the second transmission;
it does so by providing a uniform penalty function to PCSolve. The proof of Theorem 15
using Algorithm 4 appears in Appendix B.

Algorithm 3 Prize-collecting procedure.

1 Function PCSolve (𝐻, 𝜋)
2 Set 𝐻 ← 𝐻.
3 Set 𝑆 ← ∅.
4 while True do
5 Run PCND(𝐻, 𝜋) to obtain a solution 𝑆′ which serves some subset 𝐻′ ⊆ 𝐻 of request

types.
6 if 𝐻′ = ∅ then break
7 Set 𝑆 ← 𝑆 ∪ 𝑆′, 𝐻 ← 𝐻 \ 𝐻′

8 return (𝑆, 𝐻 \ 𝐻)

Algorithm 4 Polynomial Time Framework for Nonclairvoyant Network Design with Delay.

1 Event Function UponRequest(𝑞)
2 𝑏𝑞 ← True.
3 Function TestCritical() // called continuously
4 Let 𝑡 be the current time, and let 𝑄′ be the set of currently-pending requests.
5 Define 𝜋 which maps from request type ℎ ∈ 𝐻 (𝑄′) to

∑
𝑞∈𝑄′ |ℎ𝑞=ℎ 𝑑𝑞 (𝑡).

6 Call PCSolve(𝑄′, 𝜋), and obtain the output (𝐻′, 𝑆).
7 if 𝐻′ ≠ ∅ then define 𝑅 ←

{
𝑞 ∈ 𝑄′ |ℎ𝑞 ∈ 𝐻′

}
.

8 call UponCritical(𝑅, 𝑆).
9 Event Function UponCritical(𝑅, 𝑆)

10 Start a new service 𝜆; denote the current time by 𝑡.
11 Define 𝑅⊤ ←

{
𝑞 ∈ 𝑅

��𝑏𝑞 = True
}
.

12 Let 𝜋1 map from request type ℎ to 2𝛾 ·∑𝑞∈𝑅★ |ℎ𝑞=ℎ 𝑑𝑞 (𝑡).
13 Call PCSolve(𝐻 (𝑅⊤), 𝜋1), let 𝐻★ ⊆ 𝐻 (𝑅⊤) be the request types served by the output,

and let 𝑆1 be the returned solution for 𝐻′.
14 Define 𝑅★←

{
𝑞 ∈ 𝑅⊤

��ℎ𝑞 ∈ 𝐻★
}

15 Define ℓ̂𝜆 ←
⌈
log(𝑐

(
𝑆1

)
)
⌉
.

16 Define 𝐸 to be the set of pending requests 𝑞 such that ℓ̌(𝑞) ≤ ℓ̂𝜆, and define 𝐻 ← 𝐻 (𝐸).
17 Transmit 𝑆, serving all requests of types 𝐻 (𝑅).

18 Let 𝑥𝜆 ← 2ℓ̂𝜆 ·
√︃

log(1+|𝐻 | )
|𝐻 | .

19 Let 𝜋2 map from ℎ ∈ 𝐻 to 𝑥𝜆.
20 Call PCSolve(𝐻, 𝜋2); let 𝐻′ ⊆ 𝐻 and solution 𝑆2 be the output.
21 Transmit 𝑆2, serving all requests of types in 𝐻′.

// Set 𝑏𝑞′ for eligible requests 𝑞′ which are still pending.
22 Let 𝑄𝜆 be the subset of pending requests served by 𝜆.
23 foreach 𝑞′ ∈ 𝐸 \𝑄𝜆 do
24 set 𝑏𝑞′ ← False.
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6 Conclusions and Future Directions

In this paper, we presented frameworks for obtaining 𝑂 (min
{√

𝑛,
√
𝑚

}
)-competitive algorithms

for network design with deadlines or delay. For some problems, in particular facility location
and multilevel aggregation, lower bounds of Ω(

√
𝑘) and Ω(

√
𝑚) exist, making these frameworks

optimal up to a logarithmic factor. We then discussed running time, and presented a class of
problems (namely those that admit Lagrangian prize-collecting approximations) for which
these frameworks can be implemented in polynomial time.

An interesting direction for future work would be to implement this framework in
polynomial time for additional problems. This could require a different direction from
the one in this paper, as not all network design problems seem amenable to Lagrangian
prize-collecting approximations. In particular, for Steiner forest, a Lagrangian prize-collecting
approximation implies an approximation of similar ratio for 𝑘-Steiner forest; however, no
subpolynomial approximation for 𝑘-Steiner forest is known (see e.g. [22]).

Additionally, we made little attempt to optimize the dependence of the poly-time frame-
work’s competitive ratio on the approximation ratio 𝛾 of the Lagrangian approximation
algorithm. This is since 𝛾 is constant for the problems we consider in this paper. However,
improving this dependence could be useful for problems which are harder to approximate;
we conjecture that a linear dependence is possible.
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A Proof of Lemma 13

Henceforth, fix any optimal service 𝜆∗ ∈ Λ∗. For ease of notation, define 𝑅⊥ :=
⋃

𝜆∈Λ |𝑡𝜆>𝑡𝜆∗ 𝑅
⊥
𝜆,𝜆∗ .

Also define ℓ∗ := 𝑐(𝜆∗). Note that∑︁
𝜆∈Λ |𝑡𝜆>𝑡𝜆∗

𝐷

(
𝑅⊥𝜆,𝜆∗ , 𝑡𝜆

)
≤

∑︁
𝜆∈Λ |𝑡𝜆>𝑡𝜆∗

∑︁
ℎ∈𝐻 (𝑅⊥

𝜆,𝜆∗ )
ND(ℎ)

We claim that no request type appears twice in the summation on the right-hand side of
the above equation. That is, we claim that

∑
ℎ∈𝐻 (𝑅⊥ ) ND(ℎ) = ∑

𝜆∈Λ |𝑡𝜆>𝑡𝜆∗
∑

ℎ∈𝐻 (𝑅⊥
𝜆,𝜆∗ )

ND(ℎ).
Indeed, note that there cannot be two services 𝜆1, 𝜆2 ∈ Λ such that 𝑡𝜆∗ ≤ 𝑡𝜆1 < 𝑡𝜆2 and
requests 𝑞1 ∈ 𝑅⊥

𝜆1 ,𝜆∗
, 𝑞2 ∈ 𝑅⊥

𝜆2 ,𝜆∗
such that ℎ𝑞1 = ℎ𝑞2 : otherwise, 𝜆1 would serve 𝑞2. We

conclude that∑︁
𝜆∈Λ |𝑡𝜆>𝑡𝜆∗

𝐷

(
𝑅⊥𝜆,𝜆∗ , 𝑡𝜆

)
≤

∑︁
ℎ∈𝐻 (𝑅⊥ )

ND(ℎ) (6)

and it is thus enough to bound
∑

ℎ∈𝐻 (𝑅⊥ ) ND(ℎ). Note that every request 𝑞 ∈ 𝑅⊥ has had 𝑏𝑞

set to False at some point in the algorithm. Define 𝑅⊥1 ⊆ 𝑅⊥ to be the subset of requests 𝑞

such that 𝑏𝑞 was first set to False prior to 𝑡𝜆∗ , and define 𝑅⊥2 := 𝑅⊥\𝑅⊥1 . For every ℓ, further
define 𝑅⊥1,ℓ :=

{
𝑞 ∈ 𝑅⊥1

��ℓ(𝑞) = ℓ
}
; define 𝑅⊥2,ℓ analogously.
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▶ Proposition 19. For every optimal service 𝜆∗, and for every ℓ, it holds that∑︁
ℎ∈𝐻 (𝑅⊥1,ℓ )

ND(ℎ) ≤ 𝑂

(√︁
𝑘/log 𝑘

)
· 𝑐(𝜆∗).

Proof. Observe the first service 𝜆 ∈ Λ after which 𝑏𝑞 = False for every 𝑞 ∈ 𝑅⊥1,ℓ . From the
definition of 𝑅⊥1,ℓ , we know that 𝑡𝜆 < 𝑡𝜆∗ ; as 𝑅⊥1,ℓ are all served after 𝑡𝜆∗ , they are all pending
both before and after 𝑡𝜆. As 𝜆 set 𝑏𝑞 ← False for some 𝑞 ∈ 𝑅⊥1,ℓ , we have ℓ𝜆 ≥ ℓ. This
implies 𝑅⊥1,ℓ ⊆ 𝐸𝜆. Define 𝑧 :=

���𝐻 (𝑅⊥1,ℓ)���; since no request from 𝑅⊥1,ℓ was served in 𝜆, we have

𝑐(𝜆∗) ≥ ND(𝑅⊥1,ℓ) ≥ 𝑥𝜆 · 𝑧 ≥ 2ℓ𝜆 ·
√︂

log(1 + 𝑘)
𝑘

· 𝑧 ≥ 2ℓ ·
√︂

log(1 + 𝑘)
𝑘

· 𝑧

Noting that
∑

ℎ∈𝐻 (𝑅⊥1,ℓ ) ND(ℎ) ≤ 𝑧 · 2ℓ , this yields
∑

ℎ∈𝐻 (𝑅⊥1,ℓ ) ND(ℎ) ≤
√︃

𝑘
log(1+𝑘 ) · 𝑐(𝜆

∗). ◀

▶ Proposition 20. For every optimal service 𝜆∗, and for every ℓ, it holds that∑︁
ℎ∈𝐻 (𝑅⊥2,ℓ )

ND(ℎ) ≤ 𝑂

(√︄
𝑘

log 𝑘

)
· 𝑐(𝜆∗).

Proof. The proof is similar to that of Proposition 19. Consider the first service 𝜆 ∈ Λ such
that 𝑡𝜆 ≥ 𝑡𝜆∗ and ℓ𝜆 ≥ ℓ. It must be the case that all requests in 𝑅⊥2,ℓ are pending before and
after 𝜆, and moreover, 𝜆 sets 𝑏𝑞 ← False for every request in 𝑅⊥2,ℓ . Define 𝑧 :=

���𝐻 (𝑅⊥2,ℓ)���;
since no request from 𝑅⊥2,ℓ was served in 𝜆, we have

𝑐(𝜆∗) ≥ ND(𝑅⊥2,ℓ) ≥ 𝑥𝜆 · 𝑧 ≥ 2ℓ𝜆 ·
√︂

log(1 + 𝑘)
𝑘

· 𝑧 ≥ 2ℓ ·
√︂

log(1 + 𝑘)
𝑘

· 𝑧

Noting that
∑

ℎ∈𝐻 (𝑅⊥2,ℓ ) ND(ℎ) ≤ 𝑧 · 2ℓ , the above yields
∑

ℎ∈𝐻 (𝑅⊥2,ℓ ) ND(ℎ) ≤
√︃

𝑘
log(1+𝑘 ) · 𝑐(𝜆

∗),
which completes the proof. ◀

Proof of Lemma 13. Define 𝛾 := ⌈log 𝑘⌉. The following holds:∑︁
𝜆∈Λ |𝑡𝜆>𝑡𝜆∗

𝐷

(
𝑅⊥𝜆,𝜆∗ , 𝑡𝜆

)
≤

∑︁
ℎ∈𝐻 (𝑅⊥ )

ND(ℎ) ≤
∞∑︁

ℓ=−∞

( ∑︁
ℎ∈𝐻 (𝑅⊥1,ℓ )

ND(ℎ) +
∑︁

ℎ∈𝐻 (𝑅⊥2,ℓ )
ND(ℎ)

)

=

ℓ∗−𝛾∑︁
ℓ=−∞

( ∑︁
ℎ∈𝐻 (𝑅⊥1,ℓ )

ND(ℎ) +
∑︁

ℎ∈𝐻 (𝑅⊥2,ℓ )
ND(ℎ)

)
+

ℓ∗∑︁
ℓ=ℓ∗−𝛾+1

( ∑︁
ℎ∈𝐻 (𝑅⊥1,ℓ )

ND(ℎ) +
∑︁

ℎ∈𝐻 (𝑅⊥2,ℓ )
ND(ℎ)

)
(7)

where the first inequality uses Equation (6), the second inequality partitions 𝑅⊥ into
{
𝑅⊥1,ℓ

}
ℓ

and
{
𝑅⊥2,ℓ

}
ℓ
, and the equality makes use of the fact that 𝑅⊥ does not contain requests 𝑞 such

that ℓ(𝑞) > ℓ∗ (since 𝑅⊥ ⊆ 𝑄𝜆∗). From the proof of Proposition 19, we know that for every ℓ

the requests 𝑅⊥1,ℓ were all pending during a single service. Thus, we have
���𝐻 (𝑅⊥1,ℓ)��� ≤ 𝑘, and

therefore
∑

ℎ∈𝐻 (𝑅⊥1,ℓ ) ND(ℎ) ≤ 2ℓ · 𝑘. Similarly, using the proof of Proposition 20, we have���𝐻 (𝑅⊥2,ℓ)��� ≤ 𝑘 and thus
∑

ℎ∈𝐻 (𝑅⊥2,ℓ ) ND(ℎ) ≤ 2ℓ · 𝑘. We can therefore conclude that

ℓ∗−𝛾∑︁
ℓ=−∞

( ∑︁
ℎ∈𝐻 (𝑅⊥1,ℓ )

ND(ℎ) +
∑︁

ℎ∈𝐻 (𝑅⊥2,ℓ )
ND(ℎ)

)
≤ 4 · 2ℓ∗−𝛾 · 𝑘 ≤ 4 · 2ℓ∗ ≤ 8 · 𝑐(𝜆∗). (8)
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Moreover, using Propositions 19 and 20,

ℓ∗∑︁
ℓ=ℓ∗−𝛾+1

( ∑︁
ℎ∈𝐻 (𝑅⊥1,ℓ )

ND(ℎ)+
∑︁

ℎ∈𝐻 (𝑅⊥2,ℓ )
ND(ℎ)

)
≤ 𝛾 ·𝑂

(√︄
𝑘

log 𝑘

)
·𝑐(𝜆∗) = 𝑂 (

√︁
𝑘 log 𝑘) ·𝑐(𝜆∗). (9)

Combining Equations (7) to (9) yields
∑

𝜆∈Λ |𝑡𝜆>𝑡𝜆∗ 𝐷
(
𝑅⊥
𝜆,𝜆∗ , 𝑡𝜆

)
≤ 𝑂 (

√︁
𝑘 log 𝑘) · 𝑐(𝜆∗). ◀

B Analysis of Lagrangian Approximation Framework

We focus on proving Theorem 15, following the same lines as the proof of Theorem 8.
Following the notation of Section 4, we use the subscript 𝜆 to refer to the values of variables
in the UponCritical call that started service 𝜆. For example, this includes 𝑆1

𝜆
, 𝑆2

𝜆
.

▶ Proposition 21 (Properties of PCSolve). Suppose PCSolve is called on request types 𝐻

and penalties 𝜋, and outputs 𝐻′ and solution 𝑆. It holds that:
1. The cost of solution 𝑆 to 𝐻′ is at most 𝛾𝜋(𝐻′).
2. For every subset 𝐻′′ ⊆ 𝐻\𝐻′, it holds that ND(𝐻′′) ≥ 𝜋(𝐻′′).

Proof. Let 𝑏 be the number of iterations of the main loop in PCSolve. We use subscript
𝑖 to refer to the value of a variable in the 𝑖’th iteration of the loop; note that 𝑐(𝑆) ≤∑

𝑖∈[𝑏] 𝑐(𝑆𝑖). For every iteration 𝑖, through the Lagrangian approximation guarantee, it
holds that 𝑐(𝑆𝑖) + 𝛾 · 𝜋(𝐻𝑖\𝐻′𝑖 ) ≤ 𝛾 · 𝜋(𝐻𝑖), implying 𝑐(𝑆𝑖) ≤ 𝛾 · 𝜋(𝐻′

𝑖
); thus, we have

𝑐(𝑆) ≤ ∑
𝑖 𝜋(𝐻′𝑖 ) = 𝛾𝜋(𝐻′), proving the first claim.

To prove the second claim, observe that in the final iteration no request types from 𝐻𝑏

were served. Through the Lagrangian guarantee, 𝛾𝜋(𝐻𝑏) ≤ 𝛾 · (ND(𝐻′′) + 𝜋(𝐻𝑏\𝐻′′)) for
every subset 𝐻′′ ⊆ 𝐻𝑏, which implies that ND(𝐻′′) ≥ 𝜋(𝐻′′). Observing that 𝐻𝑏 = 𝐻\𝐻′
completes the proof of the second claim. ◀

▶ Proposition 22 (Analogue of Proposition 10). For a service 𝜆, it holds that

𝑐(𝜆) ≤ 𝑂 (𝛾) ·
∑︁
𝜆∗∈Λ∗

𝐷

(
𝑅⊥𝜆,𝜆∗ , 𝑡𝜆

)
+𝑂 (𝛾3√︁𝑘 log 𝑘) ·

∑︁
𝜆∗∈Λ∗

𝐷

(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

)
Proof. According to Proposition 21, the cost of the first transmission of solution 𝑆𝜆 (Line 17)
is at most 𝛾 · 𝐷 (𝑅𝜆, 𝑡𝜆). However, Proposition 21 also implies that 2𝛾𝐷

(
𝑅⊤
𝜆
\𝑅★

𝜆
, 𝑡𝜆

)
≤

ND(𝑅⊤
𝜆
\𝑅★

𝜆
); together with the fact that 𝑆𝜆 serves 𝑅⊤

𝜆
\𝑅★

𝜆
implies that 𝛾𝐷

(
𝑅⊤
𝜆
\𝑅★

𝜆
, 𝑡𝜆

)
≤

𝑐(𝑆𝜆)/2. Combining, we have the following:

𝑐(𝑆𝜆) ≤ 𝛾𝐷 (𝑅𝜆, 𝑡𝜆) = 𝛾(𝐷
(
𝑅⊥𝜆 , 𝑡𝜆

)
+ 𝐷

(
𝑅★
𝜆 , 𝑡𝜆

)
) + 𝑐(𝑆𝜆)/2

Simplifying, 𝑐(𝑆𝜆) ≤ 2𝛾(𝐷
(
𝑅⊥
𝜆
, 𝑡𝜆

)
+ 𝐷

(
𝑅★
𝜆
, 𝑡𝜆

)
), yielding the bound for the first transmission.

For the second transmission, note that 2ℓ̂𝜆 ≤ 2 · 𝑐
(
𝑆1
𝜆

)
≤ 4𝛾2𝐷 (𝑅★, 𝑡𝜆), where the second

inequality uses Proposition 21 for PCSolve. Applying Proposition 21 again for Line 20, we
obtain the following bound for the cost of the solution 𝑆2

𝜆
used for the second transmission:

𝑐

(
𝑆2
𝜆

)
≤ 𝛾 · |𝐻𝜆 | · 𝑥𝜆 = 𝛾 · |𝐻𝜆 | · 2ℓ̂𝜆 ·

√︁
log(1 + |𝐻𝜆 |)/|𝐻𝜆 | ≤ 𝛾

√︁
𝑘 log(1 + 𝑘) · 2ℓ̂𝜆

≤ 4𝛾3 ·
√︁
𝑘 log(1 + 𝑘) · 𝐷

(
𝑅★, 𝑡𝜆

)
Combining this with the previous bound for the first transmission completes the proof. ◀

ICALP 2023
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We henceforth define joint costs 𝑐(𝜆, 𝜆∗) as in Section 4. Note that Proposition 10 holds
for Algorithm 4 without modification.

▶ Proposition 23 (Analogue of Proposition 12). For every optimal service 𝜆∗, it holds that∑︁
𝜆∈Λ |𝑡𝜆>𝑡𝜆∗

𝐷

(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

)
≤ 𝑂 (1) · 𝑐(𝜆∗).

Proof. Let Λ′ ⊆ Λ be the subset of services that occurred after 𝑡𝜆∗ . First, we claim that for
every integer ℓ, there exists at most one service in Λ′ with ℓ𝜆,𝜆∗ = ℓ. To prove the claim,
assume for contradiction that there are two services 𝜆1, 𝜆2 ∈ Λ′ such that ℓ𝜆1 ,𝜆∗ = ℓ𝜆2 ,𝜆∗ = ℓ,
and assume without loss of generality that 𝑡𝜆2 > 𝑡𝜆1 > 𝑡𝜆∗ . As 𝑡𝜆1 > 𝑡𝜆∗ , it must be that all
requests in 𝑅★

𝜆2 ,𝜆∗
were pending before and after 𝑡𝜆1 .

Moreover, every request 𝑞 ∈ 𝑅★
𝜆2 ,𝜆∗

must have ℓ̌(𝑞) ≤ ℓ(𝑞) ≤ ℓ

(
𝑅★
𝜆2 ,𝜆∗

)
= ℓ. However,

ℓ̂𝜆1 ≥ ℓ𝜆1 ,𝜆∗ = ℓ, and thus 𝑅★
𝜆2 ,𝜆∗

⊆ 𝐸𝜆1 . But, Line 15 in 𝜆1 sets 𝑏𝑞 = False for every
𝑞 ∈ 𝑅★

𝜆2 ,𝜆∗
, in contradiction to having 𝑏𝑞 = True at 𝑡𝜆2 . We conclude that 𝑅★

𝜆2 ,𝜆∗
= ∅;

however, this implies that ℓ𝜆2 ,𝜆∗ = −∞, in contradiction to ℓ𝜆2 ,𝜆∗ = ℓ.
Using this claim, for every level ℓ, there exists at most one service 𝜆 ∈ Λ′ such that ℓ𝜆,𝜆∗ = ℓ.

For such 𝜆, it holds that 𝐷
(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

)
≤ ND(𝑅★

𝜆,𝜆∗ ) ≤ 2ℓ . Also note that max𝜆∈Λ′ ℓ𝜆,𝜆∗ ≤ ℓ(𝑄𝜆∗ ).
Summing over the possible levels, we get that∑︁

𝜆∈Λ |𝑡𝜆>𝑡𝜆∗
𝐷

(
𝑅★
𝜆,𝜆∗ , 𝑡𝜆

)
≤ 2 · 2max𝜆∈Λ′ ℓ𝜆,𝜆∗ ≤ 2 · 2ℓ (𝑄𝜆∗ ) ≤ 4 · 𝑐(𝜆∗). ◀

▶ Lemma 24 (Analogue of Lemma 13). For every optimal service 𝜆∗ ∈ Λ, it holds that∑
𝜆∈Λ |𝑡𝜆>𝑡𝜆∗ 𝐷

(
𝑅⊥
𝜆,𝜆∗ , 𝑡𝜆

)
≤ 𝑂 (log 𝛾 ·

√︁
𝑘 log 𝑘) · 𝑐(𝜆∗).

Proof sketch. The proof follows the same main lines as that of Lemma 13. First, define
𝑅⊥, 𝑅⊥1 , 𝑅

⊥
2 as in the proof of Lemma 13. Now, define 𝑅⊥1,ℓ =

{
𝑞 ∈ 𝑅⊥1 |ℓ̂𝑞 = ℓ

}
; define 𝑅⊥2,ℓ

analogously. Note that the ℓ̂𝑞 is used for these definitions, rather than ℓ𝑞.
We can prove analogues to Proposition 19 and Proposition 20, using identical proofs.

Specifically, for every optimal service 𝜆∗, for every ℓ and for every 𝑏 ∈ {1, 2}, it holds that∑︁
ℎ∈𝐻 (𝑅⊥

𝑏,ℓ
)
ND(ℎ) ≤ 𝑂

(√︁
𝑘/log 𝑘

)
· 𝑐(𝜆∗) (10)

Now, following the proof of Lemma 13, define 𝛿 := ⌈log 𝑘⌉ + ⌈log 𝛾⌉.∑︁
𝜆∈Λ |𝑡𝜆>𝑡𝜆∗

𝐷

(
𝑅⊥𝜆,𝜆∗ , 𝑡𝜆

)
≤

∑︁
ℎ∈𝐻 (𝑅⊥ )

ND(ℎ) ≤
∞∑︁

ℓ=−∞

( ∑︁
ℎ∈𝐻 (𝑅⊥1,ℓ )

ND(ℎ) +
∑︁

ℎ∈𝐻 (𝑅⊥2,ℓ )
ND(ℎ)

)

=

ℓ∗−𝛿∑︁
ℓ=−∞

( ∑︁
ℎ∈𝐻 (𝑅⊥1,ℓ )

ND(ℎ) +
∑︁

ℎ∈𝐻 (𝑅⊥2,ℓ )
ND(ℎ)

)
+

ℓ∗∑︁
ℓ=ℓ∗−𝛿+1

( ∑︁
ℎ∈𝐻 (𝑅⊥1,ℓ )

ND(ℎ) +
∑︁

ℎ∈𝐻 (𝑅⊥2,ℓ )
ND(ℎ)

)
(11)

Using a similar argument to that in Lemma 13, we note that
∑

ℎ∈𝐻 (𝑅⊥1,ℓ ) ND(ℎ) ≤ 𝑘 · 𝛾 · 2ℓ ;
a similar bound applies to

∑
ℎ∈𝐻 (𝑅⊥2,ℓ ) ND(ℎ). Combining with the definition of 𝛿, the first

term in the RHS of Equation (11) can be bounded by 𝑂 (1) · 𝑐(𝜆∗). Using Equation (10), the
second term can be bounded by 𝑂 (𝛿) · 𝑐(𝜆∗), which is 𝑂 ((log 𝑘 + log 𝛾) ·

√︁
𝑘/log 𝑘) · 𝑐(𝜆∗); this

is at most 𝑂 (log 𝛾 ·
√︁
𝑘 log 𝑘) · 𝑐(𝜆∗). This completes the proof. ◀

Proof of Theorem 15. Results from combining Propositions 22 and 23 and Lemma 24. ◀
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