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#### Abstract

We study nearly-linear time approximation algorithms for non-preemptive scheduling problems in two settings: the unrelated machine setting, and the identical machine with job precedence constraints setting, under the well-studied objectives such as makespan and weighted completion time. For many problems, we develop nearly-linear time approximation algorithms with approximation ratios matching the current best ones achieved in polynomial time.

Our main technique is linear programming relaxation. For the unrelated machine setting, we formulate mixed packing and covering LP relaxations of nearly-linear size, and solve them approximately using the nearly-linear time solver of Young. For the makespan objective, we develop a rounding algorithm with $(2+\epsilon)$-approximation ratio. For the weighted completion time objective, we prove the LP is as strong as the rectangle LP used by Im and Li, leading to a nearly-linear time $(1.45+\epsilon)$-approximation for the problem.

For problems in the identical machine with precedence constraints setting, the precedence constraints can not be formulated as packing or covering constraints. To achieve the nearly-linear running time, we define a polytope for the constraints, and leverage the multiplicative weight update (MWU) method with an oracle which always returns solutions in the polytope.
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## 1 Introduction

Scheduling theory is an important sub-area of combinatorial optimization, operations research and approximation algorithms. Over the past few decades, advanced techniques have been developed to design approximation algorithms for numerous scheduling problems, among which mathematical relaxation is a prominent one. The algorithms based on the technique follow a two-step framework: solve some linear/convex/semi-definite programming relaxation for the problem to obtain a fractional schedule, and round it into an integral one. The main focus of the algorithm design in the literature has been the best approximation ratios that can be achieved in polynomial time. Many of the LPs used have size much larger than that of the input, and a general convex/semi-definite program requires a large polynomial time to solve, making these algorithms impractical.

To overcome the running time issue, we design approximate LP-based scheduling algorithms that run in nearly-linear time. We focus on two well-studied non-preemptive scheduling settings:

1. Unrelated machine setting. We are given a set $J$ of $n$ jobs, a set $M$ of $m$ machines, a bipartite graph $G=(M, J, E)$ between $M$ and $J$, and a processing time $p_{i j} \in \mathbb{Z}_{>0}$ for every $i j \in E$, indicating the time it takes to process job $j$ on machine $i$. If $i j \notin E$, then
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the job $j$ can not be processed on machine $i$. The output of a problem in this setting is an assignment $\sigma \in M^{J}$ of jobs to machines so that $\sigma_{j} j \in E$ for every $j \in J$. This indicates that we process the job $j$ on machine $\sigma_{j}$.
2. Identical machine with job precedence constraints setting. In this setting, we are given a set $J$ of $n$ jobs, each job $j \in J$ with a processing time $p_{j} \in \mathbb{Z}_{\geq 0}$, and the number $m \geq 1$ of identical machines. There are precedence constraints of the form $j \prec j^{\prime}$, indicating that the job $j^{\prime}$ can only start after job $j$ completes. The output of a problem in the setting is a completion time vector $\left(C_{j}\right)_{j \in J} \in \mathbb{Z}_{\geq 0}^{J}$, meaning that a job $j \in J$ is processed during the time interval $\left(C_{j}-p_{j}, C_{j}\right]$. We need $C_{j} \geq p_{j}$ for every $j \in J$, $C_{j} \leq C_{j^{\prime}}-p_{j^{\prime}}$ for every $j \prec j^{\prime}$, and every integer $t \geq 1$ is contained in $\left(C_{j}-p_{j}, C_{j}\right]$ for at most $m$ jobs $j \in J .{ }^{1}$

The main objective function we focus on is weighted completion time: We are additionally given a weight $w_{j} \in \mathbb{Z}_{>0}$ for every job $j \in J$, and the goal of the problem is to minimize $\sum_{j \in J} w_{j} C_{j}$, where $C_{j}$ is the completion time of $j$ on its assigned machine. For the second setting, this is explicitly given by the output. For the first setting, given the assignment $\sigma \in M^{J}$ of jobs to machines, it is well-known that the Smith's rule ${ }^{2}$ gives the optimum order on each machine $i$. For the first setting, we also consider the objective of minimizing the makespan, which is defined as $\max _{i} \sum_{j \in \sigma^{-1}(i)} p_{i j}$, i.e., the maximum load over all machines.

It is convenient for us to use the classic three-field notation $\alpha|\beta| \gamma$ in [19] to denote scheduling problems studied in this paper. ${ }^{3}$ The makespan and weighted completion time minimization problems in the unrelated machine setting are denoted as $R \| C_{\max }$ and $R \| \sum_{j} w_{j} C_{j}$ respectively. The problem to minimize weighted completion time in the identical machine with job precedence constraint setting is denoted as $P|\operatorname{prec}| \sum_{j} w_{j} C_{j}$. We will also consider special cases of the problem, and give their notations when we discuss them.

There is a rich literature on designing approximation algorithms for these problems. For the unrelated makespan minimization problem, i.e., $R \| C_{\max }$, the classic result of Lenstra, Shmoys and Tardos [32] gives a 2 -approximation, which remains the state-of-the-art result. The problem is NP-hard to approximate within a factor of better than 1.5. Plotkin, Shmoys and Tardos [39] studied fast approximation algorithms for the problem, as an application of their packing and covering LP solver. They developed a randomized $(2+\epsilon)$-approximation algorithm in time $\tilde{O}_{\epsilon}(m n) .{ }^{4}$ So their algorithm is nearly-linear if $|E|=\Theta(m n)$. Much work on the problem has focused on a special setting called the restricted assignment setting [49, 24, 25], where there is an intrinsic size $p_{j} \in \mathbb{Z}_{>0}$ for every $j \in J$, and for every $i j \in E$ we have $p_{i j}=p_{j}$.

For the unrelated machine weighted completion time problem, i.e., $R \| \sum_{j} w_{j} C_{j}$, many independent rounding algorithms achieve an approximation ratio of 1.5 [42, 47, 43, 35]. Bansal, Svensson and Srinivasan [5] showed that the barrier of 1.5 is inherent for this type of algorithms. To overcome the barrier, they developed a novel dependent rounding scheme
${ }^{1}$ It is a folklore that if the last property is satisfied, we can assign $\left\{\left(C_{j}-p_{j}\right], j \in[J]\right\}$ to $m$ machines so that the intervals assigned to each machine are disjoint.
${ }^{2}$ By this rule, we schedule jobs $j$ assigned to a machine $i$ using non-decreasing order of $p_{i j} / w_{j}$.
${ }^{3}$ In the notation, $\alpha$ indicates the machine model, $\beta$ gives the set of additional constraints, and $\gamma$ is the objective. $\alpha=R$ and $\alpha=P$ denote the unrelated and identical machine settings respectively, and prec $\in \beta$ indicates that jobs have precedence constraints. $\gamma=C_{\max }$ and $\gamma=\sum_{j} w_{j} C_{j}$ denote the makespan and weighted completion time objectives respectively.
${ }^{4}$ In this paper, we use $\tilde{O}_{\epsilon}(\cdot)$ to hide a factor that is poly-logarithmic in the input size of the instance being considered, which will be clear from the context, and polynomial in $1 / \epsilon$, where $\epsilon$ is a precision parameter. An algorithm is nearly-linear if its running time is $\tilde{O}_{\epsilon}$ (input size).
and a lifted SDP relaxation for the problem, leading to a (1.5-1/2160000)-approximation algorithm. The ratio has been improved to $1.5-1 / 6000$ by Li [35], to 1.488 by Im and Shadloo [23] and to the current best ratio of 1.45 by $\operatorname{Im}$ and Li [22]. The three subsequent works are based on the rectangle LP relaxation for the problem.

There is a vast literature on the problem of minimizing weighted completion time in the identical machine with job precedence constraints setting, i.e., the problem $P|\operatorname{prec}| \sum_{j} w_{j} C_{j}$. A special case of the problem where there is only one machine (i.e., $m=1$ ), denoted as $1|\operatorname{prec}| \sum_{j} w_{j} C_{j}$, is already non-trivial. Hall et al. [20] developed a 2-approximation for the problem, which is the best possible under some stronger version of the unique game conjecture introduced by Bansal and Khot [4]. Another special case that is considered moderately in the literature is when all jobs have unit-size, denoted as $P \mid$ prec, $p_{j}=1 \mid \sum_{j} w_{j} C_{j}$. Munier, Queyranne and Schulz [37] gave approximation ratios of 3 and 4 for the special case and the general problem $P|\operatorname{prec}| \sum_{j} w_{j} C_{j}$ respectively. The ratios were improved to $1+\sqrt{2}$ and $2+2 \ln 2$ by Li [35]. Most algorithms [20, 37, 41, 35] for $P|\operatorname{prec}| \sum_{j} w_{j} C_{j}$ and the two special cases use the following framework: Solve some linear/convex program to obtain an order of the jobs respecting the precedence constraints. For every job in this order, schedule it as early as possible, without violating the precedence and $m$-machine constraints.

Most of the results we discussed focused on optimizing the approximation ratios with polynomial time algorithms. Albeit being polynomial, the running times in these results are often very large. For LP-based algorithms, this may be caused by two factors. First, the size of an LP might already be large w.r.t the input size. Consider a typical time-indexed LP relaxation in the unrelated machine setting, one need a variable for every triple ijs with $i j \in E$ and $s$ being the starting time. Assuming the number of possible starting times is linear in $n$, the number of variables in the LP is already $\Theta(n|E|)$; the size of the LP can only be bigger. Second, these algorithms often use a general LP solver, which has a large running time w.r.t the size of the LP. There is a vast literature in recent years on designing exact and approximate general LP solvers. Here we could only include a few representative results. To solve a linear program with $\bar{n}$ variables, $\bar{m}$ constraints and $\bar{N}$ non-zero coefficients up to a precision of $\epsilon$, Lee and Sidford [29] developed an algorithm with running time $\tilde{O}\left(\left(\bar{N}+\bar{m}^{2}\right) \sqrt{\bar{m}} \log \frac{1}{\epsilon}\right)$. Lee, Song and Zhang [30] gave an algorithm with running time $\tilde{O}\left(\bar{n}^{\omega} \log \frac{1}{\epsilon}\right),{ }^{5}$ where $\omega \approx 2.373$ is the current best exponent for matrix multiplication. Brand, Lee, Sidford and Song [8] provided a $\tilde{O}\left(\bar{m} \bar{n}+\bar{n}^{3}\right)$ time randomized algorithm that solves the LP exactly with high probability; the running time is nearly linear if the constraint matrix is dense and tall. However, to solve general linear programs, these running times are at least quadratic, even if the LP has a linear size. Convex or semi-definite programming based algorithms need to solve the CP/SDP using the interior point or ellipsoid methods, which are often time-consuming.

### 1.1 Our Results

To overcome the above issue, we design approximation algorithms for scheduling problems, that run in nearly-linear time, i.e., in time $\tilde{O}_{\epsilon}$ (input size). So, up to a poly $(\log n, 1 / \epsilon)$-factor, our running times are the best possible. Some of the algorithms we developed have been studied empirically [2]. In the unrelated machine setting, $G=(M, J, E)$ denotes the bipartite graph between $M$ and $J$, and a nearly-linear time is of order $\tilde{O}_{\epsilon}(|E|)$. For the identical machine with precedence constraints setting, we use $\kappa$ to denote the number of precedence

[^0]constraints. A nearly-linear time algorithm runs in time $\tilde{O}_{\epsilon}(n+\kappa)$. Unlike the polynomial running time scenario, we can not assume $\prec$ is transitive, as it may dramatically increase the number of precedence constraints to quadratic. Moreover, the best known algorithm computing the transitive closure of the precedence constraints takes $O(n \kappa)$ time [40].

For many problems, including $R\left\|C_{\max }, R\right\| \sum_{j} w_{j} C_{j}, 1|\operatorname{prec}| \sum_{j} w_{j} C_{j}$ and $P \mid$ prec, $p_{j}=$ 1| $\sum_{j} w_{j} C_{j}$, our nearly-linear time algorithms achieve the correspondent best known polynomial-time approximation ratios, due to Lenstra, Shmoys and Tardos [32], Im and Li [22], Hall et al. [20], and Li [35] respectively.

- Theorem 1.1. For any $\epsilon>0$, there is a $\tilde{O}_{\epsilon}(|E|)$-time $(2+\epsilon)$-approximation algorithm for $R \| C_{\max }$, i.e., the makespan minimization problem on unrelated machines.

For the problem $R \| \sum_{j} w_{j} C_{j}$, we believe that showing that the rectangle LP can be approximated in nearly-linear time is interesting on its own. So we give two theorems for the problem. Refer to $\mathrm{LP}(6)$ for the formal description of the rectangle LP for the problem.

- Theorem 1.2. Consider an instance of $R \| \sum_{j} w_{j} C_{j}$ and the rectangle $L P$ (6) for the instance. Let $\epsilon>0$ and $\operatorname{lp}_{(6)}$ be the value of the LP. Then in $\tilde{O}_{\epsilon}(|E|)$ time, we can construct a solution $\mathbf{z}$ to the LP such that:
- $\mathbf{z}$ satisfies all the constraints in the LP, except that the constraint at most one job is processed on any machine at any time may be violated by a factor of $1+\epsilon$. (Formally, Constraint (8) is only satisfied with the right-side replaced by $1+\epsilon$.)
- The value of $\mathbf{z}$ to the LP is at most $(1+\epsilon) \mid \mathrm{p}_{(6)}$.

In the theorem, our $\mathbf{z}$ will be represented by the list of non-zero coordinates and their values. Then, we show that the rounding algorithm of $\operatorname{Im}$ and Li [22] can indeed run in time nearly-linear on the support size of the LP solution. This gives the following theorem.

- Theorem 1.3. For any $\epsilon>0$, there is a $\tilde{O}_{\epsilon}(|E|)$-time $(1.45+\epsilon)$-approximation algorithm for $R \| \sum_{j} w_{j} C_{j}$, i.e., the weighted completion time minimization problem on unrelated machines.

The following two theorems are for $1|\operatorname{prec}| \sum_{j} w_{j} C_{j}$ and $P \mid$ prec, $p_{j}=1 \mid \sum_{j} w_{j} C_{j}$.

- Theorem 1.4. For any $\epsilon>0$, there is a $\tilde{O}_{\epsilon}\left((n+\kappa) \log p_{\max }\right)$-time $(2+\epsilon)$-approximation algorithm for $1|\operatorname{prec}| \sum_{j} w_{j} C_{j}$, i.e., the weighted completion time problem on a single machine with precedence constraints, where $p_{\max }:=\max _{j \in J} p_{j}$ is the maximum job size.

So the algorithm runs in nearly-linear time only when $p_{\max }$ is polynomially bounded.

- Theorem 1.5. For any $\epsilon>0$, there is a $\tilde{O}_{\epsilon}(n+\kappa)$-time $(1+\sqrt{2}+\epsilon)$-approximation algorithm for $P\left|\mathrm{prec}, p_{j}=1\right| \sum_{j} w_{j} C_{j}$, i.e., the weighted completion time problem on identical machines with unit-size jobs and precedence constraints.

Along the way of algorithm design for the identical machine with precedence constraints setting, we developed a nearly-linear time $(1+\epsilon)$-approximation algorithm for the single commodity network flow problem in directed acyclic graphs, with bounded supplies and demands on sources and sinks, but infinite capacities on edges.

Recently there has been a lot of progress on solving maximum flow problem on undirected and directed graphs. For undirected graphs, the problem can be approximated within a factor of $1+\epsilon$ in nearly-linear time $[26,38,45]$, and solved exactly with a slightly weaker running time of $m^{1+o(1)}$ (this is called almost-linear time) [7]. It was open whether an almost-linear
running time can be achieved for solving maximum flow on directed graphs. ${ }^{6}$ This was resolved in the affirmative by a recent breakthrough due to Chen et al. [14]: They developed an algorithm that computes exact maximum flows on directed graphs with polynomially bounded integral capacities in $m^{1+o(1)}$ time. Thus, we could use the result as a black-box for our problem, if we allow the running time to be almost-linear. Nevertheless as our theme is to design nearly-linear time algorithms, we include in the full version of the paper our approximate maximum-flow algorithm for the special case with this running time. To the best of our knowledge, this was not known before.

For the general precedence-constrained scheduling problem $P|\mathrm{prec}| \sum_{j} w_{j} C_{j}$ (on multiple machines with variant job lengths), we achieve an $O(1)$-approximation algorithm in nearlylinear time. However, the approximation ratio of the algorithm is $6+\epsilon$, which is worse than the best polynomial-time ratio of $2+2 \ln 2$ due to Li [35].

- Theorem 1.6. For any $\epsilon>0$, there is a $\tilde{O}_{\epsilon}\left((n+\kappa) \log p_{\max }\right)$-time $(6+\epsilon)$-approximation algorithm for $P|\operatorname{prec}| \sum_{j} w_{j} C_{j}$, i.e., the weighted completion time minimization problem on identical machines with precedence constraints, where $p_{\max }:=\max _{j \in J} p_{j}$ is the maximum job size.


### 1.2 Our Techniques

All of our algorithms are based on linear programming: We design an LP relaxation of nearly-linear size, solve it in nearly-linear time to obtain a $(1+\epsilon)$-approximate solution, and round the solution into an integral schedule in nearly-linear time.

For $R \| C_{\max }$, the natural LP relaxation has $O(|E|)$ size, and the mixed packing and covering form. Thus it can be solved within a factor of $1+\epsilon$ by the algorithm of Young [51] in $\tilde{O}_{\epsilon}(|E|)$ time. In particular, the algorithm outputs a $(1+\epsilon)$-approximate solution that violates the constraints by a factor of $1 \pm \epsilon$, in $O\left(\frac{\bar{N} \log \bar{m}}{\epsilon^{2}}\right)=\tilde{O}_{\epsilon}(\bar{N})$ time, where $\bar{m}$ and $\bar{N}$ are the number of constraints and non-zero coefficients in the LP respectively. To round the fractional solution, we apply the grouping technique of [46] for the so called generalized assignment problem, but with a $(1+\epsilon)$-slack. This gives us a bipartite graph $H=\left(V, J, E_{H}\right)$ satisfying $\left|N_{H}\left(J^{\prime}\right)\right| \geq(1+\epsilon)\left|J^{\prime}\right|$ for every $J^{\prime} \subseteq J$, where $N_{H}\left(J^{\prime}\right)$ is the set of neighbors of $J^{\prime}$ in $H$. This allows us to find a matching in $H$ that covers $J$ in nearly-linear time, which leads to a $(2+\epsilon)$-approximate solution, matching the current best approximation of 2 in [32]. We remark that the $\tilde{O}_{\epsilon}(m n)$-running time of [39] comes from both solving the LP, and rounding the LP solution. So even with the nearly-linear time mixed covering and packing LP solver, the algorithm of [39] still requires $\tilde{O}_{\epsilon}(m n)$ time.

For the problem $R \| \sum_{j} w_{j} C_{j}$, we give a nearly-linear size mixed packing and covering LP that (up to a factor of $1+O(\epsilon)$ ) is equivalent to the rectangle LP used by Li [35], Im and Shadloo [23], Im and Li [22]. In the rectangle LP, there is a variable $x_{i j s}$ indicating if a job $j$ is scheduled on the machine $i$ and has starting time $s$, and constraints that at most one job is processed at any time on any machine. To reduce the size of the LP to $\tilde{O}_{\epsilon}(|E|)$, we partition the time horizon into windows, with lengths geometrically increasing by a factor of $1+\epsilon$. We distinguish between two types of scheduling intervals: If a job is scheduled within a window on some machine $i$ (we call this an inside-window interval), then we do not need to capture the precise location of the scheduling interval. On the other hand, if the job

[^1]starts and ends at two different windows (we call the interval an cross-window interval), we will approximately capture its starting and ending times. To do so, we divide each window into $1 / \epsilon$ sub-windows, and let the LP variables capture the two sub-windows containing the starting and completion times. In the LP, we require all the cross-window intervals incur a congestion of 1 : any point $t$ is covered by at most 1 fraction of cross-window intervals. Then we require the total volume of jobs processed inside each window is at most its length. We show that up to a factor of $1+O(\epsilon)$, a solution to the LP can be converted to one for the rectangle LP with no large cost. Roughly speaking, the width of window is small compared to its position and so we do not need to know the precise location of an inside-window-interval. For a cross-window-interval, we may incur an error on its length that is about $\epsilon$ times the total length of its starting window and ending window. As a sub-window has a small length, and a cross-window-interval covers some window-boundary, the total error incurred will also be small.

We proceed to our techniques for the weighted completion time problems in the identical machine with precedence constraints setting, i.e., the problem $P|\operatorname{prec}| \sum_{j} w_{j} C_{j}$ and its special cases. Due to the precedence constraints, the LP relaxations do not have the mixed packing and covering form anymore. Nevertheless, the multiplicative weight update (MWU) framework can still be applied. We enclose the precedence constraints in a polytope $\mathcal{Q}$. In each iteration of the MWU framework, we guarantee that all these constraints are satisfied, i.e., the vector we obtain is in $\mathcal{Q}$. Other than the precedence constraints, we have $\tilde{O}_{\epsilon}\left(\log p_{\max }\right)$ packing inequalities correspondent the $m$-machine constraint. This is due to that we can round completion times to integer powers of $1+\epsilon$.

The number of iterations the MWU framework takes is $\tilde{O}_{\epsilon}(\bar{m})$, where $\bar{m}$ is the number of packing constraints in the LP, without counting the constraints for $\mathcal{Q}$. Fortunately we have $\bar{m}=\tilde{O}_{\epsilon}\left(\log p_{\max }\right)$. To obtain the claimed $\tilde{O}_{\epsilon}\left((n+\kappa) \log p_{\max }\right)$ time, we need to run each iteration of MWU in nearly-linear time. The bottleneck comes from finding a vector in $\mathcal{Q}$ satisfying one aggregated packing constraint, that maximizes a linear objective with non-negative coefficients.

A key technical contribution of our paper is an oracle for the problem. For an appropriately defined directed acyclic graph $G=(V, E)$, the polytope $\mathcal{Q}$ can be formulated as $\left\{\mathbf{y} \in[0,1]^{V}\right.$ : $\left.y_{v} \leq y_{u}, \forall v u \in E\right\}$. For two given row vectors $\mathbf{a}, \mathbf{b} \in \mathbb{R}_{\geq 0}^{V}$, the aggregated LP in each iteration of MWU is: max ay subject to $\mathbf{y} \in \mathcal{Q}$ and $\mathbf{b y} \leq 1$. Using LP duality, the problem is reduced to the special single commodity maximum flow problem we introduced: We have bounded supplies and demands on sources and sinks, but infinite capacities on edges. When allowing a $(1+\epsilon)$-approximation for the scheduling problem, we need to find a flow whose value is at least the maximum value for the instance with sink capacities scaled by $\frac{1}{1+\epsilon}$. This is done by our nearly-linear time maximum-flow algorithm for the special case.

### 1.3 Other Related Work

The makespan minimization problem in the identical machine setting with precedence constraints, i.e., the problem $P|\operatorname{prec}| C_{\max }$, is another classic problem in scheduling theory. The seminal work of Graham [18] gives a simple greedy algorithm that achieves a 2-approximation. On the negative side, Lenstra and Rinnooy Kan [31] proved a (4/3- $\epsilon$ )-hardness for the problem. Under the stronger version of the Unique Game Conjecture (UGC) introduced by Bansal and Khot [4], Svensson [48] showed that the problem is hard to approximate within a factor of $2-\epsilon$ for any $\epsilon>0$. Much work has focused on the special case where $m=O(1)$ and all jobs have size $1[33,17,34]$, for which obtaining a PTAS is a long-standing open problem.

The multiplicative weight update (MWU) method for solving linear programs has played an important role in a wide range of applications. Some of its foundational work can be found in a beautiful survey by Arora, Hazan and Kale [3]. There has been a vast literature on solving packing, covering, and mixed packing and covering LPs approximately to a factor of $1+\epsilon$ using iterative methods $[44,39,36,50,16,28,27,51,1,13]$. In particular, to solve a mixed packing and covering LP with $\bar{n}$ variables, $\bar{m}$ constraints and $\bar{N}$ non-zero coefficients, the algorithm of Young [51] returns $(1+\epsilon)$-approximation deterministically in $O\left(\frac{\bar{N} \ln \bar{m}}{\epsilon^{2}}\right)$ time. The dependence on $\epsilon$ has been improved slightly by Chekuri and Quanrud [13], who gave a randomized algorithm with running time $\tilde{O}\left(\frac{\bar{N}}{\epsilon}+\frac{\bar{m}}{\epsilon^{2}}+\frac{\bar{n}}{\epsilon^{3}}\right)$, where $\tilde{O}(\cdot)$ hides a poly-logarithmic factor.

There has been a recent surge of interest in designing fast or nearly-linear time approximation algorithms for combinatorial optimization problems [11, 12, 9, 15, 34, 6].

Organization. The rest of the paper is organized as follows. In Section 2, we define some elementary notations used across the paper, and describe the result of Young [51] on solving mixed packing and covering LPs, and a template solver for packing LPs over an "easy" polytope. In Sections 3 and 4, we present our results for $R \| C_{\max }$ and $R \| \sum_{j} w_{j} C_{j}$. Due to the page limit, we leave our algorithms for $P|\operatorname{prec}| \sum_{j} w_{j} C_{j}$ and the two special cases $1|\operatorname{prec}| \sum_{j} w_{j} C_{j}$ and $P \mid$ prec, $p_{j}=1 \mid \sum_{j} w_{j} C_{j}$ to the full version of the paper. The full version also contains other technicalities, such as how to handle the case where input integers are not polynomially bounded, how to reduce problems to the promise versions and how to use the self-balancing binary search tree data structure to run a list scheduling algorithm.

## 2 Preliminaries

We use bold lowercase letters to denote vectors, and their correspondent italic letters to denote their coordinates. We use bold uppercase letters to denote matrices. $\mathbf{0}$ and $\mathbf{1}$ are used to denote the all- 0 and all -1 vectors whose domain can be inferred from the context. Given a template vector $\mathbf{v}$ over some finite domain, and a subset $S$ of the domain, let $v(S):=\sum_{e \in S} v_{e}$ be the sum of $v$-values over elements in $S$.

Given an (undirected) graph $H=\left(V_{H}, E_{H}\right)$, we use $\delta_{H}(v), N_{H}(v), \delta_{H}(U), N_{H}(U)$ to respectively denote the sets of incident edges of $v \in V_{H}$, neighbors of $v$, edges between the set $U \subseteq V_{H}$ and $V_{H} \backslash U$, and vertices in $V_{H} \backslash U$ with at least one neighbor in $U$, in the graph $H$. Given a directed graph $H=\left(V_{H}, E_{H}\right)$, for every $v \in V_{H}$, we use $\delta_{H}^{+}(v)$ and $\delta_{H}^{-}(v)$ to denote the sets of outgoing and incoming edges of $v$ respectively. For every $U \subseteq V_{H}$, let $\delta_{H}^{+}(U):=\left\{u v \in E_{H}: u \in U, v \notin U\right\}$ and $\delta_{H}^{-}(U):=\left\{u v \in E_{H}: u \notin U, v \in U\right\}$ be the sets of edges from $U$ to $V_{H} \backslash U$ and from $V_{H} \backslash U$ to $U$ respectively. When $H=G$ for the graph $G$ in the context (which can be undirected or directed), we omit the subscript $H$ in the notations.

For cleanness of exposition, we use $\tilde{O}_{\epsilon}(\cdot)$ to hide factors that are polynomial in $\frac{1}{\epsilon}$ and poly-logarithmic in the size of the input. As we gave the first nearly-linear time algorithms for the studied problems, the hidden factors are small compared to the improvements we make. The final approximation ratios we get have an additive factor of $O(\epsilon)$ (instead of $\epsilon$ ); but it can be reduced to $\epsilon$ if we start from a smaller $\epsilon$. By default, for an (undirected or directed) graph $H=\left(V_{H}, E_{H}\right)$ we deal with, we assume every vertex is incident to at least one edge so $\left|E_{H}\right|=\Omega\left(V_{H}\right)$. For any $a \in \mathbb{R}$, we define $(a)_{+}$as $\max \{a, 0\}$.

### 2.1 Nearly-Linear Time Mixed Packing and Covering LP Solver

A mixed packing and covering LP is an LP of the following form:

$$
\text { find } \mathbf{x} \quad \text { such that } \quad \mathbf{x} \geq 0, \quad \mathbf{P x} \leq \mathbf{1} \quad \text { and } \quad \mathbf{C x} \geq \mathbf{1},
$$

(MPC)
where $\mathbf{P} \in \mathbb{R}_{>0}^{\bar{m}_{\mathbf{P}} \times \bar{n}}$ and $\mathbf{C} \in \mathbb{R}_{>0}^{\bar{m}_{\mathbf{C}} \times \bar{n}}$ for some positive integers $\bar{n}, \bar{m}_{\mathbf{P}}, \bar{m}_{\mathbf{C}}$. Let $\bar{m}=\bar{m}_{\mathbf{P}}+\bar{m}_{\mathbf{C}}$ and $\bar{N}$ be the total number of non-zeros in $\mathbf{P}$ and $\mathbf{C}$. Young [51] developed a nearly-linear time algorithm that solves (MPC) approximately:

- Theorem 2.1 ([51]). Given an instance of (MPC) and $\epsilon>0$, there is an $O\left(\frac{\bar{N} \log \bar{m}}{\epsilon^{2}}\right)$ time algorithm that either claims $(\mathrm{MPC})$ is infeasible, or outputs an $\mathbf{x} \in \mathbb{R}_{\geq 0}^{\bar{n}}$ such that $\mathbf{P x} \leq(1+\epsilon) \mathbf{1}$ and $\mathbf{C x} \geq \frac{1}{1+\epsilon}$.


### 2.2 Template Packing LP Solver over a Simple Polytope

In this section, we describe a template MWU-based LP solver for a packing linear program with an additional requirement that the solution is inside an "easy" polytope $\mathcal{Q}$. The framework we describe here is introduced in [10] and later reformulated in [11].

Let $\mathbf{P} \in \mathbb{R}_{\geq 0}^{\bar{m} \times \bar{n}}$ be a non-negative matrix, with $\bar{N}$ non-zero entries. Let $\mathbf{a} \in \mathbb{R}_{\geq 0}^{\bar{n}}$ be a row vector, and $\mathcal{Q} \subseteq \mathbb{R}_{\geq 0}^{\bar{n}}$ be a polytope which is defined by "easy" constraints. We focus on the following linear program:

$$
\max \text { ax } \quad \text { subject to } \quad \mathbf{x} \in \mathcal{Q} \quad \text { and } \quad \mathbf{P} \mathbf{x} \leq \mathbf{1}
$$

Throughout the paper, we make sure all instances of $\left(\mathrm{P}_{\mathcal{Q}}\right)$ we deal with are feasible.

- Definition 2.2. Let $\epsilon \in(0,1), \phi>0$ be two parameters. An $(\epsilon, \phi)$-approximate solution to $\left(\mathrm{P}_{\mathcal{Q}}\right)$ is a vector $\mathbf{x} \in \mathcal{Q}$ satisfying $\mathbf{P} \mathbf{x} \leq(1+\epsilon) \mathbf{1}$ and $\mathbf{a x} \geq \mathbf{a x}^{*}-\phi$, where $\mathbf{x}^{*} \in \mathcal{Q}$ is the optimum solution to $\left(\mathrm{P}_{\mathcal{Q}}\right)$.

As a hindsight, we only allow a loss of an additive factor $\phi$ in the objective function of the LP for $P|\mathrm{prec}| \sum_{j} w_{j} C_{j}$, which will be set to be a polynomially small term. As is typical in a MWU framework, we need to solve the following LP where the constraints $\mathbf{P x} \leq \mathbf{1}$ are aggregated into one constraint by $\leq 1$, where $\mathbf{b} \in \mathbb{R}_{\geq 0}^{\bar{n}}$ is a row vector:

$$
\begin{equation*}
\max \text { ay } \quad \text { subject to } \quad \mathbf{y} \in \mathcal{Q} \quad \text { and } \quad \text { by } \leq 1 . \tag{1}
\end{equation*}
$$

Again we guarantee all instances of (1) we encounter are feasible.

- Definition 2.3. Let $\epsilon \in(0,1), \phi>0$ be two parameters. An $(\epsilon, \phi)$-approximate solution to (1) is a vector $\mathbf{y} \in \mathcal{Q}$ satisfying by $\leq 1+\epsilon$ and $\mathbf{a y} \geq \mathbf{a y}^{*}-\phi$, where $\mathbf{y}^{*}$ is the optimum solution to the LP. An ( $\epsilon, \phi$ )-oracle for (1) is an algorithm that, given an instance of (1), and $\epsilon \in(0,1), \phi>0$, outputs an $(\epsilon, \phi)$-approximate solution $\mathbf{y}$ to (1).

The template LP solver is described in Algorithm 1, where we use $\mathbf{P}_{i}$ to denote the $i$-th row vector of $\mathbf{P}$. By our assumption that $\left(\mathrm{P}_{\mathcal{Q}}\right)$ is feasible, the instance of (1) defined in every execution of Step 3 is also feasible. The performance of the algorithm is summarized in the following theorem.

- Theorem 2.4. Algorithm 1 will return an $(O(\epsilon), \phi)$-approximate solution $\mathbf{x}$ to $\left(\mathrm{P}_{\mathcal{Q}}\right)$, within O( $\left.\frac{\bar{m} \log \bar{m}}{\epsilon^{2}}\right)$ iterations of Loop 2.

Algorithm 1 LP Solver for $\left(\mathrm{P}_{\mathcal{Q}}\right)$.
Input: an instance of $\left(\mathrm{P}_{\mathcal{Q}}\right), \epsilon \in(0,1), \phi>0$, and $(\epsilon, \phi)$-oracle $\mathcal{O}$ for (1)
Output: an $(O(\epsilon), \phi)$-approximate solution $\mathbf{x}$ for $\left(\mathrm{P}_{\mathcal{Q}}\right)$
$t \leftarrow 0, \rho \leftarrow \frac{\ln \bar{m}}{\epsilon^{2}}, \mathbf{x}^{(0)} \leftarrow \mathbf{0} \in \mathbb{R}_{\geq 0}^{\bar{n}}, \mathbf{u}^{(0)} \leftarrow \mathbf{1} \in \mathbb{R}_{\geq 0}^{\bar{m}}$
$\triangleright \mathbf{x}^{(t)}$ 's are column vectors and $\mathbf{u}^{(t)}$ 's are row vectors
while $t<1$ do
define $\mathbf{b}:=\frac{\mathbf{u}^{(t)}}{\left|\mathbf{u}^{(t)}\right|} \mathbf{P}$, and run the oracle $\mathcal{O}$ for (1) to obtain an $(\epsilon, \phi)$-approximate solution $\mathbf{y}$ for (1)
$\delta \leftarrow \min \left\{\min _{i \in[\bar{m}]} \frac{1}{\rho \cdot \mathbf{P}_{i} \mathbf{y}}, 1-t\right\}$
for every $i \in[\bar{m}]$ do $u_{i}^{(t+\delta)} \leftarrow u_{i}^{(t)} \cdot \exp \left(\delta \epsilon \rho \cdot \mathbf{P}_{i} \mathbf{y}\right)$
$\mathbf{x}^{(t+\delta)} \leftarrow \mathbf{x}^{(t)}+\delta \mathbf{y}, t \leftarrow t+\delta$
return $\mathrm{x}:=\mathrm{x}^{(1)}$

Proof. Focus on one iteration of Loop 2. Let $t$ be the value of $t$ at the beginning of the iteration, $\mathbf{y}$ and $\delta$ be the $\mathbf{y}$ and $\delta$ obtained in Step 3 and 4 in the iteration respectively. Then we have

$$
\begin{aligned}
& \left|\mathbf{u}^{(t+\delta)}\right|=\sum_{i \in[\bar{m}]} u_{i}^{(t+\delta)}=\sum_{i \in[\bar{m}]} u_{i}^{(t)} \exp \left(\delta \epsilon \rho \cdot \mathbf{P}_{i} \mathbf{y}\right) \leq \sum_{i \in[\bar{m}]} u_{i}^{(t)}\left(1+(1+\epsilon) \epsilon \cdot \delta \rho \cdot \mathbf{P}_{i} \mathbf{y}\right) \\
= & \left|\mathbf{u}^{(t)}\right|+(1+\epsilon) \epsilon \delta \rho \cdot \mathbf{u}^{(t)} \mathbf{P} \mathbf{y} \leq\left|\mathbf{u}^{(t)}\right|+(1+\epsilon)^{2} \epsilon \delta \rho \cdot\left|\mathbf{u}^{(t)}\right| \leq\left|\mathbf{u}^{(t)}\right| \exp \left((1+\epsilon)^{2} \epsilon \delta \rho\right)
\end{aligned}
$$

The inequality in the first line is by that $\delta \rho \cdot \mathbf{P}_{i} \mathbf{y} \in[0,1]$ for every $i \in[\bar{m}]$ and $e^{\epsilon \theta} \leq$ $1+\epsilon \theta+(\epsilon \theta)^{2} \leq 1+\epsilon \theta+\epsilon^{2} \theta$ for every $\epsilon \in[0,1]$ and $\theta \in[0,1]$. The first inequality in the second line is by that $\frac{\mathbf{u}^{(t)}}{\left|\mathbf{u}^{(t)}\right|} \mathbf{P y}=\mathbf{b y} \leq 1+\epsilon$.

Combining the inequality over all iterations, we have

$$
\begin{equation*}
\left|\mathbf{u}^{(1)}\right| \leq\left|\mathbf{u}^{(0)}\right| \exp \left((1+\epsilon)^{2} \epsilon \rho\right)=\bar{m} \cdot \exp \left((1+\epsilon)^{2} \epsilon \rho\right) \tag{2}
\end{equation*}
$$

For every $i \in[\bar{m}]$, we have $u_{i}^{(1)}=\exp \left(\epsilon \rho \cdot \mathbf{P}_{i} \mathbf{x}\right)$, where $\mathbf{x}:=\mathbf{x}^{(1)}$ is the returned solution. So, by (2), we have $\exp \left(\epsilon \rho \cdot \mathbf{P}_{i} \mathbf{x}\right) \leq \bar{m} \cdot \exp \left((1+\epsilon)^{2} \epsilon \rho\right)$, which implies $\mathbf{P}_{i} \mathbf{x} \leq \frac{\ln \bar{m}}{\epsilon \rho}+(1+\epsilon)^{2} \leq$ $(1+\epsilon)^{2}+\epsilon=1+O(\epsilon)$.

In the end $\mathbf{x}=\mathbf{x}^{(1)}$ is a convex combination of vectors $\mathbf{y}$ obtained in all iterations. As each $\mathbf{y}$ is in $\mathcal{Q}$, we have $\mathbf{x} \in \mathcal{Q}$. Moreover, for the instance of (1) in any iteration, $\mathbf{x}^{*}$ is a valid solution. So, the optimum solution $\mathbf{y}^{*}$ to the instance of (1) has $\mathbf{a y}^{*} \geq \mathbf{a x}^{*}$, and the $\mathbf{y}$ returned by the oracle has ay $\geq \mathbf{a y}^{*}-\phi \geq \mathbf{a x}^{*}-\phi$. This implies our final $\mathbf{x}$ has $\mathbf{a x} \geq \mathbf{a x}^{*}-\phi$. Therefore, $\mathbf{x}$ is a $(O(\epsilon), \phi)$-approximate solution to $\left(\mathrm{P}_{\mathcal{Q}}\right)$.

It remains to bound the number of iterations that Loop 2 can take. In every iteration of loop 2 except for the last one, some $i$ has $\frac{1}{\rho \cdot \mathbf{P}_{i} \mathbf{y}}=\delta$, i.e., $\delta \epsilon \rho \cdot \mathbf{P}_{i} \mathbf{y}=\epsilon$. We say $u_{i}$ is increased fully in the iteration. Notice by (2), each $u_{i}$ can be increased fully in at most $\frac{\ln \left(\bar{m} \exp \left((1+\epsilon)^{2} \epsilon \rho\right)\right)}{\epsilon}=\frac{\ln \bar{m}+(1+\epsilon)^{2} \epsilon \rho}{\epsilon}=O\left(\frac{\ln \bar{m}}{\epsilon^{2}}\right)$ iterations. This bounds the number of iterations by $O\left(\frac{\bar{m} \log \bar{m}}{\epsilon^{2}}\right)$ as there are $\bar{m}$ different values of $i$.

For each iteration of loop 2, the steps other than Step 3 takes $O(\bar{N})$ time. Therefore, the running time of Algorithm 1 is $O\left(\frac{\bar{m} \log \bar{m} \cdot \bar{N}}{\epsilon^{2}}\right)$, plus the time for running the oracle $O\left(\frac{\bar{m} \log \bar{m}}{\epsilon^{2}}\right)$ times.

## 3 Unrelated Machine Makespan Minimization

In this section, we give the nearly-linear time $(2+\epsilon)$-approximation algorithm for the unrelated machine makespan minimization problem, i.e, the problem $R \| C_{\max }$. Recall that we are given a bipartite graph $G=(M, J, E)$ and a $p_{i j} \in \mathbb{Z}_{>0}$ for every $i j \in E$. Recall that $N(j), N(i), \delta(j)$ and $\delta(i)$ denote the set of neighbors or incident edges of a job $j \in J$ or a machine $i \in M$, in the graph $G$.

Via a standard technique described in the full version of the paper, we can focus on the following promise version:

- We are given a number $P \geq$ opt, where opt is the optimal makespan of the instance, and our goal is to construct an assignment of makespan at most $(2+O(\epsilon)) P$.
For some $i j \in E$ with $p_{i j}>P$, we remove $i j$ from $E$, as the optimum solution does not use the edge. The following is the natural LP relaxation for the problem:

$$
\begin{equation*}
\sum_{j \in N(i)} p_{i j} x_{i j} \leq P, \forall i \in M \quad(3) \quad \sum_{i \in N(j)} x_{i j} \geq 1, \forall j \in J \quad \text { (4) } \quad x_{i j} \geq 0, \forall i j \in E \tag{3}
\end{equation*}
$$

In the correspondent integer program, $x_{i j} \in\{0,1\}$ for every $i j \in E$ indicates whether the job $j$ is assigned to machine $i$. (3) requires that the makespan of the schedule to be at most $P$, (4) requires every job to be scheduled. In the linear program, we replace the requirement that $x_{i j} \in\{0,1\}$ with the non-negativity constraint (5).

By the promise that $P \geq$ opt, the LP is feasible. Therefore, applying Theorem 2.1, we can solve the LP in $\tilde{O}_{\epsilon}(|E|)$ time to obtain an approximate solution $\mathbf{x} \in[0,1]^{E}$. By scaling, we can assume (4) holds with equalities, and (3) holds with right side replaced by $(1+O(\epsilon)) P$.

To round the solution to an integral assignment in $\tilde{O}_{\epsilon}(|E|)$-time, we use the grouping idea from [46]: For each machine $i \in M$, we break the fractional jobs assigned to $i$ into groups, each containing $\frac{1}{1+\epsilon}$ fractional jobs. This gives us a bipartite graph $H$ between jobs and groups. Any perfect matching (i.e., a matching covering all jobs $J$ ) will give a $(2+O(\epsilon))$-approximation for the makespan problem. In $H$, every subset $J^{\prime} \subseteq J$ of jobs has at least $(1+\epsilon)\left|J^{\prime}\right|$ neighbors. The $(1+\epsilon)$-factor allows us to design a $\tilde{O}_{\epsilon}(|E|)$-time algorithm to find a matching covering all jobs $J$, as stated in the following lemma:

- Lemma 3.1. Assume we are given a bipartite graph $H=\left(S, T, E_{H}\right)$ and $\epsilon>0$ such that $\left|N_{H}\left(S^{\prime}\right)\right| \geq(1+\epsilon)\left|S^{\prime}\right|$ for every $S^{\prime} \subseteq S$. In $O\left(\frac{\left|E_{H}\right|}{\epsilon} \log |S|\right)$-time, we can find a matching in $H$ covering all vertices in $S$.

Proof. Let $L=\left\lfloor\log _{1+\epsilon}|S|\right\rfloor+1>\log _{1+\epsilon}|S|$. Then we use the shortest-augmenting path algorithm of Hopcroft and Karp [21] to find a matching for which there is no augmenting path of length at most $2 L+1$. The running time of the algorithm can be made to $O\left(\left|E_{H}\right| L\right)=$ $O\left(\frac{\left|E_{H}\right|}{\epsilon} \log |S|\right)$. It remains to show the following lemma:

- Lemma 3.2. Let $F$ be a matching in $H$ for which there is no augmenting path of length at most $2 L+1$. Then all vertices in $S$ are matched in the matching $F$.

Proof. Let $\vec{H}$ be the residual graph of $H$ w.r.t the $F: \vec{H}$ is a directed graph over $S \cup T$, for every edge $s t \in E_{H}$, we have $s t \in \vec{H}$, and for every $s t \in F$, we have $t s \in \vec{H}$. We say a vertex in $S$ is free if it is unmatched in $F$. For every integer $\ell \in[0, L]$, define $S^{\ell}\left(T^{\ell}\right.$ resp.) to be the set of vertices in $S(T$, resp.) to which there exists a path in $\vec{H}$ of length at most $2 \ell\left(2 \ell+1\right.$, resp.) from a free vertex. So, we have $S^{0} \subseteq S^{1} \subseteq S^{2} \subseteq \cdots \subseteq S^{L}$ and $T^{0} \subseteq T^{1} \subseteq T^{2} \subseteq \cdots \subseteq T^{L}$.

Notice that $T^{\ell}=N_{H}\left(S^{\ell}\right)$ for every $\ell \in[0, L]$. So for every $\ell \in[0, L]$, we have $(1+\epsilon)\left|S^{\ell}\right| \leq$ $\left|T^{\ell}\right|$ by the condition of the lemma. All vertices in $T^{L}$ are matched by our assumption that there are no augmenting paths of length at most $2 L+1$. So for every $\ell \in[0, L-1]$, we have $\left|T^{\ell}\right| \leq\left|S^{\ell+1}\right|$ as all vertices in $T^{\ell}$ are matched to $S^{\ell+1}$.

Combining the two statements gives us $(1+\epsilon)\left|S^{\ell}\right| \leq\left|S^{\ell+1}\right|$ for every $\ell \in[0, L-1]$. Thus $\left|S^{L}\right| \geq(1+\epsilon)^{L}\left|S^{0}\right|$, which contradicts the definition of $L$ and that $\left|S^{0}\right| \geq 1,\left|S^{L}\right| \leq|S|$.

This finishes the proof of Lemma 3.1.
With the lemma, we prove the following theorem using the grouping technique from [39]:

- Theorem 3.3. Given $\mathbf{x} \in[0,1]^{E}$ satisfying $x(\delta(j))=1$ for every $j \in J$, and $\epsilon \in(0,1)$, there is an $O\left(\frac{|E|}{\epsilon} \log n\right)$-time algorithm that outputs an assignment $\sigma \in M^{J}$ of jobs to machines such that $\sigma_{j} j \in E$ and $x_{\sigma_{j} j}>0$ for every $j \in J$, and for every $i \in M$, we have

$$
\sum_{j \in \sigma^{-1}(i)} p_{i j} \leq(1+\epsilon) \sum_{j \in N(i)} p_{i j} x_{i j}+\max _{j \in \sigma^{-1}(i)} p_{i j} . \quad(\text { Assume the maximum over } \emptyset \text { is } 0 .)
$$

Proof. We construct a bipartite graph $H=\left(V, J, E_{H}\right)$, starting with $V=\emptyset$ and $E_{H}=\emptyset$. For every machine $i \in M$, we run the following procedure. See Figure 1 for an illustration. (The notations defined in the paragraph depend on $i$; if a notation does not contain $i$ in the subscript, it will only be used locally, in this paragraph.) Let $D_{i}$ be the number of jobs $j$ with positive $x_{i j}$ values. Let $j_{1}, j_{2}, \cdots, j_{D_{i}}$ be these jobs $j$, sorted in non-increasing order of $p_{i j}$; that is, we have $p_{i j_{1}} \geq p_{i j_{2}} \geq \cdots \geq p_{i j_{D_{i}}}$. For every integer $d \in\left[0, D_{i}\right]$, we define $Z_{d}=\sum_{d^{\prime}=1}^{d} x_{i j_{d^{\prime}}}$. Let $R_{i}=\left\lceil(1+\epsilon) Z_{D_{i}}\right\rceil=\lceil(1+\epsilon) x(\delta(i))\rceil$. For every $r=1,2,3, \cdots, R_{i}$, we create a vertex $i r$ and add it to $V$. We add to $E_{H}$ an edge between $i r, r \in\left[R_{i}\right]$ and $j_{d}$, $d \in\left[D_{i}\right]$ if $\left(\frac{r-1}{1+\epsilon}, \frac{r}{1+\epsilon}\right) \cap\left(Z_{d-1}, Z_{d}\right) \neq \emptyset$, and we define $y_{(i r) j_{d}}$ to be the length of the interval. This finishes the construction of $H=\left(V, J, E_{H}\right)$, along with a vector $\mathbf{y} \in\left(0, \frac{1}{1+\epsilon}\right]^{E_{H}}$.


Figure 1 Construction of the $H$ for the machine $i \in M$. In the bipartite graph between $\left\{i 1, i 2, \cdots, i D_{i}\right\}$ and $\left\{j_{1}, j_{2}, \cdots, j_{D_{i}}\right\}$ and there is an edge between $j_{d}$ and (ir) iff the interval correspondent to $j_{d}$ intersects the interval $\left(\frac{r-1}{1+\epsilon}, \frac{r}{1+\epsilon}\right)$.

The number of edges in $H$ for each $i$ is at most $D_{i}+R_{i}-1 \leq|\delta(i)|+(1+\epsilon) x(\delta(i))$. Therefore the total number of edges we created in $H$ is at most $|E|+(1+\epsilon)|J|=O(|E|)$. For every $i j \in E$, we have $\sum_{r:(i r) j \in E_{H}} y_{(i r) j}=x_{i j}$. This implies that for every $j \in J$, we have $y\left(\delta_{H}(j)\right)=1$. For every ir $\in V$, we have $y\left(\delta_{H}(i r)\right) \leq \frac{1}{1+\epsilon}$, and the inequality holds with equality except when $r=R_{i}$.

For every set $J^{\prime} \subseteq J$, we have $\left|N_{H}\left(J^{\prime}\right)\right| \geq(1+\epsilon)\left|J^{\prime}\right|$, as we can view $\mathbf{y}$ as a fractional matching in $H$ where every $j \in J$ is matched to an extent of 1 and every $i r \in V$ is matched to an extent of at most $\frac{1}{1+\epsilon}$. Then we can use Lemma $3.1^{7}$ to find a matching in $H$ that

[^2]covers all jobs $J$. The running time of the algorithm is $O\left(\frac{\left|E_{H}\right|}{\epsilon} \log n\right)=O\left(\frac{|E|}{\epsilon} \log n\right)$. The matching gives an assignment $\sigma \in M^{J}$ : If $j$ is matched to $i r$, then define $\sigma_{j}=i$. Fix some $i \in M$ with $\sigma^{-1}(i) \neq \emptyset$; we upper bound $\sum_{j \in \sigma^{-1}(i)} p_{i j}$ :
\[

$$
\begin{aligned}
& \sum_{j \in \sigma^{-1}(i)} p_{i j} \leq \max _{j \in \sigma^{-1}(i)} p_{i j}+\sum_{r=2}^{R_{i}} \max _{j \in N_{H}(i r)} p_{i j} \\
\leq & \max _{j \in \sigma^{-1}(i)} p_{i j}+(1+\epsilon) \sum_{r=2}^{R_{i}} \sum_{j \in N_{H}(i(r-1))} p_{i j} y_{(i(r-1)) j} \\
\leq & \max _{j \in \sigma^{-1}(i)} p_{i j}+(1+\epsilon) \sum_{r=1}^{R_{i}} \sum_{j \in N_{H}(i r)} p_{i j} y_{(i r) j}=\max _{j \in \sigma^{-1}(i)} p_{i j}+(1+\epsilon) \sum_{j \in N(i)} p_{i j} x_{i j} .
\end{aligned}
$$
\]

To see the first inequality, notice that the job $j^{\prime}$ matched to $i 1$ (if it exists) has $p_{i j^{\prime}} \leq$ $\max _{j \in \sigma^{-1}(i)} p_{i j}$, and the job $j^{\prime}$ matched to each $i r, r \in\left[2, R_{i}\right]$, has $p_{i j^{\prime}} \leq \max _{j \in \delta_{H}((i r))} p_{i j}$. Consider the second inequality. For every $r \in\left[2, R_{i}\right]$, any $j \in \delta_{H}(i r)$ and any $j^{\prime} \in \delta_{H}(i(r-1))$, we have $p_{i j} \leq p_{i j^{\prime}}$. Moreover, for every $r \in\left[2, R_{i}\right]$, we have $y\left(\delta_{H}(i(r-1))\right)=\frac{1}{1+\epsilon}$. The inequality in the third line follows from replacing $r$ with $r+1$. The equality holds since for every $i j \in E$ we have $\sum_{r:(i r) j \in E_{H}} y_{(i r) j}=x_{i j}$.

We can then apply Theorem 3.3 with the solution $\mathbf{x}$ we obtained from solving LP(3-5). Clearly we have $\max _{j \in \sigma^{-1}(i)} p_{i j} \leq P$ for every $i \in M$. So, the total load on any machine $i$ is at most $P+(1+\epsilon) \cdot \sum_{j \in N(i)} p_{i j} x_{i j} \leq P+(1+\epsilon) \cdot(1+O(\epsilon)) P=(2+O(\epsilon)) P$, as $(3)$ is satisfied with right side replaced by $(1+O(\epsilon)) P$. This finishes the analysis of the algorithm for $R \| C_{\max }$ and proves Theorem 1.1.

## 4 Unrelated Machine Weighted Completion Time Minimization

In this section, we give our nearly-linear time algorithm for $R \| \sum_{j} w_{j} C_{j}$, with an approximation ratio of $1.45+\epsilon$, matching the current best ratio of Im and Li [22] achieved in polynomial time. Our result is based on formulating an LP relaxation that is equivalent to the rectangle LP introduced by Li [35]. The new LP relaxation has a nearly-linear size and the mixed packing and covering form; thus it can be solved in nearly-linear time using Theorem 2.1. We describe the rectangle LP $(\operatorname{LP}(6))$, our new LP relaxation ( $\mathrm{LP}(11))$ and show their equivalence in Sections 4.1, 4.2 and 4.3 respectively.

In the full version of the paper we show how to construct a solution to $\operatorname{LP}(6)$ from one to $\mathrm{LP}(11)$ in nearly-linear time, finishing the proof of Theorem 1.2. We also show in the full version that the rounding algorithm of Im and Li can run in nearly-linear time; this finishes the proof of Theorem 1.3. Throughout the section, we assume all processing times are integers bounded by a polynomial of $n$. The general case is handled in the full version.

### 4.1 Rectangle LP Relaxation

We describe the rectangle LP relaxation for $R \| \sum_{j} w_{j} C_{j}$ introduced by Li [35]. Let $T=$ $\sum_{j \in J} \max _{i \in N(j)} p_{i j}$ so that any schedule will complete by time $T$. The following is the rectangle LP:

$$
\begin{equation*}
\min \quad \sum_{j \in J} w_{j} \sum_{i \in N(j), s \in[0, T)} z_{i j s}\left(s+p_{i j}\right) \tag{6}
\end{equation*}
$$

$$
\begin{gather*}
\sum_{i \in N(j), s \in[0, T)} z_{i j s} \geq 1 \quad \forall j \in J  \tag{7}\\
\sum_{j \in N(i), s \in\left[t-p_{i j}, t\right)} z_{i j s} \leq 1 \quad \forall i \in M, t \in[T] \tag{8}
\end{gather*}
$$

$$
\begin{array}{ll}
z_{i j s}=0 & \forall i j \in E, s>T-p_{i j} \\
z_{i j s} \geq 0 & \forall i j \in E, s \in[0, T) \tag{10}
\end{array}
$$

In the correspondent integer program, $z_{i j s}$ for every $i j \in E$ and integer $s \in[0, T)$ indicates if job $j$ is scheduled on machine $i$, with starting time $s$. The objective gives the weighted completion time of the schedule. (7) requires that every job $j$ is scheduled. (8) requires that at any time on machine $i$, at most one job is being processed. (9) ensures that no jobs complete after time $T$. (10) is the non-negativity constraint. Im and Li [22] showed that given a solution $\mathbf{z}$ to $\mathrm{LP}(6)$, one can round it to an integral schedule, whose weighted completion time in expectation is at most 1.45 times the value of $\mathbf{z}$.

### 4.2 A Nearly-Linear Size LP Relaxation

In this section we formulate the relaxation that can be solved in nearly-linear time, and prove its equivalence to $\operatorname{LP}(6)$ in Section 4.3. We create a list of time points as follows: $T_{0}=0$, $T_{d}=\left\lfloor(1+\epsilon) T_{d-1}\right\rfloor+1$ for every integer $d \geq 1$. Define $D=O\left(\frac{\log n}{\epsilon}\right)$ to be the smallest integer so that $T_{D} \geq T$. We call $\left(T_{d-1}, T_{d}\right]$ the $d$-th window, and the time points $T_{0}, T_{1}, \cdots, T_{D}$ window boundaries (or simply boundaries). Define $\Delta_{d}=T_{d}-T_{d-1}$ to be the length of the $d$-th window.

Let $\eta_{d}:=\left\lceil\epsilon \Delta_{d}\right\rceil$. We partition $\left(T_{d-1}, T_{d}\right\rceil$ into sub-windows of length $\eta_{d}$, except that the last sub-window may be shorter. Then $q_{d}:=\left\lceil\frac{\Delta_{d}}{\eta_{d}}\right\rceil \leq \frac{1}{\epsilon}$ is the number of sub-windows of $\left(T_{d-1}, T_{d}\right]$. Let $\tau_{0}^{(d)}=T_{d-1}, \tau_{1}^{(d)}, \tau_{2}^{(d)}, \cdots, \tau_{q_{d}}^{(d)}=T_{d}$ be the boundaries of the $q_{d}$ sub-windows.

We describe the variables in the LP. For every $i j \in E$ and $d \in[D]$ with $p_{i j} \leq \Delta_{d}$, we introduce a variable $x_{i j d}$, indicating if $j$ is scheduled on $i$ inside the $d$-th window. Let $S_{j}$ and $C_{j}$ be the starting and completion time of $j$ in the target optimum schedule (which the algorithm does not know). For every $i j \in E, 1 \leq d \leq e<D$, integers $u \in\left[0, q_{d}\right), v \in\left[0, q_{e+1}\right)$, we may introduce a variable $y_{i j d e u v}$ indicating if $j$ is scheduled on $i, S_{j} \in\left[\tau_{u}^{(d)}, \tau_{u+1}^{(d)}\right)$ and $C_{j} \in\left(\tau_{v}^{(e+1)}, \tau_{v+1}^{(e+1)}\right]$. That means, the scheduling interval $\left(S_{j}, C_{j}\right]$ of $j$ contains the $d^{\prime}$-th window for every $d^{\prime} \in[d+1, e]$, and a non-empty part of the $d$-th and $(e+1)$-th windows. $u$ and $v$ approximately give the volumes of $j$ processed in the two windows. It is disjoint from all other windows. As a hindsight, a sub-window is short enough and we can afford to incur an error equaling its length for every window. We only introduce a $y$-variable if the correspondent event can happen. That is, the following conditions need to be satisfied for the existence of $y_{i j d e u v}: \tau_{v}^{(e+1)}-\tau_{u+1}^{(d)}+2 \leq p_{i j} \leq \tau_{v+1}^{(e+1)}-\tau_{u}^{(d)}$. Notice when $y_{i j d e u v}=1$, then the scheduling interval $\left(S_{j}, C_{j}\right.$ ] of $j$ intersects at least two windows.

For a variable $y_{i j d e u v}$ and an integer $d^{\prime} \in[D]$, we define

$$
Q_{i j d e u v d^{\prime}}:=\left\{\begin{array}{ll}
0 & \text { if } d^{\prime} \leq d-1 \text { or } d^{\prime} \geq e+2 \\
\Delta_{d^{\prime}} & \text { if } d+1 \leq d^{\prime} \leq e \\
T_{d}-\tau_{u+1}^{(d)}+1 & \text { if } d^{\prime}=d \\
\tau_{v}^{(e+1)}-T_{e}+1 & \text { if } d^{\prime}=e+1
\end{array} .\right.
$$

Assuming $j$ starts at time $\tau_{u+1}^{(d)}-1$ and ends at time $\tau_{v}^{(e+1)}+1$ on machine $i$, we have that $Q_{i j d e u v d^{\prime}}$ is the volume of job $j$ processed in the $d^{\prime}$-th window. So, if $y_{i j d e u v}=1$ in a schedule, then $Q_{i j d e u v d^{\prime}}$ gives a lower bound on the volume.

We say the quadruple deuv left-covers the pair $d^{\prime} u^{\prime}$ if the sub-window $\left(\tau_{u^{\prime}-1}^{\left(d^{\prime}\right)}, \tau_{u^{\prime}}^{\left(d^{\prime}\right)}\right]$ is between the sub-windows $\left(\tau_{u}^{(d)}, \tau_{u+1}^{(d)}\right]$ (exclusive) and $\left(\tau_{v}^{(e+1)}, \tau_{v+1}^{(e+1)}\right]$ (inclusive) in the time horizon, or if $\left(\tau_{u^{\prime}-1}^{\left(d^{\prime}\right)}, \tau_{u^{\prime}}^{\left(d^{\prime}\right)}\right]=\left(\tau_{u}^{(d)}, \tau_{u+1}^{(d)}\right]$ and $\tau_{u^{\prime}}^{\left(d^{\prime}\right)}-\tau_{u^{\prime}-1}^{\left(d^{\prime}\right)}=1$. So if deuv left-covers $d^{\prime} u^{\prime}$ and $y_{i j \text { deuv }}=1$, then the scheduling interval of $j$ will surely cover the left-most time unit of the sub-window $\left(\tau_{u^{\prime}-1}^{\left(d^{\prime}\right)}, \tau_{u^{\prime}}^{\left(d^{\prime}\right)}\right]$.

With the necessary definitions, we can formulate the LP relaxation as $\operatorname{LP}(11)$. For the sake of convenience, we assume if a variable does not exist, then it is not included in a summation.

$$
\begin{array}{ll}
\min & \sum_{i j d} w_{j} \cdot\left(T_{d-1}+1\right) \cdot x_{i j d}+\sum_{i j \text { deuv }} w_{j} \cdot\left(T_{e}+1\right) \cdot y_{i j d e u v} \\
\sum_{i d} x_{i j d}+\sum_{i d e u v} y_{i j \text { deuv }} \geq 1 & \forall j \in J \\
\sum_{\begin{array}{c}
j \text { deuv: deuv } \\
\text { left-covers } d^{\prime} u^{\prime}
\end{array}} y_{i j \text { deuv }} \leq 1 & \forall i \in M, d^{\prime} \in[D], u^{\prime} \in\left[q_{d^{\prime}}\right] \\
\sum_{j} p_{i j} \cdot x_{i j d^{\prime}}+\sum_{j \text { deuv }} Q_{i j \text { deuvd }} \cdot y_{i j \text { deuv }} \leq \Delta_{d^{\prime}} & \forall i \in M, d^{\prime} \in[D] \tag{14}
\end{array}
$$

all variables are non-negative
Consider the correspondent integer program and an integral schedule. If $x_{i j d}=1$, then the completion time of $j$ is in $\left(T_{d-1}, T_{d}\right]$. If $y_{i j d e u v}=1$, then it is in $\left(T_{e}, T_{e+1}\right]$. So, the objective (11) approximates and underestimates the total weighted completion time of the schedule. ${ }^{8}$ (12) requires that every job is scheduled: either the scheduling interval of a job $j$ is inside some window, or it overlaps with at least two windows. (13) follows from the definition of deuv left-covering $d^{\prime} u^{\prime}$. If $x_{i j d^{\prime}}=1$, then the $p_{i j}$ units of job $j$ is processed in the $d^{\prime}$-th window on machine $i$. If $y_{i j d e u v}=1$, then at least $Q_{i j d e u v d^{\prime}}$ units is processed. So (14) is valid as the volume of the jobs processed in the $d^{\prime}$-th window is at most $\Delta_{d^{\prime}}$. Therefore, $\mathrm{LP}(11)$ is valid, and its value is at most the weighted completion time of the optimum schedule for the instance.

There are at most $D|E| x$-variables. We then count the number of tuples ijdeuv such that $y_{i j d e u v}$ is a variable in the LP. For fixed $i j \in E, d \in D$ and $u \in\left[0, q_{d}\right)$, there are at most $O(1)$ possibilities for $(e, v)$, as the lengths of sub-windows do not decrease from left to right in the time horizon, except for the last sub-window of each window. Hence the number of $y$-variables is at most $O\left(\frac{D|E|}{\epsilon}\right)=O\left(\frac{|E| \log n}{\epsilon^{2}}\right) .{ }^{9}$ The number of constraints is $O\left(n+\frac{m|D|}{\epsilon}\right)=O\left(n+\frac{m \log n}{\epsilon^{2}}\right)$. The number of non-zeros is at most $O\left(\frac{|E| \log ^{2} n}{\epsilon^{4}}\right)$ as each variable appears in at most $O\left(\frac{D}{\epsilon}\right)$ constraints.

Therefore, by Theorem 2.1, in $O\left(\frac{|E| \log ^{3} n}{\epsilon^{6}}\right)=\tilde{O}_{\epsilon}(|E|)$ time, we can find a solution $(\mathbf{x}, \mathbf{y})$ satisfying the following conditions: Its cost is at most $1+\epsilon$ times that of the optimum solution to the LP, all variables are non-negative, (12) holds with equalities, and (13) and

[^3](14) hold with right sides replaced by $1+\epsilon$ and $(1+\epsilon) \Delta_{d^{\prime}}$ respectively. For convenience, we call such a solution a $(1+\epsilon)$-approximate solution to $\operatorname{LP}(11)$; but keep in mind that it may violate (13) and (14) by a factor of $1+\epsilon$.

### 4.3 Equivalence of $\operatorname{LP}(11)$ and $\operatorname{LP}(6)$

We use $\mathrm{Ip}_{(6)}$ and $\mathrm{Ip}_{(11)}$ to denote the values of $\mathrm{LP}(6)$ and $\mathrm{LP}(11)$ respectively. It is easy to show that $\mathrm{lp}_{(11)} \leq \mathrm{lp}_{(6)}$, as one can convert a solution to $\mathrm{LP}(6)$ into one to $\mathrm{LP}(11)$ with smaller or equal value. The following theorem gives the other direction, proving the equivalence of the two LPs up to a $1+O(\epsilon)$ factor:

- Theorem 4.1 (Equivalence of $\operatorname{LP}(11)$ and $\operatorname{LP}(6))$. Let $(\mathbf{x}, \mathbf{y})$ be a $(1+\epsilon)$-approximate solution to $L P(11)$. Then in $\tilde{O}_{\epsilon}(|E|)$-time we can find a solution $\mathbf{z}$ to $L P(6)$ except that (8) is only satisfied with the right-side replaced by $1+\epsilon$, such that the following is true for an absolute constant $c \geq 1$, every $i j \in E$ and integer $t \geq 0$ :

$$
\sum_{s+p_{i j}>(1+c \epsilon) t} z_{i j s} \leq \sum_{d: T_{d-1}+1>t} x_{i j d}+\sum_{\text {deuv:T}}+1>t
$$

In words, for every $i j \in E$, and every time $t \geq 0$, the fraction of job $j$ scheduled on $i$ with completion time after $(1+c \epsilon) t$ in $\mathbf{z}$ is at most the fraction with completion time after $t$ in $(\mathbf{x}, \mathbf{y})$. Then, the following corollary is immediate:

- Corollary 4.2. Let $(\mathbf{x}, \mathbf{y})$ and $\mathbf{z}$ be defined as in Theorem 4.1. Then the value of $\mathbf{z}$ to $L P(6)$ is at most $1+c \epsilon$ times that of $(\mathbf{x}, \mathbf{y})$ to $L P(11)$. This implies that the value of $\mathbf{z}$ to $L P(6)$ is at most $(1+c \epsilon)(1+\epsilon) \cdot\left|\mathrm{p}_{(11)} \leq(1+O(\epsilon)) \cdot\right| \mathrm{p}_{(6)}$.

To better present the ideas behind the proof, we only show the existence of such a vector $\mathbf{z}$ in this section. That is, we are not concerned with the running time of the algorithm that constructs $\mathbf{z}$. In the full version of the paper we show how $\mathbf{z}$ can be constructed in nearly-linear time.

So the rest of this section is dedicated to proving the existence of $\mathbf{z}$ satisfying the conditions in Theorem 4.1. Till the end, we fix the solution $(\mathbf{x}, \mathbf{y})$. We assume all variables in ( $\mathbf{x}, \mathbf{y}$ ) have values being integer multiplies of $1 / \Phi$, and $(1+\epsilon) \Phi$ is an integer, for a large enough integer $\Phi>0$. We fix a machine $i \in M$ and show how to construct the $\mathbf{z}$ values for this $i$. We create $(1+\epsilon) \Phi$ mini-machines, each serving as $1 / \Phi$ fraction of the machine $i$. We create two types of mini-jobs:

- For every variable $x_{i j d}$ with positive value, we create $\Phi x_{i j d}$ mini-jobs of length $p_{i j}$; we call them inside-mini-jobs. Each such inside-mini-job has an intended completion time of $T_{d-1}+1$; this is the estimation used in the objective (11).
- For every variable $y_{i j d e u v}$ with positive value, we create $\Phi y_{i j d e u v}$ mini-jobs of length $\tau_{v}^{(e+1)}-\tau_{u+1}^{(d)}+2$; we call them cross-mini-jobs. Notice the length may be smaller than $p_{i j}$. Similarly, the cross-mini-jobs have an intended completion time of $T_{e}+1$. We define the blocking interval of these mini-jobs to be the union of the sub-windows $\left(\tau_{u^{\prime}-1}^{\left(d^{\prime}\right)}, \tau_{u^{\prime}}^{\left(d^{\prime}\right)}\right]$ such that deuv left-covers $d^{\prime} u^{\prime}$. This is indeed an interval. As (13) holds with right side replaced by $1+\epsilon$, every time point is covered by blocking intervals of at most $(1+\epsilon) \Phi$ cross-mini-jobs.

Our goal becomes to schedule all the mini-jobs on the $(1+\epsilon) \Phi$ mini-machines integrally, guaranteeing that the completion time of each mini-job is at most $1+5 \epsilon$ times its intended completion time (after we extend the lengths of cross-mini-jobs). The construction of the
schedule is given in Algorithm 2; recall that we are not concerned with the running time in this proof. The solution $\mathbf{z}$ to $\operatorname{LP}(6)$ will be the integral schedule scaled by a factor of $\frac{1}{\Phi}: z_{i j}$ is $\frac{1}{\Phi}$ times the number of mini-jobs for $j$ that start at time $s$ in the schedule.

## Algorithm 2 Scheduling of mini-jobs on mini-machines for a machine $i \in M$.

define a vector $\sigma:$ cross-mini-jobs $\rightarrow$ mini-machines, so that for every mini-machine $h$, the blocking intervals of $\sigma^{-1}(h)$ are disjoint.
for $d^{\prime} \leftarrow 1$ to $D$ do
for every cross-mini-job $k$ for some variable $y_{i j d e u v}$ with $d \leq d^{\prime} \leq e+1$ do
$\operatorname{load}_{\sigma_{k}} \leftarrow \operatorname{load}_{\sigma_{k}}+Q_{i j \text { deuvd }}{ }^{\prime}$
if $d^{\prime}=e+1$ then append $k$ to the mini-machine $\sigma_{k}$
for every inside-mini-job $k$ for some variable $x_{i j d^{\prime}}$ do
let $h$ be the mini-machine with the smallest load ${ }_{h}$
$\operatorname{load}_{h} \leftarrow \operatorname{load}_{h}+p_{i j}$, append $k$ to the mini-machine $h$
extend the length of each cross-mini-job for a variable $y_{i j d e u v}$ to $p_{i j}$ in the constructed schedule

Step 1 of Algorithm 2 is possible since each point is covered by at most $(1+\epsilon) \Phi$ blocking intervals. When we schedule an inside-mini-job $k$ on a mini-machine $h$, we increase load ${ }_{h}$ by the length of $k$ (Step 8). The scheduling of a cross-mini-job $k$ for some variable $y_{i j d e u v}$ is done differently. First the mini-machine $\sigma_{k}$ for $k$ is pre-defined. Second, we append $k$ to $\sigma_{k}$ only in iteration $d^{\prime}=e+1$ (Step 5), but we add the length of $k$ to load $\sigma_{\sigma_{k}}$ piece by piece: In iterations $d^{\prime}=d, d+1, \cdots, e+1$, we increase the load by $Q_{i j d e u v d^{\prime}}$ (Step 4). Still we ensure that the load to $\sigma_{k}$ contributed by $k$ is equal to the length of $k$. A mini-job for a variable $y_{i j d e u v}$ may have length smaller than the desired length $p_{i j}$, so in Step 9 we extend these mini-jobs.

- Lemma 4.3. At the end of iteration $d^{\prime}$ of Loop 2, every mini-machine has a load of at most $T_{d^{\prime}}-1+\Delta_{d^{\prime}}$.

Proof. There are two types of loads added to mini-machines during iteration $d^{\prime}$ of Loop 2: those from cross-mini-jobs, and those from inside-mini-jobs. The total load (from both crossand inside-mini-jobs) added to all mini-machines is at most $(1+\epsilon) \Phi \Delta_{d^{\prime}}$ : it is precisely $\Phi$ times the left-side of (14) for the machine $i$ and $d^{\prime}$, which is at most $(1+\epsilon) \Phi \Delta_{d^{\prime}}$ as the constraint is violated only by a factor of $1+\epsilon$.

The total load from cross-mini-jobs added to a mini-machine $h$ in iteration $d^{\prime}$ is at most $\Delta_{d^{\prime}}$ as the blocking intervals of all mini-jobs in $\sigma^{-1}(h)$ are disjoint. We need to check the case when one mini-job $k \in \sigma^{-1}(h)$ has blocking interval ending at $\tau_{u^{\prime}}^{\left(d^{\prime}\right)}$ and another mini-job $k^{\prime} \in \sigma^{-1}(h)$ has blocking interval starting at the time. If the length of the sub-window $\left(\tau_{u^{\prime}-1}^{\left(d^{\prime}\right)}, \tau_{u^{\prime}}^{\left(d^{\prime}\right)}\right]$ is at least 2 , then the statement holds as we only gave 1 unit length to $k$ and $k^{\prime}$ in this sub-window. If the length is 1 , then because we handled the case in a special way in the definition of left-covering, we did not give any length to $k^{\prime}$ for the sub-window.

With the observations, we can prove the lemma. Before we add an inside-mini-job $k$ for $x_{i j d^{\prime}}$ to a mini-machine $h$ in iteration $d^{\prime}$, the total load of all mini-machines is strictly less than $(1+\epsilon) \Phi \sum_{d^{\prime \prime}=1}^{d^{\prime}} \Delta_{d^{\prime \prime}}=(1+\epsilon) \Phi T_{d^{\prime}}$ (as the length of $k$ has not been added to the loads yet). Therefore $\operatorname{load}_{h}<T_{d^{\prime}}$ before we append $k$ to $h$. After that, we have $\operatorname{load}_{h} \leq T_{d^{\prime}}-1+p_{i j} \leq T_{d^{\prime}}-1+\Delta_{d^{\prime}}$.

Assume towards the contradiction that the lemma does not hold and consider the first time when the condition is violated. Assume this is at iteration $d^{\prime}$, and some mini-machine has a load of at least $T_{d^{\prime}}+\Delta_{d^{\prime}}$. This must be due to that we add the loads from cross-mini-jobs to
the machine. By our assumption, every mini-machine has a load of at most $T_{d^{\prime}-1}-1+\Delta_{d^{\prime}-1}$ at the end of iteration $d^{\prime}-1$. (A special case is when $d^{\prime}=1$; but this can be handled trivially.) As we argued, we add a load of at most $\Delta_{d^{\prime}}$ from cross-mini-jobs to each mini-machine in iteration $d^{\prime}$. Therefore after we add the loads, every mini-machine has a load of at most $T_{d^{\prime}-1}-1+\Delta_{d^{\prime}-1}+\Delta_{d^{\prime}}=T_{d^{\prime}}-1+\Delta_{d^{\prime}-1} \leq T_{d^{\prime}}-1+\Delta_{d^{\prime}}$, a contradiction.

Now we consider how Step 9 changes the completion times. The length of a cross-mini-job for a variable $y_{i j d e u v}$ is increased by at most $\eta_{d}-1+\eta_{e+1}-1 \leq \epsilon \Delta_{d}+\epsilon \Delta_{e+1} \leq 2 \epsilon\left(\Delta_{d}+\Delta_{e}\right)$. For all cross-mini-jobs assigned to the same mini-machine $h$, the correspondent intervals $\{d, d+1, \cdots, e\}$ are disjoint. Therefore, a mini-job scheduled in iteration $d^{\prime}$ of Loop 2 is delayed by at most $2 \epsilon\left(\Delta_{1}+\Delta_{2}+\cdots+\Delta_{d^{\prime}}\right)=2 \epsilon T_{d^{\prime}}$ units time. In the final schedule constructed by Algorithm 2 the completion time of a mini-job scheduled in iteration $d$ is at most

$$
\begin{aligned}
& T_{d}-1+\Delta_{d}+2 \epsilon T_{d} \leq T_{d}-1+\left((1+\epsilon) T_{d-1}+1\right)-T_{d-1}+2 \epsilon T_{d} \\
& =T_{d}+\epsilon T_{d-1}+2 \epsilon T_{d} \leq(1+5 \epsilon)\left(T_{d-1}+1\right)
\end{aligned}
$$

Setting $c=5$, Theorem 4.1 follows from that $T_{d-1}+1$ is the intended completion time of the mini-job.
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[^0]:    ${ }^{5}$ The result requires that the LP does not have redundant constraints.

[^1]:    ${ }^{6}$ By repeatedly solving maximum flow instances on residual graphs, one can convert an approximate maximum flow algorithm on directed graphs to an exact algorithm, without much loss on the running time. So for directed graphs, allowing $(1+\epsilon)$-approximation does not give much advantage.

[^2]:    ${ }^{7}$ We need to switch the left and right sides when going from the bipartite graph $H$ in Theorem 3.3 to that in Lemma 3.1. That is, we set $S=J$ and $T=V$.

[^3]:    ${ }^{8}$ A more precise estimation for the case $y_{i j d e u v}=1$ is $\tau_{v}^{(e+1)}+1$. But the estimation $T_{e}+1$ is good enough.
    9 By cutting job lengths $p_{i j}$ by a factor of $\epsilon$, one can reduce the number of $y$ variables to $O\left(|E|\left(\frac{1}{\epsilon^{2}}+\frac{\log n}{\epsilon}\right)\right)$.
    But we prioritize on giving a clean algorithm, rather than optimizing the poly $\left(\log n, \frac{1}{\epsilon}\right)$-factor in the running time.

