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Abstract Abstract 
The GPU performance of the adaptive wave propagation algorithm is critical to its effectiveness in 
simulating wave propagation in complex media. This algorithm employs adaptive mesh refinement to 
improve resolution in areas where the wavefield is changing rapidly. The algorithm's performance is 
significantly improved by the use of graphics processing units (GPUs), which offer faster computation 
times than traditional central processing units (CPUs). According to the studies in this poster, GPU 
acceleration of the adaptive wave propagation algorithm provides significant improvements in simulation 
speed and scalability, as seen in the simulated examples: scalar advection, shallow water equations, 
euler, and acoustics. When compared to traditional CPU-based algorithms, the algorithm can handle 
larger models and produce higher resolution results at a faster rate. The algorithm's efficiency and 
effectiveness are determined by the specific hardware and software configuration of the GPU used; for 
this study, we used INL Borah. 
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block_size = 128;  batch_size = 4000; 

mwork = 9*meqn + 9*maux + mwaves + meqn*mwaves; 

bytes_per_thread = sizeof(double)*mwork; 

bytes = bytes_per_thread*block_size; 

 

dim3 block(block_size,1,1);   

dim3 grid(1,1,batch_size); 

claw_flux2<<<grid,block,bytes>>>(mx,my,meqn,..) 
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Single thread block reused per patch.  

Warp of 32 threads run simultaneously 

Advance steps counter 
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