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Abstract. Professional fact-checking of individual news headlines is 
an effective way to fight misinformation, but it is not easily scalable, 
because it cannot keep pace with the massive speed at which news 
content gets posted on social media. Here we provide evidence for 
the effectiveness of ratings of news sources, instead of individual news 
articles. In a large pre-registered experiment with quota-sampled 
Americans, we find that participants are less likely to share false 
headlines (and are more discerning of true versus false headlines) 
when 1-to-5 star source trustworthiness ratings were applied to news 
headlines. This is true when the ratings are generated both by fact-
checkers and by laypeople (although the effect is stronger using fact-
checker ratings). We also observe a positive spillover effect: sharing 
discernment also increases for headlines whose source was not rated, 
likely because the presence of ratings on some headlines prompts users 
to reflect on source quality more generally. This study suggests that 
displaying information regarding the trustworthiness of news sources 
provides a scalable approach for reducing the spread of low-quality 
information. 

1 Introduction 

While false news represents only a small proportion of news that is consumed and 
shared on social media every day (Guess, Nagler, and Tucker 2019; Allen et al. 2020), 
there is substantial concern about the consequences of exposure to even small amounts 
of misinformation. For example, exposure can increase beliefs (Fazio et al. 2015), even 
for extremely implausible political claims (Pennycook, Cannon, and Rand 2018), and 
COVID-19 misinformation can reduce vaccination intentions (Loomba et al. 2021). As 
a result, reducing false-news sharing on social media is considered by many experts to 
be one of the most pressing contemporary issues (Kuklinski et al. 2000; Lewandowsky 
et al. 2012; Lazer et al. 2018; Pennycook and Rand 2021). 

One promising approach to combatting misinformation is professional fact-checking, 
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provided by specialized “fact-checkers,” who check the veracity of specific pieces of 
content that are posted online, find false content, and label it with suitable warnings. 
Despite initial concerns that corrections may backfire (Nyhan and Reifler 2010), there is 
now increasing evidence that tagging inaccurate news with warnings tends to increase 
people’s ability to discern truth from falsehood (Pennycook, Cannon, and Rand 2018; 
Wood and Porter 2019; Pennycook, McPhetres, et al. 2020; Swire-Thompson et 
al. 2020; Yaqub et al. 2020). Additionally, the effect of fact-checkers can be reinforced 
by social media platforms that can use ranking algorithms to reduce the likelihood of 
exposing users to content labeled as false by fact-checkers. However, despite these 
promises, fact-checking suffers from a major limitation: scalability. 

Professional fact-checking of news headlines requires considerable time and effort from 
a small number of experts. Thus, it is difficult for professional fact-checking to be 
implemented at a scale that matches the massive rate at which news content gets 
posted online. The consequent lack of coverage and delay between publication of a 
news headline and its fact-checking have several negative consequences. One is that 
false news often gets labeled as false after it has already been read by thousands, if not 
millions, of users. Another is that the contemporary presence of tagged and untagged 
news may lead users to assume that news that is not marked as false is actually true; 
this “implied truth effect” might lead to an increase in false-news belief and sharing 
(Pennycook, Bear, et al. 2020). Additionally, the fact that social media users tend to 
be connected to like-minded others (Colleoni, Rozza, and Arvidsson 2014; Flaxman, 
Goel, and Rao 2016; Brady et al. 2017; Stewart et al. 2019; Mosleh et al. 2021) implies 
that corrections often reach a different audience from the one reached by the original, 
untagged, headline (Guess et al. 2020). On top of that, fact-checkers’ evaluations are 
not trusted by a substantial proportion of people (Flamini 2019), which many scholars 
worry may limit the effectiveness of fact-checks. 

A possible solution that has been proposed to scale-up fact-checking is by harnessing 
the “wisdom of crowds.” This method is based on classic work showing that aggregating 
judgments from the crowd outperforms experts’ judgments in a wide variety of domains 
(Galton 1907; Surowiecki 2005). In the context of news headline ratings, recent work 
found that accuracy ratings provided by laypeople correlate strongly with accuracy 
ratings provided by fact-checkers (Allen et al. 2021; Resnick et al. 2021). Although 
other work was less optimistic about the ability of crowds to identify misinformation 
(Godel et al. 2021), these differing conclusions appear to arise largely from different 
analytic approaches; when using crowds to generate scalar (rather than binary) 
classifications, the data from both Allen et al. (2021) and Godel et al. (2021) indicate 
that small crowds can perform as well or better than a professional fact-checker (Martel 
et al. 2022). This suggests that a potential way to scale-up fact-checking is to collect 
ratings of article accuracy from laypeople instead of fact-checkers. Yet, given the vast 
amount of content posted on social media every moment, even this approach may have 
difficulty in fully meeting the scale of the misinformation identification challenge online. 
Indeed, as for fact-checking, laypeople ratings will also experience a systematic delay 
relative to the time when a news story gets published. 

Here we study an alternative approach to reducing the spread of misinformation that 
aims to be more scalable by focusing on ratings of news sources, rather than individual 
news articles. Specifically, we study whether displaying 1-to-5 star trustworthiness 
ratings of news sources can decrease the sharing of false content. This intervention 
would be more easily scalable than the corresponding intervention based on accuracy 
ratings at the headline level, because sources of news are far fewer (and are created 
at a much slower pace) than news headlines. See Figure 1 for a sample method. We 
opted for this intervention because there is evidence that these ratings have a direct 
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influence on individuals’ behavior in consumer contexts (Chevalier and Mayzlin 2006; 
Luca and Zervas 2016), and thus we hypothesized that this rating system could be very 
effective when users face news headlines on social media. Of course, this approach 
would also have the downside of being coarse, as low-credibility sources sometimes 
publish accurate news and high-credibility sources sometimes publish inaccurate news 
(e.g., Dias, Pennycook, and Rand 2020; Stewart et al. 2021). 

(a) (b) 

Figure 1: This figure displays how news headlines were presented. (a) Sample headline 
in the Baseline condition. (b) Sample headline in the Laypeople condition; headlines 
in the Fact-checkers condition were displayed in the same fashion as in the Laypeople 
condition. 

Related to our work, Aslett et al. (2022) found that displaying small categorical 
credibility labels (a green shield for reliable sources, a red shield for unreliable sources, 
a gray shield for user-generated content, and a golden shield for satire) had no overall 
effect on consumption of news from reliable versus unreliable sources, but it may have 
reduced consumption of unreliable sources among users who consumed a large amount 
of unreliable news at baseline. Here, we examine news sharing intentions rather than 
consumption. Reducing sharing is particularly important given that one person sharing 
a piece of news potentially exposes a substantial number of others to that news. And 
sharing has been found to be a generally malleable outcome (perhaps more so than 
consumption), as sharing decisions are often made without careful prior consideration 
(Pennycook et al. 2021; Pennycook and Rand 2021; Arechar et al. 2022; Capraro and 
Celadin 2022). Furthermore, we test a different, more detailed (and potentially more 
salient) form of labeling technique inspired by popular online rating systems, such as 
TripAdvisor and Google. Kim, Moravec, and Dennis (2019) tested a similar labeling 
technique on perceived believability of news about abortion created by the authors. 
They found that low ratings have stronger effects than high ratings and the effect is 
even stronger when the ratings are provided by fact-checkers rather than laypeople. 
However, Kim, Moravec, and Dennis (2019) could not analyze the effect of the labels on 
the ability to tell truth from falsehoods (as all their headlines were invented). This is a 
crucial limitation given the practical importance of testing the differential effect of the 
intervention on true versus false headlines. Moreover, they only presented headlines on 
one specific topic (abortion), which poses questions about the generalizability of their 
results. In our study we overcome these limitations by using true and false headlines 
on a range of topics that were actually posted online (rather than fabricated by the 
researchers). 

As for the source of ratings, we contrast the effectiveness of source ratings provided 
by fact-checkers versus layperson crowds. Although prior work has shown expert and 
crowd ratings of news-source credibility to be very highly correlated (Pennycook and 
Rand 2019; Epstein, Pennycook, and Rand 2020), it is important to compare the effect of 
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displaying these ratings to shed light on which ratings, if any, have a bigger effect, given 
concerns that fact-checkers may not be trusted by a substantial proportion of people 
(Flamini 2019), but also that experts may be seen as more legitimate than crowds 
for content moderation (Pan et al. 2022). We also examine the effect that placing 
the trustworthiness rating on some headlines (direct effect) has on headlines that do 
not have ratings (indirect effect). Specifically, in the treatment conditions, half of the 
headlines are presented with ratings while half of the headlines are presented without 
ratings. From a theoretical perspective, this allows us to differentiate the impact of 
the actual information about the source quality (which is only present for the labeled 
headlines) from more generally priming users to think about accuracy (Pennycook et 
al. 2021), which will be the case for all headlines in the treatments. From a practical 
perspective, new or niche content producers may be unfairly penalized by crowd ratings 
(as people typically distrust unfamiliar sources; Pennycook and Rand (2019)), and thus 
it may be desirable to present relatively unknown sources without ratings. This design 
allows us to assess the effect on those unlabeled sites. 

2 Method 

We collected N = 2,250 US-based participants from Lucid (quota-sampled to match 
the national distribution on age, gender, ethnicity, and geographic region). After 
providing their informed consent, participants faced two attention checks. As pre-
registered, we eliminated subjects who fail one or both attention checks, after which 
1,627 participants remained. Participants were then asked two questions about 
social media use. Specifically, they were asked which types of content, if any, they 
consider sharing on social media (available answers: political news, sport news, 
celebrity news, science/technology news, business news, other) and what type of social 
media accounts they use (available answers: Facebook, Instagram, Twitter, WhatsApp, 
Snapchat, other). Next, participants were randomly assigned to one of three conditions: 
the Baseline, the Fact-Checkers, and the Laypeople. 

In the Baseline condition, participants were shown 24 news headlines in Facebook for-
mat, 12 true and 12 false, in random order. We collected 12 pro-democrat (6 true and 6 
false) and 12 pro-republican (6 true and 6 false) news headlines. False headlines were 
collected from seven news sources (clashdaily.com, downtrend.com, conservativedai-
lypost.com, realnewsrightnow.com, now8news.com, bb4sp.com, yournewswire.com) 
which have been classified by Zimdars (2016) as “sources that entirely fabricate in-
formation, disseminate deceptive content, or grossly distort actual news reports.” True 
headlines were collected from sources that have been rated as highly reliable by pro-
fessional fact-checkers. For each news headline, subjects were asked: “If you were to 
see the above on social media, how likely would you be to share it?” (Available answers: 
1 = “extremely unlikely,” 2 = “moderately unlikely,” 3 = “slightly unlikely,” 4 = “slightly 
likely” 5 = “moderately likely,” 6 = “extremely likely.”) In the analysis, the answers are 
renormalized between 0 and 1 for ease of interpretation of the coefficients. 

The Fact-Checkers condition was similar to the Baseline, with the following two 
differences: (1) prior to seeing the news headlines, subjects were informed that “For 
some news headlines, you will see a trustworthiness rating of the source of the headline. 
The rating system goes from 1 to 5 stars, where 1 star means that the news outlet is 
very unreliable while 5 stars means that the outlet is very reliable. The ratings were 
created by a set of eight professional fact-checkers.” These ratings were collected 
by Pennycook and Rand (2019), who asked eight professional fact-checkers to rate 
the sources; (2) for 12 of these 24 news headlines, we added a banner reporting the 
number of stars received by the corresponding news outlet. Ratings were generated 

https://yournewswire.com
https://bb4sp.com
https://now8news.com
https://realnewsrightnow.com
https://lypost.com
https://downtrend.com
https://clashdaily.com
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from Pennycook and Rand (2019). News headlines that were shown with ratings were 
counterbalanced across subjects and were shown in random order. See Figure 1 for a 
sample method. 

The Laypeople condition was similar to the Fact-Checker condition, with the difference 
that the information about the trustworthiness ratings was given through the following 
sentence: “For some news headlines, you will see a trustworthiness rating of the source 
of the headline. The rating system goes from 1 to 5 stars, where 1 star means that the 
news outlet is very unreliable while 5 stars means that the outlet is very reliable. The 
ratings were created by a set of 970 laypeople.” These ratings were also collected by 
Pennycook and Rand (2019). 

After reporting their sharing intentions, participants entered a demographic question-
naire, where they were asked a number of standard questions, including “which of 
the following best describes your political preferences?” (Available answers: Strongly 
Democratic, Democratic, Lean Democratic, Lean Republican, Republican, Strongly Re-
publican). 

Pre-registration,1 screenshots of all news headlines, data, and analysis code are 
available online (https://osf.io/9muw7/). This study was deemed exempt by the MIT 
Committee on the Use of Humans as Experimental Subjects, protocol E-4195. 

3 Results 

The average willingness to share across conditions (Baseline vs. Laypeople vs. Fact-
checkers) and headline veracity (False vs. True) is shown in Figure 2. 

We begin by comparing sharing intentions for headlines with ratings in the treatments 
versus headlines in the control. This allows us to assess the direct impact of the ratings. 
We find that sharing discernment (the difference in sharing willingness of true headlines 
relative to false headlines) was significantly increased by both the fact-checker ratings 
(b = 0.090, t = 7.56, 95% CI = [0.067, 0.113], p < 0.001) and the layperson ratings (b = 
0.052, t = 4.64, 95% CI = [0.030, 0.075], p < 0.001), as seen in Figure 3a. In particular, 
the sharing of false headlines was significantly reduced by both the fact-checker ratings 
(b = -0.084, t = -4.91, 95% CI = [-0.118, -0.050], p < 0.001) and the layperson ratings 
(b = -0.042, t = -2.39, 95% CI = [-0.076, -0.008], p = 0.017), while the sharing of true 
headlines was not affected by either the fact-checker ratings (b = 0.006, t = 0.33, 95% 
CI = [-0.029, 0.041], p = 0.743) or the layperson ratings (b = 0.011, t = 0.61, 95% 
CI = [-0.024, 0.046], p = 0.542), as seen in Figure 3b. Importantly, for both sharing 
discernment and the sharing of false headlines, the rating effect size was significantly 
larger for the fact-checker ratings than for the layperson ratings (sharing discernment: 
F(1, 1626) = 7.41, p = 0.007; sharing of false headlines: F(1, 1626) = 6.38, p = 0.012), 
while there was no difference for the sharing of true headlines (F(1, 1626) = 0.08, p = 
0.782). Thus, we find that source-level ratings may help improve the quality of news 
shared, with a particular advantage of fact-checker ratings. 

We then turn to comparing sharing intentions for headlines without ratings in the 

1. We deviate from the pre-registration in two ways: (1) we add two regressors: Lp Unrated and Fc Unrated. 
These regressors allow us to study the indirect effect of the ratings on the willingness to share unrated 
headlines. It was indeed our intention to study this indirect effect (otherwise we would have not placed the 
ratings on only half of the headlines), but we forgot to pre-register it. (2) we changed the econometric model, 
in order to align it with the most recent research on the topic (e.g., Pennycook et al. 2021). Specifically, instead 
of using mixed-effects linear regression, we use linear regression with clustered standard errors. Due to too 
few clusters, we cluster only at the participant level and not at the headline level. We note that we obtain 
qualitatively similar results if, instead of using linear regression, we use a mixed-effects regression. 

https://osf.io/9muw7/
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Figure 2: Willingness to share (normalized between 0 and 1) split by headline veracity 
(False vs. True) and condition (Baseline vs. Laypeople vs. Fact-Checkers). Error bars 
represent 95% CI clustered at the participant level. 
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Figure 3: (a) Sharing discernment split by condition (Baseline vs. Laypeople vs. 
Fact-Checkers), and presence of the trustworthiness rating (Rated vs. Unrated). (b) 
Willingness to share (normalized between 0 and 1) split by headline veracity (False vs. 
True) and condition (Baseline vs. Laypeople vs. Fact-Checkers), and by presence of the 
trustworthiness rating (Rated vs. Unrated). Error bars represent 95% CI clustered at 
the participant level. 
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treatment to headlines in the control. This allows us to assess the indirect spillover 
impact of having ratings present on other news headlines (without providing actual 
content-specific information for the headlines in question). The results are qualitatively 
similar to the direct rating effects: Sharing discernment was significantly higher for 
unrated headlines in the treatment compared to headlines in the control in both the 
fact-checker condition (b = 0.045, t = 4.20, 95% CI = [0.024, 0.066], p < 0.001) and 
the layperson condition (b = 0.033, t = 3.21, 95% CI = [0.013, 0.054], p = 0.001), as 
seen in Figure 3a. Specifically, sharing of false headlines was significantly lower for 
unrated headlines in the treatment compared to control in the fact-checker condition (b 
= -0.064, t = -3.78, 95% CI = [-0.097, -0.031], p < 0.001) and the layperson condition 
(b = -0.035, t = -2.02, 95% CI = [-0.069, -0.001], p = 0.043), whereas there was no 
effect in the sharing of true headlines for unrated headlines in both treatments (b = -
0.019, t = -1.07, 95% CI = [-0.053, 0.016], p = 0.284; b = -0.002, t = -0.10, 95% CI = 
[-0.036, 0.033], p = 0.922), as seen in Figure 3b. The magnitude of these indirect effects 
was not significantly different between the fact-checker and layperson ratings (sharing 
discernment: F(1, 1626) = 0.98, p = 0.323; sharing of false headlines: F(1, 1626) = 3.08, 
p = 0.080; sharing of real news: F(1, 1626) = 0.98 p = 0.322). Thus, we find that applying 
source-level ratings to half of the headlines improves the quality of information sharing 
even for headlines whose sources were not rated. The lack of difference between the 
fact-checkers and laypeople for the indirect effects is consistent with the interpretation 
that the positive spillover effect is occurring due to a general priming of the concept of 
accuracy, rather than the specific information provided. 

Finally, we compare the magnitude of the direct and indirect effects. Importantly, we 
find that the direct effects of the ratings are significantly larger than the indirect effects 
(fact-checker: F(1, 1626) = 21.46, p < 0.001; layperson: F(1, 1626) = 5.00, p = 0.026). 
This demonstrates that the ratings are not only priming users to consider accuracy— 
the actual labels’ content also helps to improve sharing discernment by informing users 
about source credibility. 

In the Appendix, we demonstrate that these results are qualitatively similar if 
we exclude participants who failed a post-experimental attention check or exclude 
participants who indicated that they never share political news online. We also 
examine whether the rating effects are moderated by political concordance of the 
news, or political partisanship. The only significant moderation we observe is that 
the fact-checker ratings increase sharing discernment significantly more for politically 
concordant headlines compared to politically discordant ones. This is encouraging, in 
so much as people are more likely to share politically concordant news than politically 
discordant ones (Faragó, Kende, and Krekó 2019; Pennycook and Rand 2019; Vegetti 
and Mancosu 2020; Pennycook et al. 2021). Political partisanship was asked at the end 
of the survey. However, there are concerns about asking this kind of question at the end 
of the survey (Montgomery, Nyhan, and Torres 2018); thus, we checked whether the 
political partisanship is balanced across treatments. Overall, there was no difference 
between treatments (Wilcoxon rank-sum test: control vs laypeople=0.635; control vs 
fact-checkers: p=0.753; fact-checkers vs laypeople p=0.888). Finally, we also check 
the duration of the effect of the intervention (Roozenbeek, Freeman, and Linden 2021; 
Pennycook and Rand 2022; Capraro and Celadin 2022) by using the headlines display 
order as a proxy of time; overall, we found no consistent evidence of an order effect, 
suggesting that the treatment effects are relatively stable at least for the duration of the 
study (see Table 3 and Figure 4 in the Appendix). 
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4 Discussion 

In this study, we have shown that labeling news headlines with a source trustworthiness 
rating can help reduce the spread of misinformation. Specifically, we found that the 
trustworthiness ratings of news sources increase sharing discernment and decrease 
false-headlines sharing, compared to the baseline, both when they are provided by 
fact-checkers and when they are provided by laypeople. The effect of these labels is 
larger when they are provided by fact-checkers compared to when they are provided 
by laypeople. Additionally, we found similar results when we considered the indirect, 
spillover effect of the trustworthiness ratings: they tend to also improve sharing 
discernment among news that are presented without any rating. The magnitude of 
the indirect effect of ratings provided by fact-checkers is close to the one of ratings 
provided by laypeople. Finally, the direct effects are significantly larger than the indirect 
effects. 

These results suggest that adding a news source trustworthiness rating on news 
headlines can decrease the sharing intention of false news and increase sharing 
discernment, especially when the ratings come from fact-checkers. This intervention 
has two main upsides relative to other approaches. First, it is scalable, because it is 
based on the source of information, instead of each single news headline. Sources of 
information are much fewer than news headlines, and new sources of information are 
created at a much slower rate than news headlines. Thus, this intervention can more 
easily keep pace with the launch of new sources of information than attempts to assess 
individual pieces of content. The second upside is that this intervention does not seem 
to generate a perverse “implied truth effect” for unlabeled sources. On the contrary, 
the pattern is the opposite of implied truth: the intervention has a similar positive effect 
on both rated and unrated news (although smaller in magnitude for the unrated news). 
This is an important point, because new or niche sources of content might be penalized 
from our rating procedure (especially if provided by laypeople), because laypeople tend 
to distrust unknown sources of information (Pennycook and Rand 2019). Therefore, it 
might be desirable to present new or niche sources without rating. Our results show 
that this is not an issue, as the main effects spill over to news without ratings. 

In addition to the related work on labeling source quality reviewed in the introduction 
(Kim, Moravec, and Dennis 2019; Aslett et al. 2022), other work has looked at the effect 
of highlighting the source of news (Jakesch et al. 2018; Dias, Pennycook, and Rand 
2020; Pennycook and Rand 2020) and found no effect. Typically, these works highlight 
only the source of information by, for example, displaying it with larger characters or 
a logo (Dias, Pennycook, and Rand 2020), but without providing explicit information 
regarding whether it is trustworthy or not. Our study differs from these because we 
provide direct information about source trustworthiness, which appears to have much 
more effect than simply emphasizing the source. Our work also connects to previous 
research investigating how trustworthy fact-checkers are perceived to be. In this regard, 
it was suggested that some people distrust fact-checkers, implying that fact-checker 
interventions may be less effective than interventions based on laypeople (Flamini 
2019). Yet other work found that, when labeling individual articles, fact-checker ratings 
were more effective than crowd ratings (Kim, Moravec, and Dennis 2019; Yaqub et 
al. 2020), and that experts are seen as more legitimate than crowds for deciding what 
content to moderate (Pan et al. 2022). Our results are in line with the latter findings, 
as both our interventions worked, but the one based on fact-checkers had a stronger 
effect. More generally, our study connects to the literature on accuracy salience and 
provides yet another confirmation that accuracy salience improves sharing discernment 
(Pennycook, McPhetres, et al. 2020; Byles et al. 2021; Epstein et al. 2021; Pennycook 
et al. 2021; Roozenbeek, Freeman, and Linden 2021; Capraro and Celadin 2022; 
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Rasmussen, Lindekilde, and Petersen 2022). See Pennycook and Rand (2022) for a 
meta-analysis. 

Our study suffers from some limitations. The first is related to the ecological validity: 
our intervention was tested in a context that does not perfectly reproduce any social 
media platform; moreover, we studied hypothetical sharing intentions rather than 
actual sharing. Previous work suggests that sharing intentions collected on survey 
experiments tend to be correlated with actual sharing decisions and show similar 
patterns of correlation with headline features (Mosleh, Pennycook, and Rand 2020), 
and that accuracy-based interventions tend to work in a similar fashion in survey 
experiments and social media field experiments (Pennycook et al. 2021). Future work 
should investigate the impact of source label credibility on actual sharing on social 
media. The second limitation is related to generalizability. We recruited a quota-
matched sample of people living in the USA to evaluate a specific set of headlines. 
Future work should assess generalizability to other headlines and topics, and to other 
countries (Arechar et al. 2022). Moreover, it would be of interest to investigate whether 
trustworthiness ratings affect other dimensions, such as trust in institutions, belief 
that fake news is a problem in general, and belief that fake news is a problem in the 
mainstream media (Aslett et al. 2022). 

Two more limitations are related to the source trustworthiness rating per se. First, 
low-quality sources can sometimes publish true news headlines, but users may 
distrust and not share these news headlines because they come from non-credible 
sources; conversely, users may believe and share false news published by credible 
sources. Second, there is evidence that these ratings can be altered by interested 
parties to damage their competitor or advantage themselves. Such behavior could 
undermine the potential of trustworthiness rating (Smith 2004; Segal 2011; Luca 
and Zervas 2016). These limitations highlight a point that has been made several 
times (Pennycook and Rand 2021; Bak-Coleman et al. 2022): that it is unlikely that 
a single intervention alone can solve the problem of misinformation. In particular, 
this source-based trustworthiness rating, if implemented, should be accompanied with 
other interventions. 

Despite these limitations, our results suggest that adding source trustworthiness 
ratings to news posts may increase sharing discernment, specifically by decreasing 
the intention to share false headlines. Therefore, this appears to be a promising 
approach for social media platforms to consider in their efforts to reduce the spread 
of misinformation at scale. 
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Appendices 

Appendix A: Main analysis and robustness checks 

Model 1 in Table 1 reports the main regression model, Model 2 restricts the analysis to 
participants who did not fail the attention check, Model 3 excludes from the analysis 
participants who reported they do not share political news on social media, and Model 
4 checks whether the labeling effects are moderated by political concordance of the 
headlines, or political partisanship. The sharing discernment is significantly higher 
for politically concordant headlines compared to politically discordant headlines for 
participants in the Fact-checkers condition. 

Table 1: Linear regressions with robust standard errors clustered at the participant level. 
* p<0.05, ** p<0.01, *** p<0.001 

(1) (2) (3) (4) 
Sharing Sharing Sharing Sharing 

True 0.056*** 0.060*** 0.077*** 0.056*** 
(0.006) (0.007) (0.010) (0.006) 

FC Rated -0.084*** -0.090*** -0.153*** -0.084*** 
(0.017) (0.019) (0.023) (0.017) 

LP Rated -0.042* -0.029 -0.071** -0.042* 
(0.17) (0.019) (0.024) (0.017) 

FC Unrated -0.064*** -0.072*** -0.118*** -0.064*** 
(0.017) (0.019) (0.023) (0.017) 

LP Unrated -0.035* -0.025 -0.063** -0.035* 
(0.017) (0.019) (0.023) (0.017) 

True × FC Rated 0.090*** 0.091*** 0.117*** 0.090*** 
(0.012) (0.013) (0.018) (0.012) 

True × LP Rated 0.052*** 0.047*** 0.045** 0.053*** 
(0.011) (0.013) (0.017) (0.011) 

True × FC Unrated 0.045*** 0.045*** 0.052** 0.046*** 
(0.011) (0.012) (0.017) (0.011) 

True × LP Unrated 0.033** 0.033** 0.030 0.034** 
(0.010) (0.011) (0.016) (0.010) 

Concordant 0.172*** 
(0.013) 

True × Concordant -0.030** 
(0.011) 

FC Rated × Concordant -0.032 

(0.018) 
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LP Rated × Concordant 0.007 

(0.019) 

FC Unrated × Concordant -0.004 

(0.019) 

LP Unrated × Concordant 0.008 

(0.019) 

True × FC Rated × Concordant 0.057** 
(0.019) 

True × LP Rated × Concordant -0.008 

(0.019) 

True × FC Unrated × Concordant 0.001 

(0.019) 

True × LP Unrated × Concordant 0.005 

(0.018) 

Party -0.004 

(0.013) 

True × Party -0.018** 
(0.006) 

FC Rated × Party 0.019 

(0.018) 

LP Rated × Party 0.008 

(0.018) 

FC Unrated × Party 0.019 

(0.018) 

LP Unrated × Party -0.000 

(0.018) 

True × FC Rated × Party -0.009 

(0.012) 

True × LP Rated × Party -0.008 

(0.011) 

True × FC Unrated × Party -0.010 

(0.010) 

True × LP Unrated × Party -0.009 

(0.011) 

Constant 0.364*** 0.360*** 0.485*** 0.364*** 
(0.013) (0.014) (0.016) (0.013) 

𝑁 39048 32352 19848 39048 
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As a robustness check, we have run the main regression with all the subjects (those who 
failed the attention check, Berinsky, Margolis, and Sances (2014)) and, overall, we found 
that the results follow the same direction as the main analysis, although the LP Rated 
and LP Unrated coefficients lose significance, while the FC Rated and the FC Unrated 
remain significant (see Table 2). 

Table 2: Linear regressions with robust standard errors clustered at the participant level. 
* p<0.05, ** p<0.01, *** p<0.001 

Sharing 

True 0.057*** 
(0.005) 

FC Rated -0.049*** 
(0.015) 

LP Rated -0.022 

(0.015) 

FC Unrated -0.029* 
(0.014) 

LP Unrated -0.012 

(0.015) 

True x FC Rated 0.062*** 
(0.010) 

True x LP Rated 0.040*** 
(0.010) 

True x FC Unrated 0.024** 
(0.009) 

True x LP Unrated 0.022* 
(0.09) 

Constant 0.365*** 
(0.010) 

𝑁 53976 
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Appendix B: Duration of the effect 

In Table 3, we check whether the effect of the intervention decays over time. Specifi-
cally, we use the headlines display order as a proxy of time. Model 1 is the main regres-
sion model, Model 2 restricts the analysis to participants who did not fail the attention 
check, and Model 3 excludes from the analysis participants who do not share politi-
cal news on social media. Overall, we found little evidence that the effect decays over 
time. Only the interaction Order x True x LP Unrated is significant in two out of three 
models, suggesting that the indirect effect of laypeople ratings on sharing discernment 
may slightly decrease over time. Figure 4 plots the mean sharing intentions over time, 
by treatment and headline veracity. 

Table 3: Linear regressions with robust standard errors clustered at the participant level. 
Significance levels: *** p<0.001, ** p<0.01, * p<0.05 

(1) (2) (3) 
Sharing Sharing Sharing 

True 0.045** 0.040** 0.060** 
(0.014) (0.015) (0.020) 

FC Rated -0.085*** -0.106*** -0.147*** 
(0.022) (0.024) (0.030) 

LP Rated -0.035 -0.029 -0.056 

(0.022) (0.025) (0.030) 

FC Unrated -0.073*** -0.088*** -0.139*** 
(0.022) (0.024) (0.031) 

LP Unrated -0.056* -0.059* -0.082** 
(0.022) (0.025) (0.031) 

True × FC Rated 0.099*** 0.113*** 0.126*** 
(0.024) (0.027) (0.034) 

True × LP Rated 0.044 0.047 0.047 

(0.024) (0.026) (0.034) 

True × FC Unrated 0.080*** 0.090*** 0.107** 
(0.024) (0.026) (0.033) 

True × LP Unrated 0.078*** 0.098*** 0.075* 
(0.023) (0.026) (0.033) 

Order -0.001 -0.001 -0.000 

(0.001) (0.001) (0.001) 

Order ×True 0.001 0.002 0.001 

(0.001) (0.001) (0.001) 

Order × FC Rated 0.000 0.001 -0.000 

(0.001) (0.001) (0.002) 

Order × LP Rated -0.001 0.000 -0.001 
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(0.001) (0.001) (0.002) 

Order × FC Unrated 0.001 

(0.001) 
0.001 

(0.001) 
0.002 

(0.002) 

Order × LP Unrated 0.002 

(0.001) 
0.003* 
(0.001) 

0.002 

(0.002) 

Order × True × FC Rated -0.001 

(0.002) 
-0.002 

(0.002) 
-0.001 

(0.002) 

Order × True × LP Rated 0.001 

(0.002) 
0.000 

(0.002) 
-0.000 

(0.002) 

Order × True × FC Unrated -0.003 

(0.002) 
-0.004* 
(0.002) 

-0.004 

(0.002) 

Order × True × LP Unrated -0.004* 
(0.002) 

-0.005** 
(0.002) 

-0.004 

(0.002) 

Constant 0.370*** 
(0.015) 

0.374*** 
(0.016) 

0.491*** 
(0.020) 

𝑁 39048 32352 19848 
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Figure 4: Mean sharing intention of false news headlines (in panel a) and true news 
headlines (in the panel b) by headline display order. 
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