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 Autism spectrum disorder (ASD) is one of the most common diseases that 

affect human nerves and cause a decrease in the intelligence and 

comprehension of the person. This disease is a group of various disorders that 

are characterized by poor social behavior and communication. It affects all age 

groups, including adults, adolescents, children, and the elderly, but the 

symptoms of this disease always appear in their early years. ASD suffer from 

problems, the most important of which are data loss, low quality, and extreme 

values. This makes the process of diagnosing the ASD early. Our goals in this 

research is to solve the ASD problems. The cussent authors proposed a 

technical model that solves all data problems. We used ensemble techniques 

that include Bayesian Boosting, Classification by Regression, Polynomial by 

Binominal Classification. We also used classification techniques that include 

CHAID, Decision Stump, Decision Tree (Weight-Based), Gradient Boosted 

Trees, ID3. It is proven that the proposed model solves data problems, and has 

obtained the highest search accuracy that has reached 100% as well as we have 

obtained the highest f1 measurement that has reached 100%. This proves that 

our work is superior to its peers. 
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1. INTRODUCTION 

Autism spectrum disorder (ASD) suffers from many problems, and this is what makes the diagnosis 

of this disease late. ASD is a condition related to human thinking and mental development, as it causes 

psychological conditions and obsessive-compulsive disorder in people with this disease, affecting all age 

groups [1] [2]. ASD over time, some sufferers may enjoy an independent life far from problems and some 

disabilities that hinder their work and practice their daily lives without problems. But others suffer from ASD 

and need health care and someone to guide and help them in their requirements with their matters ASD on the 

field of work and jobs. Once they know that he has ASD, they do not accept to work with them, and this causes 

many problems for people with this disease. The most important problems of ASD are the problems of data 

and records related to this disease [3] [4]. For example, missing values and outliers cause problems in 

diagnosing this disease. The biggest challenge in this research is to apply a technical model that solves repeated 

data problems and improves the performance of the chronic autism spectrum [5].  

      In 2017, the authors proposed a technical model based on supervised machine learning (ML) methods. 

They improved the ASD performance, reduced the incidence, and found the best solutions to address the 

problems facing this disease. They presented a study on determining knowledge of treatment progress among 

children with autism spectrum disorder based on the most important behavioral data. The authors also noted 

the most important things in patients who use video games, computer techniques, and computer science. Most 

of the patients do not have a high sense of distinguishing. They applied classification algorithms where they 
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got values that are considered good with tree algorithm. The decision tree reached the highest accuracy of 80%. 

The precision, recall, and F1 were 81.05%, 86.12%, and 83.51%, respectively. These values are considered 

satisfactory and convincing [6]. In 2016, the authors developed and evaluated a supervised ML approach to 

classify cases in ADDM using words and phrases from developmental awareness assessments for children. 

They trained and taught a random forest classifier using a dataset from the 2008 Georgia ADDM website. It 

included 1,162 children with 5,396 assessments. They used words and phrases to predict the best outcomes and 

values for improvement in the ASD [7]. They monitored their performance on the 2010 Georgia ADDM 

observational data. The authors found a satisfactory outcome of 86.5% by the specialist. With these injuries 

also reached 84.0% sensitivity, 89.4% positive predictive value [8]. 

In this study, we downloaded a dataset for autism from the UCI website. This data suffers from many 

problems, such as missing values and outliers [9] [10]. It makes the diagnosis of this disease be slow and not 

early. We proposed a technical model using supervised ML techniques [11] [12] [13] [14]. We used two 

experiments. In the first experiment, we applied Ensemble techniques include Bayesian Boosting, 

Classification by Regression, and Polynomial by Binominal Classification. With the application of 

preprocessing techniques such as replace the missing value with mean and detect outliers with K-nearest 

neighbor (KNN), we obtained the highest accuracy of with Bayesian Boosting, Polynomial by Binominal 

Classification, and Classification by Regression techniques. We also applied another experiment with 

supervised ML techniques. But in comparison with the first experiment, we used classification techniques in 

conjunction with five algorithms including CHAID, Decision Stump, Decision Tree (Weight-Based), Gradient 

Boosted Trees, and ID3. With the preprocessing techniques that include replacing missing value with mean 

and detect outliers with the KNN. The highest accuracy obtained in this experiment equal 100% with both 

Decision Stump, Gradient Boosted Trees. Through the results obtained, proves that the proposed model will 

address the problems of data to solve the problems of missing and extreme values. The model improves the 

performance of the ASD rather than its counterparts. 

Our innovation in this study is a technical model that compares classification algorithms and ensemble 

algorithms to get good results on the ASD with many problems. Our proposal address data problems to improve 

diagnosing the ASD to predict the best results. Our innovation has proven in terms of the results obtained that 

it addresses data problems and outperforms previous works. 

This article is organized as follows: Sect. 2, shows a summary of the related works followed by a 

description of data collection in Sect. 3. The proposed method and evaluation by the experiment explained in 

Sect. 4. Finally, the article presents a conclusion in Sect. 5. 

 

 

2. RELATED WORK 

Several works have been proposed to predict the ASD diagnoses in the years between 2015 to 2021 

[15] [16] [17]. The current authors summarize some important works here. We used supervised ML techniques 

that include bayesian boosting, classification by regression, polynomial by binominal, classification categories 

include chaid, decision stump, decision tree (weight-based), gradient boosted trees, ID3. We also applied 

preprocessing techniques, after applying these techniques [18] [19]. We got the highest accuracy in our article 

reaching 100%, this proves that our work is superior to peers it improves and diagnoses ASD and solves data 

problems for the ASD [20]. 

In 2015, the authors presented a study to show a relationship between therapy power and time for 

supervision. They found age and gender to master training results specific to children's ABA systems on the 

spectrum. Their used methods are incorporated into the clinical. The preparation also indicates the influence 

of ML and Artificial Intelligent (AI) in this area [21] . They randomly divided their data as follows: 65% for 

training and 30% for testing, and 5% for validation. They used a backpropagation network with Bayesian 

adjustment [22].   

One year later, in 2016, the authors conducted a deep study to analyze gene expression in the prefrontal 

cortex of 63 patients with the ASD to obtain an acceptable result and improve the ASD performnce. Some 

methods give good results and accelerated the diagnosis of the ASD. In addition, there are 63 chimpanzees and 

monkeys from birth to adulthood and adolescence, where they appear among the many abnormal groups. The 

authors observed in the brains of the injured. Techniques used have satisfactory results for improving the 

diagnosis of the ASD. Several members of the family of early developmental response transcribers may be 

involved in regulating this human developmental change. As a result, the presented method is good for 

improving and resolving part of the ASD and its problems [23]. Other authors, in 2017, conducted a 

comprehensive lower extremity analysis study among children aged 5-12 years with autism and age- and 

gender-matched samples with TD. By conducting the model statistical procedure for the purpose of testing the 

statistical significance between similar pairs, the autistic children showed large numbers of the most important 

differences. They obtained satisfactory results [8]. Leroy, G., et al., in 2018, given the importance of the ASD 
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and required conducting several experiments to improve the ASD performance. The authors suggested 

designing and configuring a rule-based programming language performance that could be specified by DSM 

BED. The authors' goal was to extract a description of mood and behavior in the records. The results obtained 

by these authors showed good and satisfactory. They obtained an accuracy of 76%, a precision of 76%, and a 

recall of 42%, a F1 of 54.1%. These values were considered somewhat satisfactory since the data on the ASD 

suffer from many problems such as missing values, extreme values , and other problems that delayed the 

diagnosis of the ASD. But they were able to improve the ASD [24].  

Raju, NG, et al., in 2019, proposed a new technical model for improving the ASD. They used 

supervised ML methods that include SVM technology. They also used reinforcement and decision tree to 

improve the ASD. These authors applied these techniques to the data on the ASD to obtain values for improving 

the performance of this disease. They obtained an accuracy of 95%, precision of 97%, recall of 95%, f1 of 

95.98% [25]. 

In 2020, the authors proposed a technical model based on supervised ML techniques.  They used 

ensemble techniques include AdaBoost [26]. ASD suffers from the many problems and this proposed model 

was used to solve them. Obtained results showed after applying these techniques, an accuracy of 97.1%, 

precision of 97%, recall of 98%, and f1 of 98% were reached. They found that this proposal improved the 

performance of the ASD and predicts the best results [27]. 

The current authors studied many works in this scope and seemed that the best result was obtained through the 

application of ML techniques, including classification techniques, ensemble techniques, and pre-processing 

techniques. The highest accuracy in the currnet article reached 100%. It proves that the proposed model 

outperforms peers. The obtained results also compared with related works. 

 

 

3. THE METHODOLOGY 

In this section, the current authors used two experiments with supervised ML methods [28] [29]. Using 

mean and detect outliers with KNN, the highest accuracy and f1 reached 100%. It proves that the first 

experiment is good for improving ASD and improving its performance. In the second experiment, other 

techniques of ML include CHAID, Decision Stump, Decision Tree (Weight-Based), Gradient Boosted Trees, 

and ID3 used. The highest accuracy in this experiment obtained 100% using Decision Stump and Gradient 

Boosted Trees. 

It proved that the proposed model obtains good results and improves the performance of the ASD and solves 

its problems. Figure 1 shows the proposed methodology. 

 

 
Figure 1. The proposed methodology 

 

3.1. Pre-processing Stage For  Replace Missing Values And  Detect Outliers 

In this section, we explain the techniques that were used to handle missing values and outliers. After 

downloading data and records that contain low data quality, missing values, and outliers, we fed these data into 

data mining programming, and in the processing phase, we used transposition techniques. The missing values 

with the arithmetic mean and outliers with the nearest neighbors. Then, using ML algorithms such as ensemble 

and classification, the highest accuracy in the two experiments obtained.  

To solve current data problems that suffer from missing values, the Mean measurement is used, 
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where  is the values of the  column and is the number of records in the dataset. 

 

3.2. The Ensembles Stage  

In this section, we explain ensemble techniques include Bayesian Boosting, Classification by 

Regression, Polynomial by Binominal Classification. We applied this technique with pre -processing 

techniques and obtained good enough values to predict the best results. We obtained the highest accuracy equal 

100% in this study.  

 

3.2.1. Bayesian Boosting 

  The Bayesian Boosting operator is an embeded operator. The subprocess have a learner to expect an 

ExampleSet and generate a model. In this section, we explain an algorithm of supervised ML, Bayesian 

Boosting. The used dataset divided into two parts, the first part is the training part with 60% examples, while 

the other part is the testing part with 40% examples. This technique applied with the pre-processing techniques 

that included both the missing value with mean and detect outlier with KNN. After applying these techniques, 

the highest accuracy obtained equal 100%. This proves that this proposed model could improved the 

performance of the ASD. 

 

3.2.2. Classification by Regression 

The Classification by Regression operator is a nested method. For the subprocess, a regression learner 

used that generates as supervised ML methods. It is one of the types of ensemble techniques and creates a 

classification model in the subprocesses. This technique is applied with pre-processing techniques include 

replacing the missing values according to the average rate. And also the detection outlier used with the nearest 

neighbor algorithm. An accuracy of 96.55% was obtained. It can consider good enough for improving the ASD 

and addressing missing and extreme values. 

 

3.2.3. Polynominal by Binominal Classification 

Here we explain one of the supervised ML methods. It is one of the ensemble types and is considered 

good for improving medical conditions. The Polynomial by Binomial Classification operator is a nested 

operator. Subprocesses have a learner to perform a binomial classification. Pre-processing techniques were 

also applied with these algorithms to solve the problems of missing data, outliers and strays. We have obtained 

an accuracy of 100%. This confirms that the proposed model could improved the performance of the 

classification and outperforms its peers in terms of performance and results.  

 

3.3. The Classification Stage 

In this section, we explain classification techniques was one of the supervised ML methods. Data of 

the ASD suffers from many problems affect on the performance. The data has been entered into program and 

classification techniques include CHAID, Decision Stump, Decision have been applied. Tree (Weight-Based), 

Gradient Boosted Trees, and ID3 with pre-processing techniques applied to process missing and outliers. The 

highest accuracy was obtained at this stage. With classification techniques, the highest accuracy reached 100%. 

This proved that classification techniques improve the performance of the ASD and address data problems. 

The proposed model has proven superior to its peers. 

 

3.3.1. CHAID 

Here we explain one of the supervised ML methods, CHAID. This operator is a decision tree operator 

with one exception that is similar to the currency of the decision tree. This technique was applied with pre -

processing techniques that include replacing the missing values and the values nearest neighbors. After 

applying these techniques, we obtained an accuracy of 87.36% The highest accuracy is not the value, but it is 

considered good for improving the performance of the ASD and overcoming data problems. The advantages 

of CHAID are that its output is highly visible and easy to interpret. Because it uses omnidirectional partitions 

by default. 

 

3.3.2. Decision Stump 

Another supervised ML technique is the Decision Stump operator to generate a decision tree with 

only one partitioning. It is one of the classification types. When you can boost it with operators like AdaBoost, 
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this operator can be effective. With the use of pre-processing techniques, an accuracy of 100% was obtained. 

It is considered the highest value in this article. It proves that our work is good and is superior to its peers. 

3.3.3. Decision Tree (Weight-Based) 

In this section, we explain another classification technique which is one of the supervised ML 

methods. The (weight-based) decision tree operator is a nested operator with a subprocess. This technique has 

been applied with pre -processing techniques to solve problems of the ASD. We have obtained an accuracy of 

74.36%, and it is not the highest value in this research. But it is good for solving data problems Missing and 

extremes and improving the performance of the ASD diagnosis. 

 

3.3.4. Gradient Boosted Trees  

In this section, we applied a tree technique of classification types. The enhanced gradient model is a 

group Regression or classification tree models. Enhancement is an elastic non-linear regression procedure to 

improve the printing of trees. Next, we obtained the highest accuracy equal 100%. The obtained results 

outperformed all previous work in this scope.  

 

3.3.5. ID3   

ID3 is one of the types of supervised ML methods. This type of classification is an algorithm used in 

retailing a decision tree invented by Ross Quinlan. This algorithm takes all unused attributes and calculate their 

selection criterion e.g. information gain. It chooses the attribute for which the selection criterion has the best 

value e.g. minimum entropy or maximum information gain. It also makes the node contain that attribute. This 

algorithm is implemented with preprocessing techniques. An accuracy of 87.36% obtained. This value not the 

highest in this article, but it is good for improving the diagnosis of the ASD.  

 

4. RESULTS AND ANALYSIS 

4.1. Experiments 

In the first experiment, we employed data on the ASD from the UCI website. This data suffers from 

many problems. For example, there are missing values, outliers and low quality data. So, we applied it to learn 

algorithms supervised automated. We used ensemble techniques that include Bayesian Boosting, Classification 

by Regression, Polynomial by Binominal Classification but without pre-processing, whereby the working area 

of the algorithms used was divided into 60% of the training section as well as 40% of the test section, where 

we obtained the highest accuracy and precision and recall and f1 with the ensemble algorithms, reached 100% 

with both Bayesian Boosting as well as Polynomial by Binominal Classification and these are the highest 

values in the study. The accuracy of the Classification by Regression algorithm reached 96.55%. It confirms 

that the proposed model and the algorithms used will improve the diagnosis and improve the performance of 

the ASD. 

According to Table 1, the results with the ensemble algorithms that include Bayesian Boosting, 

Classification by Regression, Polynomial by Binominal Classification, showed that this model improves the 

performance of the autism spectrum and predicts the best results. The highest accuracy in this experiment 

reached 100% with both Bayesian Boosting algorithms as well as Polynomial by Binominal Classification, 

these results confirm that the proposed model improves the performance of the autism spectrum and 

outperforms its peers.  

 

Table 1. The obtained best results through ensembles without pre-processing in conjunction with KNN and 

RF through (%) 
Method Precision Recall Accuracy F1 

Bayesian Boosting 100 100 100 100 

Classification by Regression 96.66 96.66 96.55 97.25 

Polynominal by Binominal Classification 100 100 100 100 

 

In the second experiment, we employed the data that we downloaded for ASD, these data contain 

many problems, and to treat this data we applied pre-processing techniques include replace missing value with 

mean and detect outlier with KNN. By applying supervised ML techniques, we used ensemble techniques that 

include Bayesian Boosting, Classification by Regression, Polynomial by Binominal. We have obtained high 

values that predict the best results and improve the performance of the ASD and solve the problems of missing 

data and outliers. According to Table 2, after applying the Bayesian Boosting, Classification by Regression, 

Polynomial by Binominal techniques. We obtained the highest value of 100% with accuracy and precision and 

recall and f1. This confirms that the proposed model improves the performance of the ASD classification and 



                ISSN: 2089-3272 

IJEEI, Vol. 11, No. 2, June 2023:  389 – 401 

394 

solves data problems, and we demonstrated a great performance that outperformed its peers and their previous 

experiences. 

 

Table 2. The obtained best results through ensembles with pre-processing in conjunction with Decision Tree 

and Random Forest (%) 
Method Precision Recall Accuracy F1 

Bayesian Boosting 100 100 100 100 

Classificationby Regression 100 100 100 100 

Polynominal by Binominal Classification 100 100 100 100 

 

In the third experiment, other techniques were used to obtain good results with other techniques, and 

even to be compared with me, the techniques that were used in the first experiment and the second. One of the 

methods of ML is classification algorithms including CHAID, Decision Stump, Decision Tree (Weight-Based), 

Gradient Boosted Trees, ID3 The data set was entered program, and then we applied the pre-processing 

techniques that include replacing the missing value with mean and detect outliers with KNN. These techniques 

were used with classification algorithms, in this experiment we obtained high values that predict the best results 

and improve the performance of the ASD. According to Table 3, we applied the classification techniques that 

include CHAID, Decision Stump, Decision Tree (Weight-Based), Gradient Boosted Trees, ID3, and we got 

the highest value in the article reaching 100% with accuracy and recall and precision and f1 with Decision 

Stump, Gradient Boosted Trees techniques. This confirms that the proposed model, using different techniques, 

adopts the best results, improves autism, and solves data problems. 

Table 3 illustrates the best obtained performance of the proposed model in terms of precision, recall, 

accuracy, and f1.  Table 4 shows the confusion matrix for an example. Table 5 shows Gains/Lift parameter 

with average depicts rate equal 48.29% and average score equal 48.29%. Table 6 illustrates Gains/Lift 

parameter with average response rate equal 48.29% and with average score equal 48.29% with Gradient 

Boosted model. Table 7 illustrates variable importances for records of the ASD. 

 

Table 3. The best obtained results through classification with pre-processing in conjunction with Decision 

Tree and Random Forest (%) 
Method Precision Recall Accuracy F1 

CHAID 80.80 87.07 87.36 84.50 

Decision Stump 100 100 100 100 

Gradient Boosted Trees 100 100 100 100 

Decision Tree (Weight-Based)                       77.50 73.30 74.36 74.94 

ID3   87.74 87.54 87.36 88.28 

 

Table 4.  CM: Confusion Matrix (Row labels: Actual class; Column labels: Predicted class) 
 

NO YES ERROR RATE 

NO 151 0 0.0000 0 / 151 

YES 0 141 0.0000 0 / 141 

Totals 151 141 0.0000 0 / 292 

 

Table 5. Gains/Lift Table (Avg response rate: 48.29 %, avg score: 48.29 %) 

Group Cumulative Data Fraction Lower Threshold Lift Cumulative Lift Score 

1 0.48287671 0.686903 2.070922 2.070922 0.686 

2 1.00000000 0.292419 0.000000 1.000000 0.292 

 

Table 6. Gains/Lift Table (Avg response rate: 48.29 %, avg score: 48.29 %) with Gradient Boosted model 

Group Cumulative Response Rate Cumulative Score Capture Rate Cumulative Capture Rate Gain 

1 1.000000 0.686903 1.000000 1.000000 107.09 

2 0.482877 0.482906 0.000000 1.000000 -100.00 
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Table 7. Variable importances for the ASD Records 

Variable Relative Importance Scaled Importance Percentage 

Result 2323.939697 1.000000 1.000000 

A2_Score 0.000000 0.000000 0.000000 

A3_Score 0.000000 0.000000 0.000000 

A4_Score 0.000000 0.000000 0.000000 

A5_Score 0.000000 0.000000 0.000000 

A6_Score 0.000000 0.000000 0.000000 

A7_Score 0.000000 0.000000 0.000000 

A8_Score 0.000000 0.000000 0.000000 

A9_Score 0.000000 0.000000 0.000000 

A10_Score 0.000000 0.000000 0.000000 

Age 0.000000 0.000000 0.000000 

Gender 0.000000 0.000000 0.000000 

Austim 0.000000 0.000000 0.000000 

Relation 0.000000 0.000000 0.000000 

 

 

4.2. Evaluation Metrics 

We have applied evaluation parameters such as accuracy, precision, recall, and F1. We obtained very 

high values that outperformed their peers in terms of results, as the highest value with these criteria reached 

100% with accuracy, precision, recall and f1 with ensemble and classification. These procedures were 

calculated and implemented through these formulas and the requirements in Table 8. 

 

Table 8. Evaluation parameters 
Parameter Equation 

Accuracy 
 

Precision 
 

Recall 
 

F1 

 

 

4.3. Data Collection 

In this article from among the many datasets for the ASD, we downloaded data and selected a 

children's autism set, which was downloaded from the UCI ML data repository. The dataset contains a set of 

292 autism-related records as well as 21 traits. This data suffers from many problems such as data loss, outliers, 

and low-quality values. It makes the level of the ASD lower and makes the diagnosis not early. So, we applied 

ML techniques to this data with pre-processing techniques. The dataset contains all the numeric and nominal 

features [30]. These data are well known, but here are missing and extreme values, and we will solve these 

problems with our proposal. 

 

4.4. Discussion 

In this article, the data mining tool was used to do data analysis and processing and solve data 

problems. We did three practical experiments. In the first experiment, we only applied ensemble techniques 

such as Bayesian, Boosting, Classification by Regression, Polynomial by Binominal Classification with 

Decision Tree and Random Forest, without applying pre-processing techniques. We got high values through 

reaching the highest accuracy of 100% with Bayesian Boosting and Polynomial by Binominal Classification 

techniques. In the second experiment, with pre-processing techniques such as Bayesian Boosting, 

Classification by Regression, Polynomial by Binominal Classification with Decision Tree and Random Forest, 

and with pre-processing such as replace the missing value with mean and detect outlier with KNN, we have 

( ) / ( )TP TN P N+ +

( ) / ( )TP TP FP+

/TP P

2 precision recall

precision recall

 

+
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obtained high values. In the article, precision and recall and accuracy and f1 equal 100% with all ensemble 

techniques. In the third experiment, we used ensemble techniques such as Bayesian Boosting, Classification 

by Regression, Polynomial by Binominal Classification. With other techniques such as CHAID, Decision 

Stump, Decision Tree (Weight-Based), Gradient Boosted Trees, and ID3, we obtained high results, as the 

highest accuracy of 100%. This confirms that our work is good enough and our proposal improves the ASD 

performance rather than previous works. Four important evaluation parameters including recall, accuracy, F1, 

and accuracy were also used. Since precision equals the number of true positives over the total number 

Negative, true, and false positives, as the first table, shows the first experience with the application of 

supervised ML refinements. This means that the best results through ensembles without pre-processing in 

conjunction with KNN. And Random Forest, where the highest accuracy in Table 1 reached 100 %, as through 

the results of a table. We proved that our work is good and improves ASD. Table 2 also shows the application 

of ensemble techniques such as Bayesian. Boosting, Classification by Regression, Polynomial by Binominal 

Classification with Decision Tree and Random Forest with pre-processing techniques, where we obtained high 

values, the highest accuracy in the first table reached 100%. This proves that our model is good and outperforms 

its peers. Table 3 illustrates the third experiment where we used techniques from other Supervised ML methods 

namely CHAID, Decision Stump, Decision Tree (Weight-Based), Gradient Boosted Trees, ID3, with pre-

processing techniques to improve ASD performance. We applied these techniques to get the best results. We 

will also explain in Table 7 how our work surpassed the previous work and gave more than wonderful results. 

Also, Tables 4, 5, 6, and 7 show the most important results that we obtained after applying the Gradient Boosted 

Model technology with pretreatment techniques to improve ASD performance. Table 4 shows the confusion 

matrix. Tables 5, 6, and 7 show the Gains/Lift and Demonstrates Variable Importances. 

Table 9 shows a comprehensive comparison between the best obtained results and the previous works. 

The criteria in our work were precision, recall and accuracy and f1 obtained equal 100%. The value of the 

criteria in [24] were 76%, 42%, 76%, 54.1%. Also, another work developed to be compared to our work, where 

the values of the criteria in [25] were 97%. Accuracy, precision, recall, and f1 reached 97%, 95%, 95%, and 

95.98% in this reference. Another previous work was also added to be compared to our work [27]. The criteria 

values for this reference were 97%, 98%, 97.1%, and 98%, respectively. Our work was also compared with 

another previous one where the criteria for accuracy, precision, recall, and f1 in reference [6] reached 80.5%, 

86.12%, 80%, 83.51%, as through these results that appear in the seventh table, it is clear that our work 

outperforms all previous works and the proposed model is considered good for improving the ASD 

performance. 

Figure 1 in the article shows the steps of the proposed model and the most important materials that 

we used to obtain improvement values from the ASD. Figures 2 to 13 illustrate the work of algorithms. Figure 

2 and 3 illustrate the comparison between our current work with the two experiments, an experiment with 

classification techniques and an experiment with ensemble techniques. And comparing it with previous works, 

it was found that our work is superior in the two experiments, and in the two forms, our work is superior to its 

counterparts. Figure 4 and 5 show the best results that we obtained during the two experiments with 

classification techniques and ensemble techniques. The work shows that the values we obtained are high values 

and outperform their counterparts. 

Note that Figures 6 to 13 show the ROC for the best classification and ensemble of the current authors 

Where the figures show the works that we obtained with and without pre-treatment and that the Messenger is 

the best evidence that confirms the superiority of our work in all respects. Thus, the proposed model has proven 

that it improves autism spectrum disorder, improves the diagnosis of the ASD, solves data problems, missing 

and extreme values, and solves problems of low data quality. This confirms that our work is superior to peers. 

 

Table 9. A comparison among the obtained results through ensembles with pre-processing and other works 

(%) 
Works Precision Recall Accuracy F1 

[24] 76 42 76 54.10 
[25] 97 95 95 95.98 

[27] 97 98 97.10 98 

[6] 80.50 86.12 80 83.51 

Our best results of the current  authors with 
ensemble and classification 

100 100 100 100 
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Figure 2. A comparison among our best results and other works with ensembles stage 

 

 
Figure 3. A comparison among our best results and other works with classification stage 

 

 
Figure 4. The best result in our work is the first experiment with ensemble techniques 

 

 
Figure 5. The best result in our work is the second experience with the classification 
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Figure 6. The ROC for Histogram of  Polynominal by Binominal Classification 

 

 
Figure 7. The ROC for Heatmap Polynominal by Binominal Classification 

 

 
 

Figure 8. The ROC for scatter 3D of  Bayesian Boosting 

 

 
Figure 9. The ROC for pie/donut of Classification by Regression 
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Figure 10. The ROC for Histogram of Classification by Regression 

 

 

 
Figure 11. The ROC for Heatmap of  Decision Stump 

 

 

 
Figure 12. The ROC for spline Area with  Gradient Boosted Tree 
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Figure 13. The ROC for Tree ID3 

 

5. CONCLUSION 

ASD is a group of various disorders that describe impaired behavior and continuous communication 

among people. ASD suffers from some problems that negatively affect the early diagnosis of this disease, and 

this makes the ASD a very complex disorder. There are many problems in the ASD records such as missing 

values, outliers, and low data quality. This complicates the diagnosis of this disease and prediction becomes It 

is very small. There are two types of people with the ASD, the first type of sufferers can communicate and do 

practical, social, and cultural work without confusion. But the second type of people with this disease suffer 

from many problems. For example, they suffer from severe disabilities and need special care and need. Those 

who help them spend their work and general needs, and often autism affects education, job opportunities, and 

social, scientific and cultural matters. Early childhood, but is usually diagnosed at a later stage. People with 

autism spectrum disorder often suffer from neurological and psychological diseases, the majority of whom are 

very tired and suffer from comorbidities that include epilepsy, depression, anxiety, and other psychological 

matters that negatively affect the patient’s condition, attention deficit disorder with hyperactivity, in addition 

to intractable behaviors such as sleep difficulties, self-harm and thinking. The increased negativity and 

intolerance of bullying from the majority of people make their condition worse. The biggest challenge in this 

research is to solve and treat the problems that autism spectrum disorder suffers from, and this is the problem 

of the current research. Our model presented in this research, we downloaded a set of data and records from 

the UCI website for the ASD. But these data suffer from many problems for example they contain missing 

values, outliers, outliers and contain low-quality data. It makes autism difficult when we want to explore or 

diagnose this disease. To solve these problems in our study, we proposed a technical model consisting of two 

groups. The first group is ensemble techniques such as Bayesian Boosting, Classification by Regression, 

Polynomial by Binominal Classification with Decision Tree and Random Forest, and KNN with pre-processing 

techniques. We entered this data and applied it to algorithms as well as techniques Pretreatment such as replace 

with missing value with mean and detect outlier with KNN. After applying the techniques of the first group 

and the first experiment, we reached results that far outperform the previous works. The highest accuracy in 

the first experiment and reached 100%, and it improved the performance of the ASD. At the second experiment, 

we used other ML techniques to be compared with the first experiment. We also used classification techniques 

that include CHAID, Decision Stump, Decision Tree (Weight-Based), Gradient Boosted Trees, and ID3. We 

also obtained very high results to outperform their peers. The highest accuracy in the second experiment 

reached 100%. It proved that the proposed model is good and can improve the ASD performance to predict 

excellent results.  

For future work, we seek and search for the best ways to provide the best results. We want to use other 

techniques such as unsupervised ML techniques such as clustering techniques. We also want to use fuzzy 

algorithms to apply on other medical and engineering research to get results that give improvement. 
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