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A B S T R A C T

We present a new mechanistic framework for corrosion-induced cracking in reinforced concrete that resolves
the underlying chemo-mechanical processes. The framework combines, for the first time, (i) a model for
reactive transport and precipitation of dissolved Fe2+ and Fe3+ ions in the concrete pore space, (ii) a
precipitation eigenstrain model for the pressure caused by the accumulation of precipitates (rusts) under pore
confinement conditions, (iii) a phase-field model calibrated for the quasi-brittle fracture behaviour of concrete,
and (iv) a damage-dependent diffusivity tensor. Finite element model predictions show good agreement with
experimental data from impressed current tests under natural-like corrosion current densities.
1. Introduction

This study is concerned with the modelling of crack nucleation and
growth in reinforced concrete resulting from the electrochemical cor-
rosion of embedded steel reinforcement. Corrosion of steel in concrete
is responsible for the premature deterioration of 70%–90% of concrete
structures [1,2] and thus induces considerable repair costs [3]. Espe-
ially in industrialised countries, these are becoming pressing issues as
ost of the reinforced concrete bridges have been built in the 1960s

nd are coming to the end of their predicted service life. Only in the
etherlands, the number of bridges in the need of repair is estimated to

ise by a factor of 2–4 in the next 20 years and by a factor of 3 - 6 in the
ext 40 years [4]. Since direct replacement of all degraded reinforced-
oncrete infrastructure in a short period is unfeasible, advances in
ong-term corrosion durability predictions are needed to accurately
ssess the remaining service life. Many models have been proposed
o estimate corrosion-induced cracking, the majority of which are of
mpirical nature (see Ref. [5] for a review). Phenomenological models
enerally require extensive calibration and have a regime of applica-
ility that is typically limited to scenarios resembling the calibration
chemes; predictive modelling requires explicitly resolving the physical
rocesses at play.

Recent years have seen promising progress in the development
f mechanistic models for corrosion-induced cracking of reinforced
oncrete. The aim is to model the physical phenomena underlying the
ormation of a rust layer and how this rust layer triggers cracking.
owever, these phenomena are complex and hence have only been
ccounted for to a certain extent. For example, mechanical models

∗ Corresponding author.
E-mail address: e.martinez-paneda@imperial.ac.uk (E. Martínez-Pañeda).

have been presented that provide a mechanistic description of the
fracture process but assume a given (often non-uniform) rust layer [6–
10]. Instead of simulating changes in the corrosion current density or
the transport of involved chemical species, corrosion-induced fracture
predictions are obtained based on a prescribed non-uniform rust distri-
bution described by Gaussian [6], Von Mises [7,8] or semi-elliptical [9]
functions. Within prescribed rust layer approach, even mesoscale frac-
ture of concrete both in 2D [10] and 3D [11] has been simulated.
Other models go one step further and estimate the rust layer thickness
from a given corrosion current density. Molina et al. [12] and Grassl
and co-workers [13–15] studied corrosion-induced cracking caused by
uniform corrosion. Fahy et al. [13] considered the pressure-driven
transport of corrosion products, simplified to be an incompressible
fluid, into cracked porous concrete. Tran et al. [16] investigated the
case of non-uniform corrosion and allowed for the accommodation
of corrosion products in cracks, which results in a reduction of the
corrosion-induced pressure. The impact of the mechanical properties
of rust Tang et al. [17], steel–concrete interface [18] and stirrups [19]
have also been considered. A third class of mechanistic models are
those that predict the thickness of the rust layer, often considering
the chemo-mechanical nature of the problem. Wei et al. [20] assumed
uniform corrosion and related the expansion of the rust layer to the
flux of dissolved oxygen. Nossoni and Harichandran [21] predicted
the corrosion current density from the oxygen concentration, assuming
it to be the limiting factor, and considered a detailed structure of a
rust layer composed of ferrous and ferric rusts. More comprehensive
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950-0618/© 2023 The Author(s). Published by Elsevier Ltd. This is an open access a

https://doi.org/10.1016/j.conbuildmat.2023.131964
Received 7 December 2022; Received in revised form 28 March 2023; Accepted 25
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

May 2023

https://www.elsevier.com/locate/conbuildmat
http://www.elsevier.com/locate/conbuildmat
mailto:e.martinez-paneda@imperial.ac.uk
https://doi.org/10.1016/j.conbuildmat.2023.131964
https://doi.org/10.1016/j.conbuildmat.2023.131964
http://crossmark.crossref.org/dialog/?doi=10.1016/j.conbuildmat.2023.131964&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Construction and Building Materials 393 (2023) 131964E. Korec et al.

s
p
c
e
r
c
s
s
t
a
m
i
i
F
t
s
i
c
l
s
t
r
c
t
r
w
o
i
p

t
p

approaches have also been employed, whereby the transport of water
and certain chemical species such as oxygen or chlorides is solved
for, the corrosion current density is calculated from the distribution of
electrochemical potential, and the rust layer thickness is then related to
the predicted corrosion current density [22–35]. Ožbolt, Balabanić and
co-workers [22–29] employed contact finite elements on the boundary
of the rebars to simulate the corrosion-induced inelastic strain. Also,
their model simulated the transport of corrosion products into porosity
and cracks as a convective diffusion problem. Michel, Geiker and co-
workers [30–34] simulated the corrosion-induced pressure of the rust
layer with a thermal analogy and considered a corrosion accommoda-
tion region (CAR), where corrosion products can accumulate stress-free
until the CAR is filled. Other examples of this group of models are those
by Bažant [36,37] and Chen et al. [38,39].

These mechanistic models have paved the way to a better under-
standing of corrosion-induced cracking in reinforced concrete but the
predictive abilities of existing models are still limited [40,41], as also
highlighted in the critical review by Jamali et al. [5]. It has been
argued that key chemo-mechanical phenomena must be included into
the modelling to improve predictive capabilities [40–42]. In particular,
the aforementioned models do not explicitly simulate: (i) the reactive
transport of iron species in the pore space of concrete, (ii) the subse-
quent precipitation of iron species into rusts that blocks the pore space,
and (iii) the precipitation-induced pressure caused by the accumulation
of rust under confined conditions. The reactive transport of dissolved
iron species and their precipitation to rusts was modelled by Stefanoni
et al. [43], Furcas et al. [44] and Zhang and Angst [45], but the
corrosion-induced pressure and subsequent fracture have not yet been
investigated within this framework.

In this work, a mechanistic chemo-mechanical model for corrosion-
induced cracking in reinforced concrete is presented to fill this impor-
tant gap. That is, unlike previous corrosion-induced cracking models,
the growth of precipitates from the steel surface is not implicitly
assumed but explicitly resolved by a simplified model of reactive trans-
port and precipitation of dissolved iron species in the concrete pore
space. Moreover, an eigenstrain model is adopted to capture the pres-
sure buildup resulting from the accumulation of precipitates and this
is coupled with a phase-field description of quasi-brittle fracture that
incorporates the role of cracks in enhancing the transport of iron ions.
The theoretical chemo-mechanical framework is implemented using the
finite element method and the predictive capabilities of the coupled
numerical model are demonstrated by simulating corrosion-induced
cracking under mildly accelerated conditions.

2. Theory and computational framework

We shall begin the formulation of our theory by describing the key
chemo-mechanical mechanisms underlying corrosion-induced cracking,
including a discussion on existing approaches for capturing such phe-
nomena and on how these phenomena are incorporated into our model
(Section 2.1). Then, in Section 2.2, the reactive transport model for
dissolved Fe2+ and Fe3+ ions is presented. This is followed by a descrip-
tion of the precipitation eigenstrain model (Section 2.3). Section 2.4
presents the coupled phase-field fracture formulation, including the
definition of the damage-dependent diffusivity tensor. And this part of
the manuscript concludes with an overview of the governing equations
of the theory and a brief description of the numerical implementation
(Section 2.5).

Notation. Scalar quantities are denoted by light-faced italic letters,
e.g. 𝜙, Cartesian vectors by upright bold letters, e.g. 𝐮, and Cartesian
second- and higher-order tensors by bold italic letters, e.g. 𝝈. The
symbol 𝟏 represents the second-order identity tensor while 𝑰 corre-
sponds to the fourth-order identity tensor. Inner products are denoted
by a number of vertically stacked dots, where the number of dots
corresponds to the number of indices over which summation takes
place, such that 𝝈 ∶ 𝜺 = 𝜎𝑖𝑗𝜀𝑖𝑗 . Finally, 𝛁𝑐 denotes gradient of scalar
variable 𝑐 with respect to spatial coordinate x and 𝛁⋅𝝈 is the divergence
of tensor 𝝈.
2

v

2.1. Mechanism of corrosion-induced cracking and its current modelling

As shown in Fig. 1, after the initiation of corrosion, the corrosion-
induced cracking process of reinforced concrete structures is divided
into three main stages: (a) the transport of iron species and their
precipitation, (b) the fracture of concrete due to precipitation-induced
pressure, and (c) the widening of cracks, which results in enhanced
ionic transport through the crack network, and eventually leads to the
delamination/spalling of the concrete cover. Our modelling approach
to each of these stages is discussed below.

2.1.1. Transport of Fe2+ and Fe3+ through the concrete matrix and their
precipitation

Concrete provides a protective cover to the embedded steel. There
are two levels of protection. Firstly, concrete provides a natural barrier
to substances causing the corrosion of embedded steel. Secondly, the
concrete environment is strongly alkaline with a pH between 12.5 and
13.5 [46], which leads to the formation of a nanometre-thick protective
semiconductive layer around the steel surface. This protective layer can
be disrupted by various phenomena — typically (i) carbonation caused
by carbon dioxide gradually penetrating concrete, changing the pH in
the process, and (ii) chloride ions causing a localised breakdown of the
passive layer. In both cases, a sufficiently high content of the relevant
species needs to be transported to the steel surface before corrosion
begins.

This period is traditionally referred to as the initiation phase of
corrosion, which is followed by a propagation phase, where an anodic
corrosion current density appears on the anodic sites of the steel
surface. The electro-chemical process during the propagation stage
is quite complex, involving a number of intermediate products, see
for instance Furcas et al. [44] for further information and reference.
Nevertheless, some key processes can be identified. On anodic sites,
atoms of iron are oxidised to Fe2+ ions and released from the steel
urface. Then, ferrous ions are transported deeper into the concrete
ore space (not purely as charged particles but in the form of complex
hemical substances). The transport of Fe2+ is facilitated by diffusion,
lectromagnetic migration and advection. Fe2+ ions precipitate to fer-
ous rusts (denoted as Fe2+𝑋 in Fig. 1) after reaching a saturation
oncentration, and they are oxidised to Fe3+ if there is sufficient oxygen
upply. Fe3+ ions are also transported in the form of complex chemical
ubstances and precipitate to ferric rusts (Fe3+𝑌 in Fig. 1) after reaching
he saturation concentration. For a pH of 8.5, the solubilities of Fe2+

nd Fe3+ are respectively 10−3 M and 10−10 M [42], where M denotes
olarity (moles per L of solution); i.e., the precipitation of Fe3+ ions

s favoured relative to that of Fe2+. Also, the concentration of Fe2+

s constantly diluted by the oxidation to Fe3+. The ratio of dissolved
e2+ and Fe3+ and the distribution of their precipitates were found
o depend on the corrosion current density [43]. The computational
tudies of Stefanoni et al. [43] and Zhang and Angst [45] showed that
n chloride-free carbonated concrete under natural corrosion currents,
oncentrations of both dissolved and precipitated Fe2+ are significantly
ower than of Fe3+ and that dissolved iron species can travel for
ignificant distances (millimetres) before precipitating. However, under
he high corrosion currents typical of accelerated corrosion tests, the
ate of released Fe2+ is so high that it quickly reaches the saturation
oncentration in the close vicinity of the steel surface, blocking the
ransport of Fe2+ further into the concrete pore space. These theoretical
esults are also supported by experimental study of Zhang et al. [47]
ho found out that the total content of well-oxidised ferric hydroxyl
xides (specifically 𝛼−, 𝛽− and 𝛾−FeO(OH)) significantly decreases with
ncreasing applied corrosion current density compared to the content of
oorly oxidised FeO and Fe3O4.

Existing models generally assume that rust grows directly from
he steel surface. This is a sensible assumption when modelling im-
ressed current tests, where corrosion is accelerated by applying a

ery high corrosion current density, often in the order of hundreds



Construction and Building Materials 393 (2023) 131964E. Korec et al.

t
o
S
t
a
c
s
O
p
i
o
[
h
A
t
(
o
(
(

Fig. 1. Schematic illustration of the various stages and phenomena involved in the evolution of corrosion-induced cracking in reinforced concrete.
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of μA∕cm2 [43,48]. However, under the low current densities relevant
o natural conditions, corrosion products can form in the pore space
f concrete as far as several mm away from the steel surface [43].
ome of the currently available models (e.g., Michel et al. [32]) at-
empt to compensate for this discrepancy by introducing a corrosion
ccommodating region (CAR) located in close vicinity of steel, which
an accommodate initially formed corrosion products in a stress-free
tate until its saturation, thus delaying the build-up of the rust layer.
ther authors have simulated the transport of corrosion products into
orosity as a convective diffusion problem [25] or as the flow of
ncompressible fluid [13]. Even though the transport and evolution
f Fe2+ and Fe3+ in concrete has been simulated by Stefanoni et al.
43], to the best of our knowledge, the modelling of these phenomena
as not yet been considered in any corrosion-induced cracking model.
s described below, we build upon the standard model for reactive

ransport in porous media (see, e.g., Ref. [49]) to explicitly resolve:
i) the transport of Fe2+ through the concrete matrix, (ii) the oxidation
f Fe2+ to Fe3+, (iii) the transport of Fe3+ through the concrete matrix,
iv) the precipitation of Fe2+ and Fe3+ in the concrete pore space, and
v) the clogging of the pore space by precipitates (rusts).
3

t

.1.2. Fracture of concrete due to precipitation-induced pressure
When Fe2+ ions and Fe3+ ions precipitate, the resulting rusts have

significantly lower density than original iron, typically by 3–6 times
42], which allows them to quickly fill concrete pores. Since precipi-
ates are forced to grow under confined conditions in the pore space,
hey exert pressure on the surrounding concrete matrix. This gradually
ncreasing pressure is arguably the key driving mechanism of corrosion-
nduced cracking in its early stages [40,42]. This mechanism is likely
imilar to the one governing salt damage in porous materials [50–56].
he precise governing mechanism in later stages, when the majority of
he surrounding pore space is filled with rusts, remains unclear. It is
ikely influenced by the porosity of the cement paste and cracks, which
an facilitate the transport of Fe2+ and Fe3+ away from the steel surface,
educing the local amount of rusts accumulated at the steel–concrete
nterface in the process.

Existing models typically consider an expansion coefficient to ac-
ount for the density mismatch between rusts and steel. A fixed value
s commonly assumed, regardless of the corrosion current density, and
his value is obtained by fitting data from highly accelerated corrosion

ests. However, this approach compromises the predictive capabilities
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of the models in the regime of natural corrosion currents, as the compo-
sition and distribution of rusts change with the corrosion current. The
pressure on concrete induced by accumulating rusts is commonly ac-
counted for by either expanding the rebar (e.g., via a thermal expansion
analogy [32,57]) or by prescribing on the rebar boundary a suitable
displacement field [16,38,39,58] or internal pressure [59]. However,
all these strategies implicitly assume that the precipitates grow directly
from the steel surface and that the fracture is driven by the growth of
the corrosion layer surrounding the steel rebar. This contrasts with the
fact that corrosion products can precipitate even millimetres away from
the steel surface [43] and that the initial corrosion-induced fracture
is supposedly driven by the accumulation of precipitates in pores
surrounding steel. Even if a corrosion accommodating region (CAR)
is considered, the accumulation of rusts in CAR is considered stress-
free. The proposed model aims at overcoming these shortcomings and
developing a framework capable of predicting corrosion-induced crack-
ing for natural corrosion conditions. This is achieved by incorporating
two key elements into the modelling: (i) the pressure build-up due
to the precipitation of ferrous and ferric ions, and (ii) the nucleation
and growth of cracks due to the resulting stress state. The former is
introduced into our theory by means of an eigenstrain. This strategy has
been successfully employed by Krajcinovic et al. [60] and Basista and
Weglewski [61,62] to simulate sulphate attack on concrete. The eigen-
strain approach has also been used by Evans et al. [63,64] to describe
reaction-driven cracking in rocks due to olivine hydration/carbonation.
Thus, an eigenstrain-based model is formulated for the precipitation of
corrosion products, which should provide a sound description of the
underlying physics of the early propagation phase of corrosion-induced
cracking (see Fig. 1). Regarding the fracture process, this is captured by
means of a phase-field fracture model [65–67]. Phase-field models have
gained remarkable popularity in recent years due to their numerical
robustness and ability to capture complex cracking phenomena of arbi-
trary complexity (see, e.g. [20,68–70] and Refs. therein). In particular,
given the quasi-brittle nature of concrete [71], we build our model
upon the phase-field fracture model of Wu and co-workers [72,73]
(see Appendix A for a numerical comparison with other approaches,
illustrating its ability to predict quasi-brittle behaviour).

2.1.3. Sustained cracking and spalling, with enhanced transport of chemical
species through cracks

When cracks appear, they become a preferred pathway for the
transport of new Fe2+ ions and are thus filled preferentially instead
of the local pore space, which reduces the build-up of precipitation
pressure in these regions. Once cracks reach the concrete surface,
depending on the humidity of surrounding environment, the corrosion
process can be accelerated because the necessary substances such as
oxygen, moisture or chlorides can be easily transported to the steel bar
from the concrete surface through the cracks (see Fig. 1). However,
cracks also get gradually blocked by precipitates.

Some models have aimed at incorporating the influence of cracks
on the distribution of precipitates and induced pressure by modelling
the transport of rusts from the steel surface. In the model of Fahy et al.
[13], the transport of corrosion products away from the steel surface is
assumed to be analogous to the flow of viscous fluid. Ožbolt et al. [25]
consider the transport of rust to be a convective diffusion problem. Tran
et al. [16] assume that cracks can accommodate a certain volume of
corrosion products so that the corrosion-induced pressure is reduced.
However, to our best knowledge, explicit modelling of transport and
precipitation of Fe2+ and Fe3+, and their interplay with cracking, have
ot yet been accounted for in existing models. The enhancement of
iffusivity facilitated by micro-cracks and cracks is here captured by
dopting a damage-dependent diffusivity tensor, building upon the
ork by Wu and De Lorenzis [74]. Other strategies have also been
resented to capture the diffusion-fracture interplay, such as penalty
4

pproaches [75].
.2. Reactive transport model

.2.1. Representative volume element (RVE) and primary fields
Consider the representative volume element (RVE) of concrete (at

he vicinity of corroding steel) depicted in Fig. 2. The RVE of concrete
onsists of a volume 𝑉𝑠 occupied by solid matrix with porosity 𝑝0.
oncrete is idealised to be fully saturated with its porosity 𝑝0 =
𝑉 − 𝑉𝑠)∕𝑉 divided between liquid pore solution and iron precipitates
rusts), which are generated by the sequence of chemical reactions from
e2+ and Fe3+ ions.

The distribution of liquid pore solution and rusts is described by the
iquid volume fraction 𝜃𝑙 = 𝑉𝑙∕𝑉 and the precipitate volume fraction
𝑝 = 𝑉𝑝∕𝑉 , respectively, while the distribution of Fe2+ and Fe3+ is
escribed in terms of their concentrations 𝑐𝐼𝐼 and 𝑐𝐼𝐼𝐼 , with units of
ol per cubic metre of liquid pore solution. It is assumed that the

olume of the solid concrete matrix is not changing in time and thus the
vailable porosity 𝑝0 remains constant too. This facilitates the definition
f a precipitate saturation ratio as 𝑆𝑝 = 𝜃𝑝∕𝑝0.

The reactive transport problem is solved on a concrete domain 𝛺𝑐 ,
epicted in Fig. 3. The boundaries of the concrete domain are the outer
oundary 𝛤 and the boundary of steel rebar 𝛤 𝑠. Here, 𝐧(𝐱) denotes an
utward-pointing vector normal to 𝛤 ∪ 𝛤 𝑠. The primary fields for the
eactive transport model are

𝐼𝐼 (𝐱, 𝑡) ∈ A = {∀𝑡 ≥ 0 ∶ 𝑐𝐼𝐼 (𝐱, 𝑡) ∈ 𝑊 1,2(𝛺𝑐 )} (1)

𝐼𝐼𝐼 (𝐱, 𝑡) ∈ B = {∀𝑡 ≥ 0 ∶ 𝑐𝐼𝐼𝐼 (𝐱, 𝑡) ∈ 𝑊 1,2(𝛺𝑐 )} (2)

𝑝(𝐱, 𝑡) ∈ C = {∀𝑡 ≥ 0 ∶ 𝜃𝑝(𝐱, 𝑡) ∈ 𝑊 1,2(𝛺𝑐 )} (3)

here 𝑊 1,2(𝛺𝑐 ) is the Sobolev space consisting of functions with
quare-integrable weak derivatives. For 𝑐𝐼𝐼 (𝐱, 𝑡), in addition to a Dirich-
et type boundary condition, a Neumann type boundary condition
escribing the flux of Fe2+ from the corroding steel surface is prescribed
n the steel boundary 𝛤 𝑠. The formulation of this boundary condition
s introduced further in this section. Let us remark that the pore space
f concrete is simplified here to be fully saturated with water, at least
n the close vicinity of the rebar. This assumption is presumed to
e particularly sensible for well-cured concrete samples in laboratory
onditions, which are constantly kept wet. It should be emphasised
hat the analysis of in-situ structures would require reflecting the
ariable water saturation caused by periodic wetting and drying cycles,
hich is the goal of an ongoing research. Assuming full saturation, the
olume fraction of pore solution 𝜃𝑙 can be calculated directly from the
recipitate volume fraction 𝜃𝑝 as 𝜃𝑙 = 𝑝0 − 𝜃𝑝. This means that growing
recipitates are presumed to push the required liquid volume fraction
f pore solution out of the pores immediately.

.2.2. Governing equations of reactive transport
Assuming small deformations, we can neglect the velocity of the

olid concrete matrix and derive the transport equations for Fe2+, Fe3+
nd precipitates (rusts) from the condition of mass conservation. The
esulting transport equation reads

𝜕𝜌𝛼
𝜕𝑡

+ 𝛁 ⋅
(

𝜌𝛼𝐯𝛼
)

= 𝑀𝛼𝜃𝑙𝑅𝛼 in 𝛺𝑐 , 𝛼 = 𝐼𝐼, 𝐼𝐼𝐼, 𝑝 (4)

where 𝜌𝛼 is the averaged density of species 𝛼 calculated with respect to
the whole RVE, 𝐯𝛼 is the velocity of species 𝛼 and 𝑀𝛼 is the molar
mass of species 𝛼. 𝑅𝛼 describes the resulting rate of the chemical
transformation of 𝛼 summing the production and consumption effects
of all the chemical reactions that 𝛼 is undergoing. In Eq. (4), the term
𝜌𝛼𝐯𝛼 can also be expressed as

𝜌 𝐯 = 𝜌 𝐯 + 𝐉 (5)
𝛼 𝛼 𝛼 𝑙 𝛼
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Fig. 2. Schematic illustration of a Representative Volume Element (RVE) of concrete at the vicinity of corroding steel, highlighting the relevant phases.
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Fig. 3. Graphical illustration of the domain and relevant variables for the
hemo-mechanical problem.

here 𝜌𝛼𝐯𝑙 is the flux caused by the flow of 𝛼 with liquid (advection)
and 𝐉𝛼 is the additional flux caused by the transport of 𝛼. Substituting
(5) into (4), we get

𝜕𝜌𝛼
𝜕𝑡

+ 𝛁 ⋅
(

𝜌𝛼𝐯𝑙 + 𝐉𝛼
)

= 𝑀𝛼𝜃𝑙𝑅𝛼 in 𝛺𝑐 (6)

he averaged density 𝜌𝛼 can be expressed based either on the volume
raction 𝜃𝛼 or concentration 𝑐𝛼 as

𝜌𝛼 = 𝜃𝛼𝜌𝛼 = 𝜃𝑙𝑀𝛼𝑐𝛼 (7)

ith 𝜌𝛼 being the intrinsic density of species 𝛼 with respect to its
olume in RVE. Since the precipitates are considered to be immobile
i.e., their total flux is zero) and 𝜌𝑐 is assumed to be constant both in
ime and space, we can substitute (7) into (6) and obtain
𝜕𝜃𝑝
𝜕𝑡

=
𝑀𝑝

𝜌𝑝
𝜃𝑙𝑅𝑝 in 𝛺𝑐 (8)

Contrarily to immobile precipitates, Fe2+ and Fe3+ ions can be trans-
orted through the pore space of concrete by advection, diffusion,
hemical activity-related movement and electromagnetic migration.
iffusion is assumed to be the dominant phenomenon in the transport
f iron ions (as in Refs. [43,45]) and thus the one modelled here. In
ore solution, Fick’s law reads

= −𝑀 𝑫 ⋅ ∇𝑐 , 𝛼 = 𝐼𝐼, 𝐼𝐼𝐼 (9)
5

𝛼 𝛼 𝛼 𝛼
here 𝑫𝛼 is the second-order diffusivity tensor of species 𝛼. However,
ince we consider transport in a porous medium and not only the
ore solution, the diffusion-driven flux term (9) needs to be scaled
dequately. This problem has been the subject of many studies, which
pproached it in different ways. For example Baroghel-Bouny et al. [76]
roposed to introduce a saturation ratio-dependent diffusivity which
eeds to be fitted experimentally. Alternatively, Marchand et al. [49]
dopted an integral averaging procedure [77], which is based on the
veraging of the transport equation in pore solution over the RVE of the
orous material. Thus, as Marchand et al. [49], we write the resulting
iffusion term as

𝛼 = −𝑀𝛼𝜃𝑙𝑫𝛼 ⋅ ∇𝑐𝛼 , 𝛼 = 𝐼𝐼, 𝐼𝐼𝐼 (10)

he effects of the geometry of the pore space and variation of the
ross-section of pores can also be considered by multiplying (10) by ad-
itional factors reflecting constrictivity and tortuosity of the pore space,
s done by Zhang and Angst [45]. Here, the effects of constrictivity and
ortuosity are introduced via 𝑫𝛼 . We will adopt (10) as the expression
or diffusion-driven flux in porous media and substitute it into (6). If the
elocity of liquid 𝐯𝑙 and thus the flux related to advection is neglected,
e obtain

𝜕
(

𝜃𝑙𝑐𝛼
)

𝜕𝑡
− 𝛁 ⋅

(

𝜃𝑙𝑫𝛼 ⋅ ∇𝑐𝛼
)

= 𝜃𝑙𝑅𝛼 in 𝛺𝑐 , 𝛼 = 𝐼𝐼, 𝐼𝐼𝐼 (11)

2.2.3. Considered chemical reactions
In order to evaluate reaction terms 𝑅𝐼𝐼 , 𝑅𝐼𝐼𝐼 and 𝑅𝑝 and the

boundary condition describing the rate of production of the ferrous ions
on the steel surface, let us consider the following system of chemical
reactions:

2Fe + O2 + 2H2O → 2Fe2+ + 4OH− (12)

4Fe2+ + O2 + 2H2O → 4Fe3+ + 4OH− (13)

Fe3+ + 3OH− → FeO(OH) + H2O (14)

Firstly, Fe2+ ions are released from the corroding steel surface because
of the electrochemical reaction, as described by (12). Corrosion is
assumed to be uniform along the steel surface, such that cathodic
and anodic reactions proceed over the entire surface with the same
corrosion current density 𝑖𝑎. Since the focus of this study is on the
modelling of the corrosion-induced cracking and not predicting the
corrosion current density, the latter is taken as an input parameter

2+ 3+
to the model. Then, by reaction (13), Fe ions are oxidised to Fe



Construction and Building Materials 393 (2023) 131964E. Korec et al.

w
i
p
t
h
c
s
o
I
t
i

2

t
o
e
r
e
a
b

𝑅

w
S
u

𝑅

B

𝑅

T
f

𝐽

w
𝑧
(
s
(

2

s
a
t

∇
p

𝜺

T
e

𝝈

c

c

𝜀

e

𝜺

w
o

a

𝜺

ions. The possibility and rate of this reaction depend on the avail-
ability of oxygen. Its transport is not simulated in this model and a
constant oxygen concentration is assumed instead. This simplification
is introduced merely to reduce the complexity of the model at the
current stage of research. A parametric study on the influence of oxygen
concentration (discussed in Appendix C) suggests that unless oxygen is
nearly depleted (so that the reaction stops), its concentration does not
significantly affect the reaction rate and the resulting concrete damage.
It seems reasonable to assume that oxygen will not be entirely depleted
during the early propagation phase as there is experimental evidence
that even in water-submerged conditions, oxygen in concrete is not
entirely depleted in years or even decades [78].

Finally, reaction (14) leads to the precipitation of Fe(OH)3 or other-
ise FeO(OH)+H2O, which is assumed to be the final corrosion product

n this model. Since the focus is on natural corrosion conditions, the
recipitation of Fe2+ is neglected. This assumption is supported by
he results of Stefanoni et al. [43] and Zhang and Angst [45], who
ave shown that in carbonated chloride-free concrete under natural
orrosion currents, the rate of precipitation of Fe2+ is significantly
lower than that of Fe3+. Moreover, it is known that the presence
f chloride ions seriously hinders the precipitation of Fe2+ [44,79].
n addition, it should be emphasised that reactions (12)–(14) consti-
ute a simplification of a very complex system of reactions, see for
nstance Furcas et al. [44].

.2.4. Reaction rates
The rate law for reactions (13)–(14) is often considered to be of

he form 𝑅 = 𝑘𝑟𝑐
𝑋1
𝛼1 𝑐

𝑋2
𝛼2 ...𝑐

𝑋𝑁
𝛼1 , where 𝑐𝛼1 , 𝑐𝛼2 ...𝑐𝛼𝑁 are the concentrations

f reactants and 𝑘𝑟 is the rate constant, which has to be measured
xperimentally, as is the case with the exponents 𝑋𝑖 [80]. Here, the
ate law for reaction (13) is defined based on the work by Stefanoni
t al. [43] and Zhang and Angst [45]. Thus, for a pH higher than
pproximately 8, the reaction rate is independent of pH [81] and can
e written as

𝐼𝐼 = −𝑘𝐼𝐼→𝐼𝐼𝐼
𝑟 𝑐𝐼𝐼 𝑐𝑜𝑥 (15)

here 𝑐𝑜𝑥 is the concentration of oxygen dissolved in the pore solution.
ince the rate law for the precipitation of Fe3+ (reaction (14)) is
nknown, we estimate

𝑝 = 𝑘𝐼𝐼𝐼→𝑝
𝑟 𝑐𝐼𝐼𝐼 (16)

ased on (15) and (16), the rate of reaction (13) can be calculated as

𝐼𝐼𝐼 = −𝑅𝐼𝐼 − 𝑅𝑝 = 𝑘𝐼𝐼→𝐼𝐼𝐼
𝑟 𝑐𝐼𝐼 𝑐𝑜𝑥 − 𝑘𝐼𝐼𝐼→𝑝

𝑟 𝑐𝐼𝐼𝐼 (17)

he boundary condition on 𝛤 𝑠 describing the influx of Fe2+ released
rom the steel surface according to reaction (12) reads

𝐼𝐼 = −𝐧 ⋅
(

−𝑫𝐼𝐼 ⋅ ∇𝑐𝐼𝐼
)

(18)

The inward flux 𝐽𝐼𝐼 can also be related to Faraday’s law as

𝐽𝐼𝐼 =
2𝑖𝑎
𝑧𝑎𝐹

(19)

here 𝑖𝑎 is the corrosion current density, 𝐹 is the Faraday constant and
𝑎 = 2 stands for the number of electrons exchanged in anodic reaction
12) per one atom of iron. The factor of two multiplying the right-hand
ide of (19) results from the stoichiometry of the corrosion reaction
12).

.3. Precipitation eigenstrain

Due to its simplicity and numerical robustness, the macroscopic
tress resulting from the precipitation products is incorporated through
n eigenstrain 𝜺⋆, which is derived from micromechanical considera-
6

ions [60,82]. In the absence of damage, the small strain tensor 𝜺 =
𝑠𝐮 = (∇𝐮 + (∇𝐮)𝑇 )∕2 can be additively decomposed into the elastic
art 𝜺𝑒 and the precipitation eigenstrain 𝜺⋆, such that

= 𝜺𝑒 + 𝜺⋆ (20)

he Cauchy stress can then be readily estimated using the fourth-order
lastic stiffness tensor 𝑒 as

= 𝑒 ∶ (𝜺 − 𝜺⋆) (21)

Inspired by the analytical result of Coussy [53] for isothermal
onditions, a linear dependence of 𝜺⋆ on the precipitate saturation ratio
𝑆𝑝 = 𝜃𝑝∕𝑝0 is assumed, such that

𝜺⋆ = 𝜀⋆𝟏 = 𝑓 (𝑆𝑝, 𝜙,…)𝟏 ≈ 𝐶𝑆𝑝𝟏 (22)

where 𝐶 is a positive constant, to be defined. More complex eigenstrain
functions 𝑓 (𝑆𝑝, 𝜙,…) can be considered; for example, to capture the
influence of pore size or to define a threshold for 𝑆𝑝, below which rust
can be accommodated in the pores stress-free. Regarding 𝐶, we assume
that it is proportional to the volumetric strain 𝜀𝑣 resulting from the
geometrically unconstrained precipitation of dissolved Fe3+. This strain
an be calculated as

𝑣 =
𝜐𝑝

(1 − 𝑟0)𝜐𝐼𝐼𝐼
− 1 =

𝜌𝐼𝐼𝐼𝑀𝑝

(1 − 𝑟0)𝜌𝑝𝑀𝐼𝐼𝐼
− 1 (23)

where 𝜐𝛼 = 𝑀𝛼∕𝜌𝛼 is the molar volume and 𝑟0 is the porosity of rusts.
Now, let us firstly calculate the eigenstrain 𝜺⋆⋆ = 𝜀⋆⋆𝟏 assuming that
rusts have the same mechanical properties as the surrounding concrete
matrix. Since concrete is considered to be isotropic, we can write

𝜺⋆⋆ = 1
3
𝜀𝑣𝑆𝑝𝟏 (24)

We then follow Krajcinovic et al. [60] and incorporate a correction
factor in Eq. (24) to account for the material property mismatch be-
tween rust and concrete. The approach follows the equivalent inclusion
analysis by Mura [82], and in particular the case of the spherical in-
clusion. Thus, assuming that the inhomogeneity is sufficiently far from
the boundary to be unaffected by surface tractions 𝐭, the precipitation
igenstrain reads

⋆ =
3(1 − 𝜈)𝐾𝑝

(1 + 𝜈)𝐾𝑝 + (2 − 4𝜈)𝐾
𝜺⋆⋆ (25)

here 𝐾 is the bulk modulus of concrete and 𝐾𝑝 is the bulk modulus
f iron precipitates (rusts). 𝐾 and 𝐾𝑝 are calculated as 𝐾𝑖 = 𝐸𝑖∕(3(1 −

2𝜈𝑖)), where 𝐸𝑝 and 𝜈𝑝 respectively denote the Young’s modulus and
the Poisson’s ratio of iron precipitates (rusts), and 𝐸 and 𝜈 are the
associated counterparts for a rust-filled concrete. It remains to consider
that the pores in which rusts can accumulate represent a significant
part of the total volume of concrete. Thus, the mechanical properties
of rust-filled regions of concrete must be a function of the precipitate
volume fraction 𝜃𝑝, and the mechanical properties of rust-free concrete
(𝐸𝑐 , 𝜈𝑐) and rust (𝐸𝑝, 𝜈𝑝). Making use of the rule of mixtures,

𝐸 = (1 − 𝜃𝑝)𝐸𝑐 + 𝜃𝑝𝐸𝑝, 𝜈 = (1 − 𝜃𝑝)𝜈𝑐 + 𝜃𝑝𝜈𝑝 (26)

nd thus the precipitation eigenstrain 𝜺⋆ is given by

⋆ = 𝐶𝑆𝑝𝟏, with 𝐶 =
(1 − 𝜈)𝐾𝑝

(1 + 𝜈)𝐾𝑝 + (2 − 4𝜈)𝐾

( 𝜌𝐼𝐼𝐼𝑀𝑝

(1 − 𝑟0)𝜌𝑝𝑀𝐼𝐼𝐼
− 1

)

(27)

2.4. Phase-field description of precipitation-induced cracks

2.4.1. A generalised structure
A general formulation of phase-field fracture accounting for pre-

cipitation eigenstrain is first presented. Of interest is the nucleation
and growth of cracks in a concrete domain 𝛺𝑐 ⊂ R𝑑 , 𝑑 = 2, 3 (see
Fig. 4), where 𝑑 is the geometrical dimension of the problem. The
domain 𝛺𝑠 ⊂ R𝑑 corresponds to the steel rebars. The boundary of the
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Fig. 4. Graphical illustration of the domain and relevant variables for the
eformation-fracture problem.

oncrete domain 𝛺𝑐 is 𝛤 ∪ 𝛤 𝑠, where 𝛤 𝑠 is the boundary with steel
rebars and 𝛤 is an outer concrete boundary. The boundary 𝛤 can be
decomposed into 𝛤 = 𝛤 𝑢∪𝛤 𝑡, where 𝛤 𝑢 is the portion of boundary with
prescribed displacements 𝐮(𝐱) and 𝛤 𝑡 is the portion of boundary where
tractions 𝐭(𝐱) are prescribed. The outward-pointing normal vector to
𝛤 ∪𝛤 𝑠 is 𝐧(𝐱) and 𝐛(𝐱) denotes a prescribed volume force vector acting
n 𝛺 = 𝛺𝑐 + 𝛺𝑠. The primary (unknown) fields are the displacement

components

𝐮(𝐱, 𝑡) ∈ U = {∀𝑡 ≥ 0 ∶ 𝐮(𝐱, 𝑡) ∈ 𝑊 1,2(𝛺)𝑑 ;𝐮(𝐱, 𝑡) = 𝐮(𝐱, 𝑡) in 𝛤 𝑢} (28)

and the phase-field variable

𝜙(𝐱, 𝑡) ∈ P

= {∀𝑡 ≥ 0 ∶ 𝜙(𝐱, 𝑡) ∈ 𝑊 1,2(𝛺𝑐 ); 0 ≤ 𝜙(𝐱, 𝑡) ≤ 1 in 𝛺𝑐 ; 𝑡1 ≤ 𝑡2 ⟹ 𝜙(𝐱, 𝑡1) ≤ 𝜙(𝐱, 𝑡2)}
(29)

here 𝑊 1,2(𝛺𝑐 )𝑑 is the Cartesian product of 𝑑 Sobolev spaces 𝑊 1,2(𝛺𝑐 )
onsisting of functions with square-integrable weak derivatives. The
hase-field variable characterises the current state of damage and can
e transformed into the degradation function 𝑔(𝜙) ∈ S = {𝑔(𝜙) ∈
1,2(𝛺𝑐 ); 0 ≤ 𝑔(𝜙) ≤ 1 in 𝛺𝑐}, which reflects the remaining integrity of

he material. The degradation function 𝑔 is expected to be decreasing
rom 1 for 𝜙 = 0, which corresponds to the initial undamaged material,
o 0 for 𝜙 = 1, which corresponds to the fully cracked material. The
teel domain 𝛺𝑠 is expected to remain elastic.

For elasto-damaged material, quasi-static conditions are assumed,
uch that the small strain tensor reads 𝜺 = ∇𝑠𝐮 = (∇𝐮 + (∇𝐮)𝑇 )∕2 and
he Cauchy stress tensor 𝝈 is given by

= 𝑔(𝜙)𝑒 ∶ (𝜺 − 𝜺⋆) (30)

Now, let us adopt the minimum total energy principle and formulate
he total energy functional 𝛱 of our phase-field fracture problem. The
otal energy functional reads

𝛱(𝐮, 𝜙) = 𝐸𝑠𝑡𝑑 (𝐮, 𝜙) + 𝐸𝑟𝑒𝑔(𝜙) +𝐷(𝜙𝑛, 𝜙) + 𝐵(𝐮) + 𝑇 (𝐮) (31a)

𝑠𝑡𝑑 (𝐮, 𝜙) =
1
2 ∫𝛺𝑐

𝑔(𝜙)(∇𝑠𝐮 − 𝜺⋆) ∶ 𝑐
𝑒 ∶ (∇𝑠𝐮 − 𝜺⋆)d𝑉

+ 1
2 ∫𝛺𝑠

∇𝑠𝐮 ∶ 𝑠
𝑒 ∶ ∇𝑠𝐮 d𝑉 (31b)

𝐸𝑟𝑒𝑔(𝜙) = ∫𝛺𝑐
𝜀𝑟𝑒𝑔(𝜙)d𝑉 = ∫𝛺𝑐

(1)𝓁2
‖∇𝜙‖2d𝑉 (31c)

𝐷(𝜙𝑛, 𝜙) =

⎧

⎪

⎨

⎪

⎩

∫𝛺𝑐

(

 (𝜙) −
(

𝜙𝑛
))

d𝑉 if 𝜙 ≥ 𝜙𝑛 in 𝛺𝑐

+∞ otherwise
(31d)

𝐵(𝐮) = − 𝐛 ⋅ 𝐮 d𝑉 (31e)
7

∫𝛺
𝑇 (𝐮) = −∫𝛤
𝐭 ⋅ 𝐮 d𝑆 (31f)

In (31), 𝑐
𝑒 and 𝑠

𝑒 are the fourth-order elastic stiffness tensor of
concrete and steel respectively. 𝑐

𝑒 and 𝑠
𝑒 are calculated as 𝑖

𝑒 = 𝜆𝑖𝟏⊗
𝟏 + 2𝜇𝑖𝑰 , where 𝜆𝑖 and 𝜇𝑖 are the Lamé constants of steel or concrete.
𝐷(𝜙𝑛, 𝜙) is the dissipation distance evaluating dissipation caused by the
cracking process changing phase-field from 𝜙𝑛 to 𝜙, where 𝜙𝑛 is the
previously reached phase-field distribution. In terms of the numerical
solution, 𝜙𝑛 is the phase-field distribution in the previous time step.
𝐵(𝐮) is the potential energy related to prescribed body forces and 𝑇 (𝐮) is
the potential energy related to prescribed surface tractions. The energy
stored in the system is given by 𝐸𝑠𝑡𝑑 (𝐮, 𝜙) + 𝐸𝑟𝑒𝑔(𝜙), where 𝐸𝑠𝑡𝑑 (𝐮, 𝜙)
is a standard term which is commonly used in damage mechanics and
𝐸𝑟𝑒𝑔(𝜙) is a regularisation term. The purpose of the regularisation term
𝐸𝑟𝑒𝑔(𝜙) in (31) is to ensure that the phase-field variable 𝜙 is smooth
over the process zone adjacent to the crack and to act as a localisa-
tion limiter. For this reason, 𝐸𝑟𝑒𝑔(𝜙) is constructed to depend on the
Cartesian norm of ∇𝜙 and damage distributions with high gradients are
thus disadvantageous for the considered physical system, as it strives
to minimise its total energy. In 𝐸𝑟𝑒𝑔(𝜙), 𝓁 is a characteristic phase field
length scale that governs the size of the process zone [83]. From a
numerical point of view, the implications of the non-locality of the
model is that mesh objective results can be attained if the characteristic
element length ℎ in the process zone is sufficiently small (5–7 times
smaller than 𝓁 [84]). The parameter (1) [J m−3] in 𝐸𝑟𝑒𝑔(𝜙) in (31) is
the density of energy dissipated by the complete failure process and it
should be understood as a scaling parameter of 𝐸𝑟𝑒𝑔(𝜙). The dissipation
density function (𝜙) also determines the dissipation distance 𝐷(𝜙𝑛, 𝜙)
(31d) and quantifies the irreversible energy density consumed by the
damage process. The infinity term in (31d) enforces the irreversibility
of damage evolution, i.e., ensures that the phase-field variable cannot
decrease in time.

According to the minimum total energy principle, we search for the
global minimum of the functional 𝛱 , defined in (31), if such a global
minimum exists. From functional analysis, the optimality condition re-
quires the first variation of 𝛱(𝐮, 𝜙) to be non-negative for all admissible
variations 𝛿𝐮 and 𝛿𝜙, where

𝛿𝐮(𝐱, 𝑡) ∈ V = {∀𝑡 ≥ 0 ∶ 𝛿𝐮(𝐱, 𝑡) ∈ 𝑊 1,2(𝛺)𝑑 ; 𝛿𝐮(𝐱, 𝑡) = 𝟎 in 𝛤 𝑢} (32)

𝛿𝜙(𝐱, 𝑡) ∈ W = {∀𝑡 ≥ 0 ∶ 𝛿𝜙(𝐱, 𝑡) ∈ 𝑊 1,2(𝛺𝑐 )} (33)

The weak formulation of our problem of mechanical fracture thus reads

𝛿𝛱(𝐮, 𝜙, 𝛿𝐮, 𝛿𝜙) = ∫𝑉
𝑔(𝜙)(𝛁𝑠𝐮 − 𝜺⋆) ∶ 𝑒 ∶ 𝛁𝑠𝛿𝐮 d𝑉

+ 1
2 ∫𝑉

d𝑔(𝜙)
d𝜙

𝛿𝜙(𝛁𝑠𝐮 − 𝜺⋆) ∶ 𝑒 ∶ (𝛁𝑠𝐮 − 𝜺⋆) d𝑉

+ 2∫𝑉
(1)𝓁2𝛁𝜙 ⋅ 𝛁𝛿𝜙 d𝑉 + ∫𝑉

d(𝜙)
d𝜙

𝛿𝜙 d𝑉

− ∫𝑉
𝐛 ⋅ 𝛿𝐮 d𝑉 − ∫𝑉

𝐭 ⋅ 𝛿𝐮 d𝑉 ≥ 0 ∀𝛿𝐮 ∈ V, 𝛿𝜙 ∈ W

(34)

t can be shown that if the solution (𝐮, 𝜙) that satisfies variational
nequality (34) is sufficiently regular/smooth, then it satisfies the set
f equations and inequalities in a strong form, which reads

⋅
(

𝑔(𝜙)𝑒 ∶ (𝛁𝑠𝐮 − 𝜺⋆)
)

+ 𝐛 = 0 in 𝛺𝑐 (35a)

−
d𝑔(𝜙)
d𝜙

1
2
(𝛁𝑠𝐮 − 𝜺⋆) ∶ 𝑒 ∶ (𝛁𝑠𝐮 − 𝜺⋆) + 2(1)𝓁2∇2𝜙 −

d(𝜙)
d𝜙

= 0

in 𝛺𝜙(𝑡) (35b)

−
d𝑔(𝜙)
d𝜙

1
2
(𝛁𝑠𝐮 − 𝜺⋆) ∶ 𝑒 ∶ (𝛁𝑠𝐮 − 𝜺⋆) + 2(1)𝓁2∇2𝜙 −

d(𝜙)
d𝜙

< 0

in 𝛺𝑐∖𝛺𝜙(𝑡) (35c)
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where ∇2𝜙 is the Laplacian operator and 𝛺𝜙 is the active part of the
damage zone, i.e., the part in which damage is growing, such that

𝛺𝜙(𝑡) =
{

𝐱 ∈ 𝛺𝑐 ;
d𝜙(𝐱, 𝑡)

d𝑡
> 0

}

(36)

The governing Eqs. (35) are accompanied by the following boundary
conditions

𝐮 = 𝐮 in 𝛤 𝑢 (37a)

𝝈 ⋅ 𝐧 = 𝐭 in 𝛤 𝑡 (37b)

𝜙 ⋅ 𝐧 = 0 in 𝛤 ∪ 𝛤 𝑠 (37c)

𝜙 ⋅ 𝐧 ≥ 0 in 𝛤𝜙 (37d)

ith 𝛤𝜙 being the boundary of 𝛺𝜙.
The inequality ((35)c) can be reformulated as a variational equality

o solve the system of equations without using ‘ad hoc’ solvers [72,73].
his is achieved by replacing the so-called crack driving force 𝐻 =

(𝛁𝑠𝐮 − 𝜺⋆) ∶ 𝑒 ∶ (𝛁𝑠𝐮 − 𝜺⋆)∕2 in (34) and (35) with

(𝑡) = max
𝑡∈⟨0,𝑇 ⟩

(

𝐻̃,𝐻(𝑡)
)

(38)

where the crack driving force history function (𝑡) calculates the
maximum value of the crack driving force 𝐻(𝑡) that has been reached
during the loading process, with 𝐻̃ being the threshold for damage
nucleation. Eq. (38) enforces damage irreversibility. Thus, the resulting
weak formulation can be stated as

𝛿𝛱(𝐮, 𝜙, 𝛿𝐮, 𝛿𝜙) = ∫𝑉
𝑔(𝜙)(𝛁𝑠𝐮 − 𝜺⋆) ∶ 𝑒 ∶ 𝛁𝑠𝛿𝐮 d𝑉 + ∫𝑉

d𝑔(𝜙)
d𝜙

𝛿𝜙(𝑡) d𝑉

+ ∫𝑉
2(1)𝓁2𝛁𝜙 ⋅ 𝛁𝛿𝜙 d𝑉 + ∫𝑉

d(𝜙)
d𝜙

𝛿𝜙 d𝑉

− ∫𝑉
𝐛 ⋅ 𝛿𝐮 d𝑉 − ∫𝑉

𝐭 ⋅ 𝛿𝐮 d𝑉 = 0 ∀𝛿𝐮 ∈ V, 𝛿𝜙 ∈ W

(39)

with the corresponding strong formulation being

𝛁 ⋅
(

𝑔(𝜙)𝑒 ∶ 𝛁𝑠𝐮 − 𝜺⋆
)

+ 𝐛 = 0 in 𝛺𝑐 (40a)
d𝑔(𝜙)
d𝜙

(𝑡) + 2(1)𝓁2∇2𝜙 −
d(𝜙)
d𝜙

= 0 in 𝛺𝑐 (40b)

which is complemented by the boundary conditions ((37)a)–((37)c).
The presented scheme can be generalised to existing phase-field frac-
ture models upon appropriate choices of dissipation density , degra-
dation function 𝑔(𝜙) and crack driving force history function 𝐻(𝑡).

.4.2. Particularisation to quasi-brittle fracture behaviour
Of interest here is to particularise the generalised formulation pre-

ented in the previous section to a phase-field fracture model that
imics the quasi-brittle behaviour of concrete. As showcased in Ap-
endix A, the so-called phase-field cohesive zone model (PF-CZM) by
u and co-workers [72,73] can capture the softening behaviour typical

f concrete-like materials. Thus, appropriate constitutive choices are
ade to particularise the generalised formulation presented above to a
F-CZM-based model for precipitation-induced cracking. The dissipa-

ion function is chosen to be [72]:

(𝜙) = (1)𝛼(𝜙) = (1)
(

2𝜙 − 𝜙2) (41)

or a one-dimensional problem, the final distribution of 𝜙 in the
ompletely cracked state can be solved analytically and its spatial dis-
ribution then determines the spatial distribution of dissipated energy
ensities (𝜙) and 𝜀𝑟𝑒𝑔(𝜙) from (31). The integral of (𝜙)+𝜀𝑟𝑒𝑔(𝜙) over
he damage zone then determines the energy consumed by the complete
ailure process and could be thus interpreted as fracture energy 𝐺𝑓 .
ased on these ideas, the fracture energy could be expressed as

= 𝜋𝐷(1)𝓁 (42)
8

𝑓

he crack driving force 𝐻(𝑡) and its threshold 𝐻̃ in (38) are then
efined as follows [73]

(𝑡) =
⟨𝜎̄1⟩

2

2𝐸
, 𝐻̃ =

𝑓 2
𝑡

2𝐸
(43)

where 𝑓𝑡 is the tensile strength and 𝜎̄1 is the maximum principal value
of the effective stress tensor 𝝈̄ = 𝑒 ∶ (𝜺−𝜺⋆). The positive part function
is defined as ⟨𝑥⟩ = (𝑥+ |𝑥|)∕2 and 𝐸 = 𝜆+2𝜇 is the elongation modulus.
q. (43) means that the onset of damage is controlled by the Rankine
riterion based on the maximum principal stress. Here, one should note
hat before the onset of damage, the effective stress 𝝈̄ is equal to the
ominal stress 𝝈, since 𝑔(0) = 1. Only tensile failure is considered
ere, hence the positive part operator. By taking the square of the
tress divided by the elastic modulus and multiplied by 1/2, we convert
he stress into the density of elastically stored energy, which is the
riginal definition of the crack driving force. However, this equivalence
olds only under uniaxial tension, if we use the Young modulus in this
onversion. Wu [73] used the elongation (oedometric) modulus, and so
he equivalence would hold under uniaxial strain.

Finally, the degradation function 𝑔(𝜙) is chosen in such a way
o as to match the required initial slope of the softening curve of
he considered stress–strain response and the required mode-I crack
pening at complete failure, the latter resulting from a well-defined
ohesive zone model with the chosen softening curve [72,85]. This
onsiders fracture as the process of separation of the material in the
ohesive zone located at the crack tip, with the crack opening resisted
y cohesive tractions. Based on these considerations, Wu [72] set

(𝜙) =
(1 − 𝜙)𝑝

(1 − 𝜙)𝑝 + 𝑎1𝜙(1 + 𝑎2𝜙 + 𝑎3𝜙2)
(44)

n which parameters 𝑝 ≥ 2, 𝑎1 > 0, 𝑎2 and 𝑎3 allow calibration of the
odel. Substituting (41)–(44) into (40), the governing equations of the
eformation-fracture problem read

𝛁 ⋅
(

𝑔(𝜙)𝑒 ∶ 𝛁𝑠𝐮 − 𝜺⋆
)

+ 𝐛 = 0 in 𝛺𝑐 (45a)

−1
2
d𝑔(𝜙)
d𝜙

(𝑡) + 𝓁
𝜋
𝐺𝑓∇2𝜙 −

𝐺𝑓

𝜋𝓁
(1 − 𝜙) = 0 in 𝛺𝑐 (45b)

he governing equations are accompanied by the set of boundary
onditions ((37)a)–((37)c). It remains to calibrate 𝑔(𝜙) by appropriately
hoosing 𝑝, 𝑎1, 𝑎2 and 𝑎3 in (44). For example, a particular choice
llows to recover the brittle phase-field fracture model of Bourdin
t al. [86]. Other choices lead to linear, hyperbolic or exponential
oftening laws [72]. For a quasi-brittle concrete considered in this
odel, commonly used softening curve by Cornelissen et al. [87] is

mployed. Wu [72] showed that the Hordijk–Cornelissen softening
urve can be approximated with the following choice of the parameters
f the degradation function 𝑔(𝜙):

1 =
4
𝜋
𝓁𝑖𝑟𝑤
𝓁

, 𝑎2 = 2𝛽2∕3𝑘 − 𝑝 − 1
2
, 𝑎3 =

{

1∕2𝛽2𝑤 − 𝑎2 − 1 if 𝑝 = 2
0 if 𝑝 > 2

(46)

In (46), 𝓁𝑖𝑟𝑤 = 𝐸𝐺𝑓∕𝑓 2
𝑡 is the Irwin internal length. The constants 𝛽𝑤

and 𝛽𝑘 are given by

𝑤 =
𝑤𝑐

𝑤𝑐,𝑙𝑖𝑛
, 𝑤𝑐,𝑙𝑖𝑛 =

2𝐺𝑓

𝑓𝑡
(47)

𝛽𝑘 =
𝑘0

𝑘0,𝑙𝑖𝑛
≥ 1, 𝑘0,𝑙𝑖𝑛 = −

𝑓 2
𝑡

2𝐺𝑓
(48)

where 𝑤𝑐 is the limit crack opening given by the chosen softening curve
and 𝑘0 is the initial slope of the selected softening curve. Ratios 𝛽𝑤 and
𝛽𝑘 then compare 𝑤𝑐 and 𝑘0 with the values of the parameters governing
the linear softening curve, 𝑤𝑐,𝑙𝑖𝑛 and 𝑘0,𝑙𝑖𝑛, respectively. Finally, the
Hordijk–Cornelissen softening curve is recovered by setting

𝑝 = 2, 𝑤𝑐 = 5.1361
𝐺𝑓 , 𝑘0 = −1.3546

𝑓 2
𝑡 (49)
𝑓𝑡 𝐺𝑓
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These choices deliver a length-insensitive phase-field fracture model,
provided that the phase field length scale chosen is sufficiently small
so as to ensure that 𝓁 ≤ min

(

8𝓁𝑖𝑟𝑤∕3𝜋, 𝐿∕100 ∼ 𝐿∕50
)

, where 𝐿 is
the characteristic length of the structure in the sense of its dominant
geometric proportions.

2.4.3. Damage-dependent diffusivity tensor
The role of fracture networks in enhancing the transport of ionic

species is captured by means of a second-order diffusivity tensor 𝑫𝛼 ,
ee Eq. (11). Cracks filled with pore solution facilitate diffusion rel-
tive to the surrounding concrete matrix and thus become preferable
ransport pathways for dissolved iron species. This directly influences
he distribution of precipitates because their accumulation is locally
lowed down if iron species can escape through adjacent micro-cracks
r cracks. Inspired by the work of Wu and De Lorenzis [74], we
alculate the product of liquid volume fraction and diffusivity tensor
n (11) as

𝑙𝑫𝛼 = 𝜃𝑙(1 − 𝜙)𝐷𝑚,𝛼𝟏 + 𝜙𝐷𝑐,𝛼𝟏, 𝛼 = 𝐼𝐼, 𝐼𝐼𝐼 (50)

here 𝐷𝑚,𝛼 is an isotropic diffusivity of the considered species in
oncrete. The parameter 𝐷𝑐,𝛼 controls the anisotropic diffusivity of the
racked material [74], and generally 𝐷𝑐 ≫ 𝐷𝑚. It should be noted
hat the original formulation of Wu and De Lorenzis [74] leads to an
nisotropic diffusivity tensor because the diffusivity is enhanced only
n the direction of the crack, i.e. perpendicular to the gradient of 𝜙.

However, in the proposed model, an isotropic diffusivity enhancement
is considered because it was found to be more numerically robust and
to better reflect the enhanced diffusivity of damaged concrete adjacent
to steel rebar before the full localisation of cracks.

2.5. Overview of the governing equations

We conclude the description of our theory by recalling its governing
equations:

𝛁 ⋅
(

𝑔(𝜙)𝑒 ∶ 𝛁𝑠𝐮 − 𝜺⋆
)

+ 𝐛 = 0 in 𝛺𝑐 (51a)

−1
2
d𝑔(𝜙)
d𝜙

(𝑡) + 𝓁
𝜋
𝐺𝑓∇2𝜙 −

𝐺𝑓

𝜋𝓁
(1 − 𝜙) = 0 in 𝛺𝑐 (51b)

𝜕
(

𝜃𝑙𝑐𝐼𝐼
)

𝜕𝑡
− 𝛁 ⋅

(

𝜃𝑙𝑫𝐼𝐼 ⋅ ∇𝑐𝐼𝐼
)

= 𝜃𝑙𝑅𝐼𝐼 in 𝛺𝑐 (51c)

𝜕
(

𝜃𝑙𝑐𝐼𝐼𝐼
)

𝜕𝑡
− 𝛁 ⋅

(

𝜃𝑙𝑫𝐼𝐼𝐼 ⋅ ∇𝑐𝐼𝐼𝐼
)

= 𝜃𝑙𝑅𝐼𝐼𝐼 in 𝛺𝑐 (51d)
𝜕𝜃𝑝
𝜕𝑡

=
𝑀𝑝

𝜌𝑝
𝜃𝑙𝑅𝑝 in 𝛺𝑐 (51e)

or the five primary field variables — displacement vector 𝐮, phase-
ield variable 𝜙, Fe2+ ions concentration 𝑐𝐼𝐼 , Fe3+ ions concentration
𝐼𝐼𝐼 , and precipitate volume fraction 𝜃𝑝. The governing equations (51)
re accompanied by boundary conditions

𝐮 = 𝐮 in 𝛤 𝑢 (52a)

∇𝜙 ⋅ 𝐧 = 0 in 𝛤 ∪ 𝛤 𝑠 (52b)

𝐧 ⋅
(

𝑫𝐼𝐼 ⋅ ∇𝑐𝐼𝐼
)

= 0 in 𝛤 ,𝐧 ⋅
(

𝑫𝐼𝐼 ⋅ ∇𝑐𝐼𝐼
)

=
2𝑖𝑎
𝑧𝑎𝐹

in 𝛤 𝑠 (52c)

⋅
(

𝑫𝐼𝐼𝐼 ⋅ ∇𝑐𝐼𝐼𝐼
)

= 0 in 𝛤 ∪ 𝛤 𝑠 (52d)

Eq. (51e) does not require any boundary condition because it does
ot contain any space derivatives. We solve the resulting system of
quations using the finite element method and discretising the domain
𝑐 ∪𝛺𝑠 with linear triangular elements. The phase-field variable is not

olved in the steel domain 𝛺𝑠 and steel is assumed to be linear elastic.
9
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Table 1
Model parameters: mechanical properties of concrete, based on the measurements by
Pedrosa and Andrade [89] and literature data.

Properties of concrete - 28 and 147 days cured samples

Parameter Value Unit Source

Compressive strength
𝑓𝑐,𝑐𝑢𝑏𝑒

37.5 & 54.7 MPa [89]

Tensile strength 𝑓𝑡 2.2 & 3.9 MPa [89]
Young’s modulus 𝐸𝑐 33 & 36 GPa [90]
Poisson’s ratio 𝜈𝑐 0.2 & 0.2 – [90]
Fracture energy 𝐺𝑓 95 & 114 N m−1 [91]

A staggered solution scheme is used [88]. The model is numerically
implemented using the finite element package COMSOL Multiphysics.1

3. Results

The ability of the theoretical and computational framework pre-
sented to capture experimental data and simulate corrosion-induced
cracking in complex scenarios is showcased by means of represen-
tative examples. First, the impressed current tests of Pedrosa and
Andrade [89] are modelled to benchmark surface crack width predic-
tions against their measurements (Section 3.1). Then, in Section 3.2,
the analysis is extended to boundary value problems involving multiple
rebars, to assess the model capabilities in capturing crack interac-
tion and the associated gradual delamination/spalling of the concrete
cover. Finally, a three-dimensional boundary value problem is simu-
lated in Section 3.3, to showcase the ability of the framework to address
large-scale studies of technological importance.

3.1. Model validation against the experiments by Pedrosa and Andrade
[89] and analysis

3.1.1. Choice of model parameters
The modelling framework takes as input parameters that have a

physical basis and can be independently measured. Thus, when pos-
sible, the magnitudes of the model parameters were taken from the
measurements by Pedrosa and Andrade [89]. For those properties for
which measurements were not conducted, parameter values are taken
from the literature. The mechanical properties of concrete are listed in
Table 1, for samples cured for both 28 and 147 days. The compressive
strength is taken from the cube samples measurements by Pedrosa and
Andrade [89] and the fracture energy is determined assuming crushed
aggregates in the formula of Bažant and Becq-Giraudon [91].

The remaining model parameters are given in Table 2. These are the
properties of rust, the transport properties of concrete and other rele-
vant chemical properties. There is some scatter within the mechanical
properties of rust reported in the literature. Two intermediate values
within the range reported by Zhao and Jin [92] are assumed for the
Young’s modulus and Poisson’s ratio of rust. The molar mass of rust is
estimated as the molar mass of FeO(OH)+H2O, the rust density is taken
as the density of 𝛽-FeO(OH) (Akaganeite), a commonly found rust in
chloride contaminated concrete, and the rust porosity 𝑟0 is taken to be
an intermediate value from those reported by Ansari et al. [93].

In regards to the transport properties of concrete, the initial (un-
damaged) concrete diffusivity (𝜃𝑙𝐷𝑚,𝐼𝐼 and 𝜃𝑙𝐷𝑚,𝐼𝐼𝐼 ) is estimated from
the known diffusivity of the species in water, assuming that the ratio
between the diffusivity in water and concrete is approximately the
same as for chloride ions. On the other side, the transport properties
through cracks (𝐷𝑐,𝐼𝐼 and 𝐷𝑐,𝐼𝐼𝐼 ) are estimated as the diffusivity in pore
solution, assuming that cracks are filled with water. The porosity of

1 The COMSOL model developed is made freely available at https://www.
mperial.ac.uk/mechanics-materials/codes.

https://www.imperial.ac.uk/mechanics-materials/codes
https://www.imperial.ac.uk/mechanics-materials/codes
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Fig. 5. Geometry and boundary conditions of the cross-section of concrete samples used for the simulation of the impressed current tests by Pedrosa and Andrade [89]. Dimensions
are given in mm.
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Table 2
Model parameters: properties of rust, transport properties of concrete and other relevant
chemical properties.

Parameter Value Unit Source

Properties of rust (FeO(OH) + H2O)

Young’s modulus 𝐸𝑝 440 MPa [92]
Poisson’s ratio 𝜈𝑝 0.4 – [92]
Porosity 𝑟0 0.16 – [93]
Molar mass of rust 𝑀𝑝 106.85 g mol−1

Density of rust 𝜌𝑝 3560 kg m−3 [92]

Transport properties of concrete

Porosity 𝑝0 0.26 – [94]
Initial concrete
diffusivity 𝜃𝑙𝐷𝑚,𝐼𝐼 and
𝜃𝑙𝐷𝑚,𝐼𝐼𝐼

10−11 m2 s−1 [43]

Cracked concrete
diffusivity 𝐷𝑐,𝐼𝐼 and
𝐷𝑐,𝐼𝐼𝐼

7 ⋅ 10−10 m2 s−1 [43,95]

Other chemical properties

Rate constant 𝑘𝐼𝐼→𝐼𝐼𝐼
𝑟 0.1 mol−1m3s−1 [43]

Rate constant 𝑘𝐼𝐼𝐼→𝑝
𝑟 2 ⋅ 10−4 s−1 [95]

Oxygen concentration
𝑐𝑜𝑥

0.28 mol m−3 [45]

concrete is estimated from the seminal work of Powers and Brownyard
[94], assuming that only the porosity of the cement paste is relevant
in the close vicinity of steel rebars and a degree of hydration of
0.9, as the samples were well-cured and had high water to cement
ratio [89]. Importantly, it is well-known that porosity at the steel–
concrete interface (SCI) could be significantly larger than in the bulk
concrete, providing considerable space for rust accumulation. In order
to reflect this, a 0.2 mm layer around the rebar with a porosity twice
as high as the rest of the sample is considered (i.e., 𝑝0 = 0.52 within
he SCI).2 Within sensible values [96], the thickness of SCI has been
ound to have a very small impact on the resulting surface crack width
see Fig. C.1(f) in Appendix C). The remaining chemical properties are
aken from the literature or as an intermediate value of reported values.

2 The precipitate saturation ratio in the SCI is calculated with respect to
he basic bulk porosity.
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It should also be noted that the molar mass and the intrinsic density of
Fe3+ are considered to be the same as for iron. For the steel rebar, a

oung’s modulus of 205 GPa and a Poisson’s ratio of 0.28 are assumed,
s these are common values for steel.

Triangular finite elements are used to discretise the concrete do-
ain, with the mesh being finer in the region close to the rebar and,
articularly, within the SCI. The maximum element size in the SCI is
.1 mm and 0.6 mm in the remaining regions of interest. Since the
hase field length scale is chosen to be 𝓁 = 3 mm, five times larger than
he maximum element size in the characteristic region, mesh objective
esults are expected [84]. The boundary conditions are given in Fig. 5.

.1.2. Validation of the model — the impressed current test of Pedrosa and
ndrade [89]

To validate the proposed model, corrosion-induced cracking simula-
ions are conducted mimicking the conditions of the impressed current
ests by Pedrosa and Andrade [89]. The tested samples were 500 mm
ong concrete prisms, longitudinally reinforced with a single 600 mm
ong steel bar with a diameter of 16 mm. The concrete cover of the
teel rebar was either 20 or 40 mm thick. Due to the relatively uniform
istribution of corrosion current density along the steel surface, the
imulated domain of the concrete samples is reduced to the two-
imensional cross-section depicted in Fig. 5. On such prepared samples,
arious corrosion current densities were applied for a certain period. In
his study, we restrict our attention to the tests with applied corrosion
urrent density lower than 10 μA∕cm2, such that the assumption of
eglected precipitation of Fe2+ is not violated. The three cases fulfilling
his condition, henceforth referred to as tests 1–3, are characterised by
he following values of corrosion current density 𝑖𝑎, the thickness of
oncrete cover 𝑐 and sample curing times:

(1) 𝑖𝑎 = 5 μA∕cm2, 𝑐 = 20 mm, 28-day cured
(2) 𝑖𝑎 = 10 μA∕cm2, 𝑐 = 20 mm, 147-day cured
(3) 𝑖𝑎 = 10 μA∕cm2, 𝑐 = 40 mm, 28-day cured

Relevant to the estimation of 𝐺𝑓 and 𝑝0, Pedrosa and Andrade [89]
eported that the used concrete mixture had a maximum aggregate size
f 12 mm and a water to cement ratio of 0.55. To cause immediate
orrosion of the steel rebar, a high content of chlorides in the form
f CaCl2 ⋅ 2H2O was added to the mixture such that a 3% mass ratio
f chlorides to cement was achieved. Under such a high chloride
oncentration, relatively uniform corrosion is expected.
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Fig. 6. Nucleation and growth of cracks as characterised by the contours of the phase field variable 𝜙. Results obtained for the conditions of test 2 (𝑖𝑎 = 10 μA∕cm2 and 𝑐 = 20 mm)
after (a) 30, and (b) 60 days.
The cast samples were separated into two batches, which were
subjected to curing for different periods of time, specifically 28 and
147 days, resulting in different mechanical properties (see Table 1).
The impressed current tests were carried out for 279 days for tests 1
and 3 and for 359 days for test 2. Here, the focus is on early-stage
corrosion-induced cracking (assumed to last at least for the first 60
days), where the assumptions inherent to the model hold. Over this
period, and for the corrosion current densities explored, the change in
shape and size of the steel rebar can be neglected. Also, the samples
were kept wet throughout the experiment. During the tests, the length
of the crack opening at the upper concrete surface (𝑤) was monitored.
The crack width 𝑤 was measured in test 2 using a digital calliper while
in tests 1 and 3 three polyester wire strain gauges were placed on the
upper face of the concrete samples. Since the crack is perpendicular
to the upper concrete surface, the crack width is estimated in the
model as an integral over the x-component of the inelastic strain tensor
𝜺𝑑 = 𝜺 − 𝜺𝑒 − 𝜺⋆ over the upper concrete surface 𝛤 𝑢𝑠 [97], such that

𝑤 = ∫𝛤 𝑢𝑠
(𝜺𝑑 )𝑥 d𝛤 = ∫𝛤 𝑢𝑠

(1 − 𝑔(𝜙))(𝜺𝑥 − (𝜺⋆)𝑥) d𝛤 (53)

We proceed to present the finite element predictions. First, as shown
in Fig. 6, the model captures a key qualitative element of the experi-
ments: the nucleation and growth of a vertical crack that connects the
steel rebar and the closest (upper) concrete surface, followed by the
formation of lateral cracks nucleating in the vicinity of the steel surface.
The reasons for the slight offset of cracks from the rebar is explained
in Appendix D.

Second, quantitative predictions of crack width 𝑤 versus time are
given in Fig. 7. Numerical predictions show a good agreement with ex-
perimental measurements in tests 1 and 2 (Fig. 7a and b, respectively),
despite the differences in current density and sample curing times.
This agreement is notable because, as discussed in Section 3.1.4, crack
width estimates are very sensitive to the current density, which comes
into play via Eq. (19). In the case of test 3, the appropriate scaling
(curve slope) is captured but quantitative agreement requires shifting
the simulation result. This indicates that the model is able to accurately
capture the growth of the main crack, once it has initiated, but that
it fails in capturing the crack nucleation event for that particular
experiment. This is not entirely surprising as the onset of crack growth
in a heterogeneous material like concrete can be of stochastic nature.
E.g., material heterogeneities such as aggregates could have triggered
the nucleation of secondary cracks that relax the stress state and delay
the formation of the measured crack.
11
It should me emphasised here that the predicted and experimentally
measured crack widths have been compared only for the first 60
days. However, Pedrosa and Andrade [89] found out that in nearly all
impressed current tests they performed, the rate of growth of surface
crack width dropped significantly at a certain time after the initial
stage of approximately linear evolution. For this reason, Pedrosa and
Andrade [89] characterised the surface crack width evolution as a
two-stage process. The computational results indicate that the pore
space is not entirely filled with precipitates during the investigated
period, suggesting the validity of the assumptions of the model in
the investigated regime. Thus, we hypothesise that the early stage
is encompassed in the first stage described by Pedrosa and Andrade
[89], which is also strengthened by the good agreement between the
experimental and predicted surface crack width. We also hypothesise
that the change in the slope of the crack width in time is related to
the filling of the local porosity by accumulated rust. It is possible that
as iron ions can no longer escape into the porosity (with the exception
of cracks), they accumulate in the layer in the corroded regions of the
steel rebar. The change of the mechanism generating corrosion-induced
pressure may result in the change of the slope of the crack width
curve in time. An accurate prediction of the second phase described
by Pedrosa and Andrade [89] will be an objective of future studies.

3.1.3. General aspects of the simulation results
Let us examine the evolution of key variables to understand cracking

predictions and gain insight into the model. Since the evolution of the
distribution of rust in the concrete pore space determines corrosion-
induced cracking, its accurate description was one of the main ob-
jectives of the proposed formulation. For this purpose, the reactive
transport and precipitation of dissolved iron species were explicitly
modelled. It is known that precipitates can form millimetres from the
steel surface [43], which reduces the precipitation-induced pressure
and thus delays the cracking process. As shown in Figs. 8(a) and 8(b),
for the representative case of test 2 (𝑐 = 20 mm, 𝑖𝑎 = 10 μA∕cm2),
the proposed model is able to capture how precipitates spread over
several mm away from the steel surface. Also, Fig. 8(b) shows how
the precipitate content dramatically increases in the close vicinity of
the rebar, where a highly porous steel–concrete interface is located and
thus where significantly more rust can accumulate. This ‘layer’ of rust
around the rebar is commonly observed in experimental studies [32,
98]. The evolution of the distributions of Fe2+ ions and Fe3+ ions are

discussed in more detail in Appendix B.
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Fig. 7. Comparison of the evolution of simulated and experimentally-measured surface crack width for impressed current tests by Pedrosa and Andrade [89] – (a) test 1 (𝑖𝑎 = 5
A∕cm2, 𝑐 = 20 mm), (b) test 2 (𝑖𝑎 = 10 μA∕cm2, 𝑐 = 20 mm), (c) test 3 (𝑖𝑎 = 10 μA∕cm2, 𝑐 = 40 mm). A good agreement with experiments is attained but, for test 3, this requires
hifting the prediction in time. Such a shift could be due to the role that aggregates play in initiating secondary cracks that delay the growth of the monitored crack.
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Another objective of the proposed model was to simulate the vol-
me expansion of rust compared to the original steel, going beyond
he simplified concepts of rebar expansion and stress-free accumulation
f precipitates in the concrete pore space. The abilities of the model
n capturing the interplay between the growth of precipitates under
onfined conditions and corrosion-induced cracking are showcased in
igs. 7 and 8. Moreover, the results in Fig. 8 show that fracture proceeds
ven though the pores are still not entirely filled with precipitates, in
ontrast with the popular simplifying assumption of the existence of
region of stress-free accumulation of corrosion products around the

teel rebar. In this regard, it has been argued that growing crystals in
oncrete can cause pressure before the pore space is completely filled,
s the growing crystal exerts pressure on the pore walls [52].

A third physical phenomenon of particular interest is the preferen-
ial transport of dissolved iron species through cracks [98], instead of
hrough the concrete pore space, and the associated local reduction of
ressure. This was incorporated into the proposed model by employing
damage-dependent formulation of the diffusivity tensor (50). The

bility of the model to capture the role of cracks on the precipitate sat-
ration ratio 𝑆𝑝 is shown in Fig. 8(c). The results show how in regions
ith a higher degree of damage (i.e., locally growing cracks), dissolved

ron species are preferentially transported deeper into the cracks and
recipitate there or further away in the concrete porosity rather than
n the steel–concrete boundary. Thus, the precipitate saturation ratio at
12
he steel–concrete boundary is locally reduced in the vicinity of cracks
nd is highest in the regions with low damage.

.1.4. Parametric studies
The validated model is subsequently used to explore the sensitivity

f the results to changes in model parameters. The surface crack width
is evaluated for every parameter value at 5, 20, 40 and 60 days.

nly the value of the parameter being investigated is varied and the
emaining parameters are taken to be those relevant to test 2 (𝑖𝑎 = 10
A∕cm2, 𝑐 = 20 mm), a representative case study. An exception to
his is the concrete’s tensile strength 𝑓𝑡 and fracture energy 𝐺𝑓 , which
epend on each other and on Young’s modulus as per the Eurocode
tandards [90]. For the sake of brevity, only the results for the most
elevant parameters are discussed in this section, and the reader is
eferred to Appendix C for the remainder. Specifically, crack width
redictions as a function of time are here provided for varying values
f the steel rebar diameter 𝑑, the concrete cover distance 𝑐, the con-
rete porosity 𝑝0, the corrosion current density 𝑖𝑎, and the precipitate
echanical properties (Young’s modulus 𝐸𝑝 and Poisson’s ratio 𝜈𝑝) - see

ig. 9. To facilitate interpretation, the crack width is displayed both in
ts absolute value 𝑤 (in mm) and in its relative value 𝑤̃ (in %). The
elative crack width 𝑤̃ is calculated as the ratio of the crack width 𝑤

to 0.25 mm, which was the maximum crack width for test 2 (𝑖𝑎 = 10
μA∕cm2 and 𝑐 = 20 mm) at 60 days.

Consider first the results obtained for a varying steel rebar size,
Fig. 9(a). Increasing the rebar diameter 𝑑 implies having a larger
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Fig. 8. Precipitate saturation ratio 𝑆𝑝 for test 2 (𝑖𝑎 = 10 μA∕cm2, 𝑐 = 20 mm) – (a) contours of 𝑆𝑝 in the vicinity of steel rebar at 60 days, with the phase-field variable 𝜙 shown in
he back in a grey scale bar (0 – white, 1 – black); (b) evolution in time of 𝑆𝑝 in a radial direction from the rebar (𝑟, 𝜃 = 0◦), 𝑆𝑝 increases rapidly in the vicinity of SCI boundary,
ue to the significantly higher porosity and thus diffusivity of Fe2+ and Fe3+ in SCI; (c) comparison of the distribution of 𝜙 and 𝑆𝑝 around the circumference of steel rebar at 20
nd 60 days.
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orroding surface and thus more released Fe2+ ions gradually turning
nto rust. Hence, as 𝑑 increases, more precipitates distribute over a
reater region, leading to a more profound expansive pressure and
hus a greater crack width. The results relevant to a varying concrete
over depth 𝑐 are given in Fig. 9(b). Initially, a larger concrete cover
auses the crack to start growing later, as it can be seen in the 5 days
urve. However, the predicted rate of surface crack width growth is
igher for larger covers, as it can be seen from the simulation at 40
nd 60 days. This result can be thought of as counter-intuitive, given
hat design codes recommend increasing the concrete cover depth to
mprove corrosion resistance. However, this is aimed at delaying the
ransport of aggressive chemical species such as chlorides or carbon
ioxide, while in this set of experiments chlorides are present near
he rebar from the beginning of the test. In the scenario considered
ere, the larger surface crack width obtained with a larger concrete
over is the result of mechanical (geometric) effects. This has also been
eported in computational studies [39,99], and Alonso et al. [100]
howed experimentally that for larger covers the cracking process is
elayed but the rate of the crack width in time is not smaller.

The sensitivity of the surface crack width to the concrete porosity
s shown in Fig. 9(c). Here, we vary the bulk porosity 𝑝0 but leave the
CI porosity constant at 0.52. The results show how the crack width
13

o

apidly decreases with increasing porosity. This is because precipitates
ccupy the pore space surrounding the rebar much quicker for low
orosities, inducing large pressures at an earlier stage. The results show
hat the explicit modelling of the reactive transport and precipitation
f iron species allows the profound impact of porosity on corrosion-
nduced cracking to be captured, without the need to employ the
implified concept of an artificial corrosion accommodation region.
owever, these predictions only reflect the impact of porosity on trans-
ort properties while in reality porosity would have an impact on the
trength and fracture energy of concrete, potentially counterbalancing
he effect described in Fig. 9(c). The extension of the model to capture
uch dependencies is straightforward, provided that the strength and
racture energy sensitivities to 𝑝0 are known.

The impact of the corrosion current density on the surface crack
idth is given in Fig. 9(d). The results show very significant sensitivity

o 𝑖𝑎 within the range of applied currents evaluated (0.1 to 10 μA∕cm2).
his strong dependence is to be expected as it is commonly utilised

n experimental accelerated corrosion studies to shorten testing times.
he model captures this dependency by increasing the amount of
e2+ ions that can be released from the steel surface with increasing
pplied current, which then results in a higher content of Fe3+ ions via
xidation and subsequent precipitation.
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Fig. 9. Parametric study: absolute and relative crack width after 5, 20, 40 and 60 days for varying (a) bar diameter 𝑑, (b) concrete cover 𝑐, (c) concrete porosity 𝑝0, (d) corrosion
current density 𝑖𝑎 (with the 𝑥-axis in log scale), (e) Young modulus of rust 𝐸𝑝, and (f) Poisson’s ratio of rust 𝜈𝑝.
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Finally, Figs. 9(e) and 9(f) show, respectively, the crack width sen-
itivity to the Young’s modulus 𝐸𝑝 and Poisson’s ratio 𝜈𝑝 of rust. The re-
ults show significant sensitivity to these two parameters, whose values
arry a relatively high degree of uncertainty [92]. Thus, these results
ighlight the need for careful characterisation studies of rust behaviour
o enable mechanistic modelling of corrosion-induced cracking.
14

i

.2. Simulation of spalling and delamination as a function of the reinforce-
ent configuration

We subsequently exploit the abilities of the model in capturing
omplex cracking phenomena to gain insight into the role of the re-
nforcement configuration and rebar interactions. As shown in Fig. 10,
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Fig. 10. Phase-field variable 𝜙 contours after 60 days for (a) 2 embedded rebars in one row, (b) 3 embedded rebars in one row, (c) 4 embedded rebars in one row, and (d) 5
mbedded rebars in two rows. In all cases, 𝑖𝑎 = 10 μA∕cm2 and 𝑑 = 20 mm.
simulations are conducted for a 180 × 180 mm concrete sample re-
inforced with a varying number of rebars: two (Fig. 10(a)), three
(Fig. 10(b)), four (Fig. 10(c)) and five (Fig. 10(d)). The rebar diameter
is 20 mm and in all but the five-rebar case the rebars are located at
the same distance from the outer surface. In the case study involving
five rebars, the configuration involves two rows of rebars, with the
upper one having three. The model parameters employed correspond
to those used in the previous section to validate the conditions of test
2. All rebars are corroding uniformly and the corrosion current density
is 𝑖𝑎 = 10 μA∕cm2.

The simulation results showcase the ability of the model to pre-
dict spalling and delamination events. Cracks typically originate be-
tween the rebars, and between the rebars and the closest free surface,
highlighting their interaction. These interactions are governed by the
rebar spacing. If the spacing is large relative to the concrete cover
depth, spalling patterns are observed in the corners of the concrete
sample (Fig. 10(a)). However, if the rebars are spaced more closely,
lateral cracks interact and form a delamination pattern (Figs. 10(b)
and 10(c)). This behaviour is typically observed in reinforced concrete
structures [92]. In the two-rebar case (Fig. 10(a)), non-symmetric
behaviour can be observed, with a vertical crack being the most devel-
oped in the left rebar and a horizontal crack being dominant in the right
rebar. This is not surprising since both rebars are equally distant from
the vertical and horizontal concrete surfaces and thus small numerical
differences can decide which crack will prevail. In practice, material
15
heterogeneities will decide the competition between two equally prob-
able cracking scenarios. Increasing the number of rebars increases the
number of cracks, in agreement with expectations. Adding a new row
of rebars (Fig. 10(d)) results in additional crack interactions, with a
zigzag cracking pattern between rebar rows emerging as a result of
the tendency of cracks to follow the shortest path between rebars. In
addition, the comparison with Fig. 10(b) reveals that these 45◦-angle
cracks dominate over the horizontal cracks that connect rebars in the
absence of a second row that is sufficiently close.

3.3. Corrosion-induced cracking of a 3D bent rebar

Finally, a three-dimensional case study is addressed to showcase the
ability of the computational framework presented to predict corrosion-
induced cracking in complex geometries and over technologically-
relevant length scales. The boundary value problem under considera-
tion is a 30 × 30 × 30 mm concrete cube reinforced with a bent rebar
of 5 mm radius — see Fig. 11. The displacement is constrained in the
vertical direction at the bottom surface (i.e., in the direction normal
to the plane). Also, rigid body motion is prevented by prescribing
the displacement in all directions at one of the corners of the cube.
Regarding the transport boundary conditions, zero flux is assumed at
the free surfaces except for the application of an inward flux for the
concentration of Fe2+ ions, as given by Faraday’s law (19). We also
utilise this case study to investigate the role of assigning a random
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Fig. 11. Contours after 50 days of (a) evolving cracks, as characterised by contours of the phase-field variable above 0.75 (𝜙 > 0.75), and (b) precipitate saturation ratio 𝑆𝑝 for a
0 × 30 × 30 mm concrete cube reinforced with a bent rebar. Here, 𝑖𝑎, 𝑓𝑡 and 𝐺𝑓 have been randomised following a continuous uniform probability distribution.
ariation to relevant parameters, so as to mimic the heterogeneous
onditions expected in realistic scenarios. Thus, the corrosion current
ensity 𝑖𝑎 acting on the steel surface is varied between 1 and 9 μA∕cm2

sing a continuous uniform probability distribution. In addition, the
ensile strength and fracture energy of concrete are also randomised by
mploying a continuous uniform probability distribution such that the
aximum difference from the values given in Table 1 is 2.5%. Other-
ise, the model parameters resemble those of test 2 in the validation

tudy (see Sections 3.1.1 and 3.1.2).
The results obtained are shown in Fig. 11 in terms of the cracking

patterns, as characterised by the domains where the phase field exceeds
0.75 (Fig. 11(a)), and contours of the precipitate saturation ratio 𝑆𝑝
(Fig. 11(b)). It can be observed that the randomisation of the corrosion
current density results in a non-uniform distribution of the precipitate
saturation ratio 𝑆𝑝 but that the cracking behaviour shows a relatively
symmetric pattern. Two sharp cracks form at the rebar edges closest
to the free surface and grow perpendicularly to the vertical edges
of the concrete cube. Then, damage expands and the cracked region
eventually fills the space between the corner and the rebar, with some
cracks appearing at other locations within the surface of the rebar.
Thus, the cracking pattern is relatively insensitive to the randomisation
of properties considered and is driven by geometrical effects.

4. Conclusions

We have presented a new phase-field-based chemo-mechanical
model capable of predicting corrosion-induced cracking of reinforced
concrete under natural-like corrosion current densities. The theoretical
framework is built upon three coupled attributes: (i) a model for
the reactive transport and precipitation of Fe2+ and Fe3+ ions, (ii)
an eigenstrain-based model to capture the pressure buildup resulting
from the accumulation of precipitates under confined conditions in the
concrete pore space, and (iii) a quasi-brittle phase-field description of
fracture that accounts for the enhanced transport of relevant species
through the crack network. The combination of these elements brings,
for the first time, an understanding and modelling framework for
corrosion-induced cracking driven by the growth of precipitates (rust)
under confined conditions. This enables overcoming the limitations of
expansion layer descriptions, which implicitly assumes the growth of
incompressible precipitates from the steel surface, and the assumption
of a stress-free accumulation of precipitates in the concrete pore space.
16

Contrarily to this simplified approach, the proposed model:
• Resolves the evolution of the distribution of compressible precipi-
tates in the concrete pore space in time. Thus, the model naturally
captures the delaying effects of concrete porosity surrounding
rebar and cracks on corrosion-induced cracking without necessity
to consider an artificial corrosion accommodation region (CAR)
around the rebar which size and capacity is very hard to estimate.
Even if the corrosion accommodation region (CAR) would be ac-
curately considered, it neglects the pressure of gradually forming
rust in concrete porosity which is considered by the proposed
model.

• Takes into consideration the compressibility and elastic prop-
erties of the rust which were found to importantly affect the
corrosion-induced crack width.

• Allows to investigate the impact of varying current density on the
composition of rust which is the objective of an ongoing research
effort.

The resulting model consists of five differential equations and asso-
ciated field quantities, which are solved by using the finite element
method. The computational model is validated against the impressed
current tests by Pedrosa and Andrade [89], showing a good agreement
between the predicted and the experimentally measured crack widths
during the early propagation stage, and subsequently used to gain
insight into the role of relevant parameters and their interactions in
2D and 3D boundary value problems involving different rebar con-
figurations, geometries and environmental conditions. The following
key physical phenomena are captured: (i) the transport of Fe2+ and
Fe3+ through the concrete matrix, (ii) the oxidation of Fe2+ to Fe3+,
(iii) the precipitation of Fe2+ and Fe3+ in the concrete pore space, (iv)
the clogging of the pore system by precipitates (rust), (v) the pressure
resulting from the accumulation of precipitates (rust) under confined
conditions in the concrete pore space, (vi) the progressive damage and
fracture of the concrete matrix due to a precipitation pressure, and (vii)
the enhanced transport of relevant chemical species through cracks. In
addition, the results reveal the following main findings:

• The model can accurately capture the evolution of surface crack
width for different concrete cover depths and applied currents but
the heterogeneous nature of concrete must be accounted for to
accurately predict the onset of crack growth.

• Precipitates are found to be largely near the rebar but also spread
up to millimetres away from the steel surface, reducing the

precipitation-induced pressure and delaying cracking.
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• Fracture proceeds due to pressure induced by precipitate growth
and this can happen with a partial saturation of the concrete pore
space.

• In regions with locally growing cracks, dissolved iron species are
preferentially transported deeper into the cracks and precipitate
there or in areas away from the steel rebar.

• Surface crack width increases with rebar diameter (due to a
larger precipitate distribution), concrete cover (due to geometri-
cal effects) and current density (due to a higher release of Fe2+

ions).
• Predictions appear to be sensitive to the mechanical properties

of rust, highlighting the need for appropriate characterisation
studies

• Spalling and delamination events are predicted when multiple
rebars are considered, showing that the rebar spacing plays a
dominant role.

• While the nucleation of cracks is governed by local material
heterogeneities, the final crack patterns are relatively insensitive
to these as they are dominated by geometrical effects.

Potential avenues for future work include the extension of the model
o encompass non-uniform chloride-induced corrosion, carbonation-
nduced corrosion, and late-stage corrosion-induced cracking.
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Appendix A. On the ability of various phase-field fracture models
in reproducing quasi-brittle behaviour

In the past year, studies have been conducted involving the applica-
tion of phase field models to corrosion-induced cracking in concrete [9,
20,101]. However, these studies employ phase-field fracture models
originally designed for brittle fracture. To capture the quasi-brittle
behaviour of concrete, we build our formulation upon the so-called
17

phase-field cohesive zone model (PF-CZM) by Wu and co-workers [72, f
73]. The differences between the three widely used phase-field mod-
els are highlighted in Fig. A.1. Specifically, the mechanical response
of a two-dimensional bar is investigated by means of the PF-CZM
model [72,73], the conventional or so-called AT2 model Bourdin et al.
[65], and the stress-based phase field model by Miehe et al. [102,103].
The values of Young’s modulus 𝐸𝑐 , Poisson’s ratio 𝜈𝑐 , tensile strength 𝑓𝑡
nd fracture energy 𝐺𝑓 are the same as for the 147 days cured concrete

samples (see Table 1).
The PF-CZM model by Wu [72,73] allows us to directly set both

ensile strength and fracture energy as model parameters. The stress-
ased model of Miehe et al. [102] takes only tensile strength into
onsideration. The input to the AT2 model [65] is the fracture energy
𝑓 but the tensile strength can be set implicitly through the value of
haracteristic length 𝓁, following the relation:

𝑡 =
9
16

√

𝐸𝑐𝐺𝑓

3𝓁
(54)

In order to trigger a localised fracture, the tensile strength in an
mm long section in the middle of the sample is reduced to 𝑓𝑡,𝑚𝑖𝑛 =

0.98𝑓𝑡 for the PF-CZM and stress-based models. In the AT2 case, the
racture energy in the same section of the sample is reduced to 98% of
ts value. The phase-field characteristic length is chosen to be 𝓁 = 3 mm
or the PF-CZM and stress-based models while 𝓁 = 72.4 mm for the AT2
odel to obtain the desired tensile strength when using (54). Lastly, the

tress-based model by Miehe et al. [102] contains the dimensionless
arameter 𝜉 > 0 which affects the post peak slope of the local stress–
train diagram. We assume 𝜉 = 1 but calculations conducted with other
alues do not appear to influence the results in this boundary value
roblem. The resulting stress–strain responses are shown in Fig. A.1(b).
oth the stress-based model by Miehe et al. [102] and the AT2 model
y Bourdin et al. [65] predict a sudden drop in the load carrying
apacity, indicative of brittle failure. Also, in the AT2 case, damage
tarts to grow immediately after loading the sample and this leads to a
oncave stress–strain prior to sudden failure. In contrast, the PF-CZM
odel by Wu [72,73] predicts a long convex post-peak softening regime

haracteristic of quasi-brittle materials such as concrete.

ppendix B. Evolution of the 𝐅𝐞𝟐+ and 𝐅𝐞𝟑+ concentrations

The distribution of Fe2+ and Fe3+ concentrations is respectively
hown in Figs. B.1 and B.2, for the conditions relevant to the validation
est 2 (see Section 3.1). The results show that the concentration of
e2+ is at least one order of magnitude smaller than that of Fe3+.
his is because the concentration of Fe2+ is continuously diluted by
iffusion and fast oxidation to Fe3+. Hence, the assumption of negligible
recipitation of Fe2+ under low, natural-like current densities appears
o be sensible. Also, the results show that both concentrations decrease
n time, with a particularly noticeable minima in the region with the
ighest damage, as a result of the damage-enhancement of local diffu-
ivity (the distribution of phase-field variable around the circumference
f steel rebar in time is depicted in Fig. 8(c)).

ppendix C. Additional parametric studies

Complementing the parametric study discussed in Section 3.1.4,
e proceed here to assess the sensitivity of surface crack width 𝑤
redictions to the remaining parameters of the model. Specifically,
s shown in Figs. C.1 and C.2, results are obtained as a function of
he concrete tensile strength 𝑓𝑡 (Fig. C.1(a)), the concrete fracture
nergy 𝐺𝑓 (Fig. C.1(b)), the initial (undamaged) concrete diffusivity
𝑙𝐷𝑚,𝛼 (Fig. C.1(c)), the rate constant 𝑘𝐼𝐼→𝐼𝐼𝐼

𝑟 (Fig. C.1(d)), the oxygen
oncentration 𝑐𝑜𝑥 (Fig. C.1(e)), the steel–concrete interface thickness
𝑆𝐶𝐼 (Fig. C.1(f)) and the rate constant 𝑘𝐼𝐼𝐼→𝑝

𝑟 (Fig. C.2).
Consider first the role of the tensile strength 𝑓𝑡 (Fig. C.1(a)) and
racture energy 𝐺𝑓 (Fig. C.1(b)) of concrete. For this set of results,

http://dx.doi.org/10.14469/hpc/2232
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Fig. A.1. Elongated concrete bar benchmark – (a) geometry (in mm), strength distribution and the boundary conditions, (b) comparison of stress–strain curves obtained with the
conventional (AT2) phase field model [65], the stress-based model by Miehe et al. [102], and the quasi-brittle PF-CZM model [72,73]. The stress 𝜎𝑥(0) is normalised with 𝑓𝑡,𝑚𝑖𝑛
(the tensile strength of the sample in the weakened middle section), and the strain 𝜀𝑥(𝐿) is normalised with 𝜀𝑒𝑙,𝑚𝑎𝑥 = 𝑓𝑡,𝑚𝑖𝑛∕𝐸𝑐 (the maximum value of the 𝑥-component of the
elastic strain.)

Fig. B.1. Fe2+ concentration 𝑐𝐼𝐼 for test 2 (𝑖𝑎 = 10 μA∕cm2, 𝑐 = 20 mm) – (a) contours of 𝑐𝐼𝐼 in the vicinity of steel rebar at 60 days, phase-field variable 𝜙 in the shades of grey
(0 – white, 1 – black), and (b) evolution of 𝑐𝐼𝐼 around the circumference of steel rebar.

Fig. B.2. Fe3+ concentration 𝑐𝐼𝐼𝐼 for test 2 (𝑖𝑎 = 10 μA∕cm2, 𝑐 = 20 mm) – (a) contours of Fe3+ in the vicinity of steel rebar at 60 days, phase-field variable 𝜙 in the shades of
grey (0 – white, 1 – black), and (b) evolution of 𝑐𝐼𝐼𝐼 around the circumference of steel rebar.
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Fig. C.1. Parametric study: predicted absolute and relative crack width after 5, 20, 40 and 60 days for (a) varying tensile strength 𝑓𝑡, (b) fracture energy 𝐺𝑓 , (c) initial (undamaged)
oncrete diffusivity 𝜃𝑙𝐷𝑚,𝛼 = (1 − 𝑝0)𝐷𝑚,𝛼 (with the 𝑥-axis in log scale), (d) rate constant 𝑘𝐼𝐼→𝐼𝐼𝐼

𝑟 (with the 𝑥-axis in log scale), (e) oxygen concentration 𝑐𝑜𝑥, and (f) steel–concrete
nterface thickness 𝑑𝑆𝐶𝐼 .
𝜃
w
e
d
s
p
e

he chosen values of Young’s modulus, fracture energy and tensile
trength are correlated. The estimated values of Young’s modulus have
een adopted from Eurocode 2 [90] and the fracture energy has been
stimated with the formula of Bažant and Becq-Giraudon [91], as-
uming crushed aggregates. The results show that, in agreement with
xpectations, the crack width decreases with increasing 𝑓𝑡 and 𝐺𝑓 .
ow consider the role of the initial (undamaged) concrete diffusivity
19
𝑙𝐷𝑚,𝛼 = (1 − 𝑝0)𝐷𝑚,𝛼 , Fig. C.1(c). The crack width is seen to decrease
ith increasing diffusivity values, as dissolved iron species can more
asily escape from the steel surface for higher diffusivities, precipitating
eeper into the concrete space and reducing damage. The relatively
low decrease of the crack width with growing diffusivity could be
ossibly attributed to the large contribution of damaged diffusivity (see
quation (50)) in the vicinity of steel surface, diminishing the role of
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Fig. C.2. Influence of the rate constant 𝑘𝐼𝐼𝐼→𝑝
𝑟 : (a) absolute and relative crack width at 5, 20, 40 and 60 days for varying 𝑘𝐼𝐼𝐼→𝑝

𝑟 (𝑘𝐼𝐼𝐼→𝑝
𝑟 is in log scale), and (b) Fe3+ concentration

𝐼𝐼𝐼 for varying 𝑘𝐼𝐼𝐼→𝑝
𝑟 in the vicinity of steel rebar at 60 days.
Fig. D.1. Distribution of phase-field variable 𝜙 at (a) 2 days (b) 60 days. Isolines of precipitate saturation ratio in grey (𝑆𝑝 = 0.01) and green (𝑆𝑝 = 0.001), 𝑖𝑎 = 10 μA∕cm2, 𝑐 = 12
m.
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he original undamaged diffusivity. The influence of the rate constant
𝐼𝐼→𝐼𝐼𝐼
𝑟 is given in Fig. C.1(d). The surface crack width appears to
e largely insensitive to this parameter when varied along the range
f values reported in the literature, which span two orders of magni-
ude [43,95]. Even though a lower 𝑘𝐼𝐼→𝐼𝐼𝐼

𝑟 leads to a slower oxidation
eaction and thus to a higher concentration of Fe2+, the resulting
eaction rate in all tested cases is so quick that the final concentration
f Fe3+ is nearly not affected. These results suggest that even though
he value of 𝑘𝐼𝐼→𝐼𝐼𝐼

𝑟 is relatively uncertain, the resulting error in terms
f crack width is negligible. The oxygen concentration 𝑐𝑜𝑥 (Fig. C.1(e))
lso shows little influence on surface crack width predictions, unless
xygen is nearly entirely depleted and the reaction stops. The final
oncentration of Fe2+ is higher for smaller oxygen concentrations be-
ause the transformation to Fe3+ proceeds more slowly. However, the
esulting reaction rate is still so quick that the final concentration of
e3+ (and thus the distribution of precipitates) is nearly not affected.
ext, Fig. C.1(f) shows the sensitivity of the crack width to the steel–
oncrete interface thickness 𝑑𝑆𝐶𝐼 , which is found to be small. The
ifference between crack width predicted for 𝑑𝑆𝐶𝐼 = 0.1 mm and 𝑑𝑆𝐶𝐼 =
20

o

.4 mm is approximately 9% in terms of relative crack width. Thus, even
hough there is some uncertainty associated with the choice of 𝑑𝑆𝐶𝐼 ,
he associated error appears to be small. Similarly to the parametric
tudy of the influence of the initial (undamaged) diffusivity, this result
s possibly influenced by the large contribution of damaged part of the
iffusivity tensor (50).

The influence of the rate constant 𝑘𝐼𝐼𝐼→𝑝
𝑟 is explored separately in

ig. C.2. Its value is varied over two orders of magnitude from 2 ⋅ 10−5

o 2 ⋅ 10−3, and this leads to a 35% difference in relative crack width.
s shown in Fig. C.2(b), with growing 𝑘𝐼𝐼𝐼→𝑝

𝑟 , Fe3+ precipitates more
uickly, accumulating rust and increasing damage. Hence, our analysis
uggests that this rate constant plays a non-negligible role and thus
hould be carefully characterised.

ppendix D. Evolution of the distribution of cracks

In order to better understand the evolution of cracking during the
erformed numerical simulations, let us compare the distribution of
hase-field variable 𝜙 at 2 days (Fig. D.1(a)) and 60 days (Fig. D.1(b))

f 50 by 50 mm concrete sample with the rebar of 16 mm diameter
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which centre is shifted by 5 mm horizontally towards the upper con-
crete surface from the centre of the square. The material parameters
are chosen the same as for 28 day cured samples in Table 1. Corrosion
current density is 𝑖𝑎 = 10 μA∕cm2. In Fig. D.1(a) we can see there is
an initial damaged layer around the rebar which is slightly offsetted
from the steel surface. This is related to the spatial distribution of
precipitates in the pore space, as can be observed on the isolines of
precipitate saturation ratio 𝑆𝑝 = 0.01 (grey) and 𝑆𝑝 = 0.001 (green). The
first crack starts to nucleate vertically from the surface of the sample
at the shortest distance between the concrete surface and the surface
of the rebar. In Fig. D.1(b), we can see that at 60 days, the vertical
crack is fully developed and several lateral cracks start to nucleate. The
more rapidly developing lower lateral cracks are slightly offset from the
steel surface which is again corresponding to the spatial distribution
of precipitates. The computational reason for the connection between
the offset of damage from the steel surface and the distribution of
precipitates is that corrosion-induced pressure of the rust accumulating
under confined conditions in concrete porosity is simulated as a precipi-
tation eigenstrain. Expanding precipitates accumulate in a thin concrete
region adjacent to the steel rebar causing tensile first principle effective
stress further in the concrete which eventually leads to crack nucle-
ation. However, the thin rust-filled region itself is locked between steel
and remaining concrete causing the first effective principal stress there
to be initially negative which prevents the local damage onset. Thus,
only further in the concrete, where the first principle effective stress
is positive, cracks can initiate. More experimental data are needed
to clarify whether the described damage offset effect is accurate or
whether it is artificially caused by the eigenstrain-based simulation
technique.
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