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Abstract 

Magnetic resonance imaging is a valuable clinical tool for the visualization of intracranial 

vasculature. Without exposing patients to ionizing radiation or intravenous contrasts, it can 

provide multi-modal structural information about the shape, structure, and function of the 

various vessels involved in stroke and dementia. However, imaging methods are limited by 

the achieved contrasts and resolutions, as well as the required scan times.   

Ultra-high field 7T MRI offers increased signal-to-noise ratio and desirable changes in 

relaxation parameters, therefore promising substantial improvements to existing 

neurovascular MRI approaches such as MR angiography (MRA) and MR vessel wall 

imaging (VWI). However, 7T MRI also introduces increased specific absorption rates and 

reduced homogeneity and extent of the transmit B1 field. Because of the latter, the first 

research chapter in this thesis (Chapter 3) studies the possibility to increase the extent of 

this 7T B1+ field into the feeding arteries in the neck using parallel transmission (pTx).  

The second research chapter (Chapter 4) aims to improve the accelerated acquisition of 

high-resolution MRA using compressed sensing reconstruction. This facilitates the 

visualization of the small intracranial arteries which are involved in lacunar infarcts and 

vascular dementia, which can be achieved within clinical scan times.  

The final parts of this thesis (Chapters 5-7) focus on a specific intracranial VWI sequence 

called DANTE-SPACE. A simulation framework for the sequence is first presented in 

Chapter 5. This framework includes various additional processes such as (pulsatile) tissue 

motion and B1+ variations to accurately represent the intra- and extra-vascular contrast 

mechanisms. The simulations are then used for the optimization and comparison of the 

T2-weighted DANTE-SPACE sequence at 3T, 7T without pTx, and 7T with pTx. The 

optimizations aim to maximize the contrast between both the blood within and the 

cerebrospinal fluid surrounding intracranial vessel walls, and the comparison between 

different field strengths provides a first quantitative indication of the added value of ultra-

high field MRI for the DANTE-SPACE sequence.  
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1  
Cerebrovascular Imaging 

1.1 Motivation 

Although the human brain typically accounts for less than 2% of the weight of the human 

body, it is responsible for around 20% of the glucose-derived energy consumption in the 

body [1]. This energy allows the over one hundred billion nerve cells in the brain to 

continuously control various vital autonomic processes in the body, as well as provide us 

with the ability to think, sense, learn, and move.  

The glucose and oxygen required for this high energy demand are provided to all parts of 

the brain by the blood that continuously flows into the intracranial vasculature. If the blood 

flow to parts of the brain is disrupted, for example due to a vessel being blocked (ischemic 

stroke) or ruptured (haemorrhagic stroke), cells in the affected brain region can get 

damaged or die within a few minutes. Since brain cells cannot regenerate, this can quickly 

result in severe physical or cognitive disabilities and is one of the leading global causes of 

death [2]. Therefore, the prevention, early detection, and treatment of cerebrovascular 

diseases are of high clinical importance.  

Clinical assessment of the cerebrovasculature and the detection of stroke risk factors, such 

as pathological plaque accumulation, combine different imaging contrasts that can provide 

different types of information. Angiography visualizes the blood inside the vessels (the 

lumen). This provides information about which areas of the brain can or cannot be 

supplied with blood by the cerebrovasculature, and can indicate the presence of vascular 

malformations, aneurysms, or stenosis or occlusion. Vessel wall imaging (VWI) methods 

are used to evaluate abnormalities in the arterial vessel walls. In particular, VWI aims to 

characterize the presence and composition of pathological plaques, which are major risk 

factors for ischemic stroke. Finally, imaging of the perfusion of blood into the brain can 

be used to assess the presence of areas with compromised blood delivery, for example due 

to vascular stenosis or other causes of lowered blood flow.  

Imaging at high spatial resolutions is especially clinically desirable for angiography and 

vessel wall imaging. For angiography, higher resolutions can provide improved visibility 
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and delineation of small and highly tortuous vessels, such as the lenticulostriate arteries 

(LSAs) which supply the basal ganglia and are believed to be involved in subcortical 

vascular dementia [3,4] and lacunar stroke. For vessel wall imaging, higher resolutions 

facilitate the assessment of plaque accumulation in thin arterial walls and improve the ability 

to delineate individual plaque components.  

In this thesis, the increased signal-to-noise ratio (SNR) of ultra-high field (UHF) 7 tesla 

MRI is used for high-resolution magnetic resonance (MR) angiography and vessel wall 

imaging. In this chapter, different MR- and non-MR methods for both angiography and 

vessel wall imaging are first discussed. Subsequently, in Chapter 2, the most important 

acquisition, reconstruction, and simulation methods that are used in this thesis are 

introduced.  

1.2 Angiography 

1.2.1 Non-MR Angiography 

Historically, the most common angiography method used to image vessels in the brain is a 

fluoroscopy technique known as digital subtraction angiography (DSA) [5–8]. DSA 

combines 2-dimensional (2D) X-ray images obtained before and after the administration 

of a radio-opaque contrast agent. Since the contrast agent changes the signal levels in the 

blood vessels, the difference between the pre-contrast and the post-contrast images shows 

the vascular anatomy. Although DSA provides high resolution images, it relies on ionizing 

radiation in the form of X-rays and invasive, possibly nephrotoxic, methods for arterial 

contrast agent administration.  

An example of an alternative and less invasive [7] angiography method is computed 

tomography angiography (CTA) [5–7], where images are taken a certain time after the 

intravenous injection of a radiocontrast material. Although CTA is more rapid, cost-

effective, and less invasive than DSA [6], it still relies on ionizing radiation and the invasive 

injection of contrast agents.  

Finally, transcranial Doppler ultrasound can also be used for the visualization of (some) 

intracranial arteries [9,10]. It provides real-time information about the location and the 

velocity of arterial blood flow. However, it achieves lower sensitivity, specificity, and 

penetration depth (especially through the skull) compared to the other angiographic 

methods discussed here [10] and is therefore less commonly used for clinical diagnosis. 
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1.2.2 MR Angiography 

Magnetic resonance angiography (MRA) methods make use of very strong magnetic fields 

in combination with radiofrequency (RF) pulses and spatially varying gradient magnetic 

fields to generate structural images. Therefore, compared to other angiography techniques, 

such as DSA and CTA, they have the intrinsic benefit of not requiring ionizing radiation 

for signal generation. In addition, MRA techniques generate contrast by utilizing the flow 

properties of spins (the water protons that generate the MRI signal) in the blood, and 

therefore do not necessarily require the use of contrast agent injections, facilitating non-

invasive imaging. Depending on the combination of RF pulses and gradient fields that is 

used during a scan, different types of angiographic images can be generated using MRI. 

Those different MRA methods provide images with different contrasts, resolutions, and 

acquisition times, each with their own advantages and disadvantages. This section will 

provide a brief overview of various intracranial MRA techniques, followed by an 

introduction to the main MRA contrast used in this thesis, which is time-of-flight MRA. 

Phase-contrast MRA (PC-MRA) [11] acquires images after the application of a bipolar 

gradient module, as shown in Figure 1.1a. For stationary spins, the zeroth order moment 

of the bipolar gradients will cancel out, without generating a phase shift. For spins that 

move along the gradient direction, the experienced magnitude of the field produced by the 

first gradient pulse is different from that of the second gradient due to the displacement of 

the spin. By subtracting two phase-contrast acquisitions with opposite sensitization (see 

Figure 1.1), the sensitization-independent signal from stationary spins can be removed 

while retaining contrast from the moving spins. Importantly, since the phase offsets are 

linearly dependent on the flow velocity of the spins, PC-MRA can also provide quantitative 

flow velocity information. By selecting appropriate PC-MRA gradient strengths and 

intervals, acquisitions can be made sensitive to different velocity ranges. Compared to other 

MRA techniques, PC-MRA typically suffers from long acquisition times as it requires 

multiple separate acquisitions with different velocity-encoding gradients. In addition, its 

sensitivity to partial volume effects generally requires acquiring data at high spatial 

resolutions, further increasing the required acquisition times. 
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Figure 1.1: The bipolar encoding gradients (Genc) with opposite sensitization as used for phase-contrast MRA. 

An extension of PC-MRA is 4D flow MRI [12], in which 3D PC-MRA data with velocity 

encoding along 3 orthogonal directions is acquired at different timepoints in the cardiac 

cycle. As a result, 4D flow MRI provides quantitative time-resolved information about the 

blood flow along all three spatial dimensions, hence providing 4-dimensional information 

(x, y, z, and time). Thereby, it can provide detailed insights into complex flow patterns. 

Another MRI method that can be used for both angiography and perfusion imaging is 

arterial spin labelling (ASL) [13,14]. Like PC-MRA, ASL uses the difference in signal 

between two images to separate the inflowing blood signal from the static tissue. In the 

case of ASL, those two images are a so-called tag image, which is an image of the brain 

after inverting arterial blood water spins in a region outside of the imaging volume 

(generally upstream in the vasculature, such as in the carotid arteries), and a control image 

acquired without the additional inversion outside of the imaging volume. Since the only 

difference between the control and tag images is the effect of the inversion pulse on spins 

that moved downstream into the imaging volume, subtracting the tag and the control 

images yields a blood-water-only image. Furthermore, the delay time between the inversion 

pulse and the excitation of the imaging volume can be altered to change the contrasts from 

angiographic weighting (shorter delay) to perfusion weighting (longer delay) [14]. 

As previously mentioned, most MRA techniques do not fundamentally depend on the 

invasive injection of contrast agents. However, contrast-enhanced MRA (CE-MRA) [15] is 

still regularly used in a clinical setting. In the case of CE-MRA, paramagnetic gadolinium-

based contrast agents are used to shorten the MR relaxation times of blood, resulting in a 

brightening of the blood in T1-weighted images. It is also possible, like DSA and CTA, to 

further enhance the contrast of CE-MRA angiograms by taking the difference in signal 

between images acquired before and after the injection of the contrast agent. Although this 
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can produce high-contrast images of both angiography and perfusion, acquisition times are 

restricted by the rapid passage of the contrast bolus through the vasculature. Additionally, 

there is evidence that injected gadolinium is not entirely cleared from the body after the 

MR examination has finished, raising concerns over its long-term health effects [16]. 

The final MRA method discussed here is conventional (non-contrast-enhanced) time-of-

flight (TOF) MRA [11], which is the main MRA method used in this thesis. In TOF MRA, 

a gradient-recalled echo (GRE) sequence consisting of a series of moderate flip angle RF 

excitation pulses with short repetition times (TRs) is used to suppress the signal from 

stationary tissue in a 2D slice or 3D excitation volume (slab). The suppression of stationary 

tissue in GRE acquisitions using short TRs can be derived from the GRE signal equation 

[17], from which the signal 𝑆 of a tissue with proton density 𝑆0 can be calculated as  

S =  S0

sin(𝛼) (1 − exp (−
𝑇𝑅
𝑇1))

1 − cos(α)exp (−
𝑇𝑅
𝑇1)

exp (−
𝑇𝐸

𝑇2
)  1.1 

where 𝛼 denotes the excitation flip angle. This indicates that 𝑆 → 0 as 𝑇𝑅/𝑇1 → 0 in the 

low flip angle regime. This means that, over time, the series of RF pulses results in a low-

magnetization steady state for stationary nuclei within the excited slab. However, fresh 

spins in the blood that move into the excitation slab have not yet obtained this steady state 

and will have a higher MR signal intensity and, therefore, a bright-blood contrast relative 

to the stationary nuclei (Figure 1.2a). Since the bright-blood contrast in TOF MRA is 

generated by the blood flowing into the imaging plane, TOF MRA does not require the 

invasive injection of external contrast agents.  

 

Figure 1.2: Schematic representation of the bright-blood contrast in 3D TOF MRA. (a) As the number of repetitions 

increases, the signal in static tissue gets saturated, while spins flowing into the slab in a vessel (red) perpendicular to the 
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imaging slab produce a bright-blood signal throughout a thin slab. (b) For thick slabs, some blood spins remain within 

the excitation volume for too long, resulting in partial saturation of the blood signal. 

Since the short TR results in a progressive saturation of any spins within the imaging slab, 

blood spins that remain within the slab for too long will also experience signal saturation 

(Figure 1.2b). Therefore, when imaging a larger volume, multiple overlapping thin-slab 

acquisitions (MOTSA [18]) are often used. By sequentially acquiring multiple thin slabs, 

blood saturation effects within any given slab are limited, while a large volume can still be 

visualized by combining the slabs. By including a slight overlap between the individual 

slabs, boundary artefacts in the combined data can be reduced.  

Other than the slab thickness and orientation, there are three main parameters that 

determine the achieved contrasts in a standard TOF MRA acquisition: the repetition time 

(TR), echo time (TE) and excitation flip angle (α): see Figure 1.3. The TR and excitation 

flip angle are typically relatively small (albeit with flip angles that are larger for 2D-TOF 

acquisitions) but balanced to achieve sufficient suppression of stationary spins while 

generating as much signal as possible from the moving spins. The TE is generally selected 

to be as short as possible to minimize flow-induced dephasing while maximizing the 

amount of retained blood signal. Asymmetric echoes can be used to facilitate shorter echo 

times between the RF pulse and the centre of the echo. 

 

Figure 1.3: Sequence diagram for a 3D GRE TOF MRA sequence, showing the repetition time (TR), echo time (TE) 

and excitation flip angle (α). The sequence shown here uses slab-selective excitation along the z-direction and asymmetric 

echo readouts along the x-direction, which was used for the acquisitions in Chapter 4. 

In this thesis, the MRA sampling strategy used for a highly accelerated compressed sensing 

(Section 2.2.4) is optimized to achieve improved visibility of small vessels within clinically 
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feasible scan times. This facilitates improved visualization of the LSAs, which are believed 

to be involved in subcortical vascular dementia [3,4] and lacunar stroke. 

1.3 Vessel Wall Imaging 

1.3.1 Principles of VWI 

Intracranial vessel wall imaging methods are diagnostic techniques that aim to characterize 

the location, size, and composition of pathology, such as plaque burden, in (typically) 

arterial vessel walls. Some non-MR angiography methods, such as the previously described 

DSA and CTA, can be used in the context of VWI to indicate locations of vessel narrowing 

through the indirect observation of reduced lumen width [5]. Although those methods can 

provide high-resolution images, they do not provide information about the source of the 

luminal narrowing or the composition of any possible plaque accumulation and are less 

favourable due to their invasive nature and the presence of ionizing radiation. Furthermore, 

an ex vivo study of patients who died of ischemic stroke indicated that the presence of 

intracranial atherosclerotic disease was not visible or hardly visible based on luminal 

narrowing alone in 40% of the cases [19]. Ultrasound can also be used for vessel wall 

imaging in some parts of the vasculature but does not provide the penetration depth (in 

particular through the skull) or resolution required for intracranial vessel wall imaging 

[9,10].  

MRI-based vessel wall imaging methods can provide more specific information about the 

size and composition of intracranial plaques. In general, they aim to delineate both the 

inner surface and the boundaries of the vessel wall through suppression of blood signal 

within and external signal surrounding the vessel walls. In the ideal case, this would 

facilitate the calculation of vessel wall thickness and the quantification of plaque sizes. 

Additionally, MRI-based VWI provides the potential to distinguish different plaque 

components. Variable signal contrast relative to healthy vessel wall tissue can, for example, 

be used to distinguish lipid cores and intraplaque haemorrhages through signal hypo- and 

hyperintensities, respectively, for T2-weighted VWI [20]. Alternatively, acquisitions at 

multiple echo times can be used to generate quantitative T2 maps [21,22], which can also 

determine lipid content. 

Suppression of the luminal MR signal within vessels, also known as black-blood imaging, 

can be achieved by methods that make use of either the relaxation properties (inversion 
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recovery) or the flow properties of arterial blood. Suppression of the MR signal outside of 

the vessel wall is fundamentally more challenging. The external vessel wall boundaries can 

connect to different tissue types, such as CSF or brain parenchyma. This means that no 

single set of relaxation properties can be targeted for the simultaneous suppression of all 

tissue types around the vessel walls. Secondly, most of the spins surrounding the vessels 

are either stationary or move much more slowly than the blood, limiting the use of flow-

sensitive signal suppression. In CSF, however, there is some low-velocity motion due to 

cardiac pulsatility and respiratory effects [23]. Although the velocity of the CSF flow is 

much lower than that of the blood flow, some flow-sensitive signal suppression approaches 

can still be used to reduce the CSF signal and improve the outer vessel wall delineation. 

This is especially beneficial for elderly populations, where atrophy increases the fraction of 

the intracranial vessels surrounded by CSF [24]. Furthermore, CSF-suppression is 

particularly important for T2-weighted VWI, which natively produces bright CSF signal. 

In addition to simultaneously suppressing both the intravascular blood and the 

extravascular CSF, intracranial vessel wall imaging requires high spatial resolution data to 

accurately visualize the thin (often <0.4 mm [25]) vessel walls around the Circle of Willis 

(CoW) as well as the detail of the plaque composition [26]. 

In summary, MR-based VWI methods aim to achieve (1) clear delineation of the vessel 

wall through simultaneous suppression of blood and CSF, (2) the ability to distinguish 

different plaque components, and (3) high spatial resolution. Furthermore, the data need 

to be acquired within clinically feasible scan durations and preferably without the need for 

invasive contrast agents. Various MRI acquisition methods for intracranial vessel wall 

imaging are available in the literature. Below, different methods are briefly discussed, as 

well as the main vessel wall imaging method used in this thesis (DANTE-SPACE). 

1.3.2 MR VWI Preparation Methods 

Most MR VWI methods consist of a signal preparation module to achieve suppression of 

the (arterial) blood and/or the CSF, followed by a turbo spin echo (TSE) readout [27,28]. 

The signal preparation modules can be separated into two categories: inversion recovery 

modules, which aim to suppress specific tissue types based on their longitudinal relaxation 

times, and phase spoiling strategies, which aim to dephase moving spins.  

Basic inversion recovery (IR) preparation modules use a 180° pulse to invert all spins from 

equilibrium magnetization into the negative Mz-direction, followed by a fixed delay time 
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(the inversion time) before an excitation pulse is played out [29]. By selecting an inversion 

time that corresponds to the time when the magnetization from a specific tissue type (such 

as arterial blood or CSF) crosses the zero-magnetization point, the excitation pulse does 

not excite the selected tissue, and its signal will be suppressed. For 2D black-blood imaging, 

the initial non-selective inversion pulse can be followed quickly by an additional slice-

selective inversion pulse (double IR) in the plane of the imaging slice. This helps maintain 

the signal of the tissues and vessel walls within the slice of interest, while the non-selective 

inversion pulse can still null the signal from the blood that flows into the slice. However, 

especially when operating at higher magnetic field strengths (> 3T), this approach presents 

different limitations. Firstly, the one (single IR) or two (double IR) 180° inversion pulses 

introduce a substantial specific absorption rate (SAR) burden, where the SAR of a pulse is 

roughly proportional to the square of the field strength. Secondly, increased transmit field 

inhomogeneity at higher fields limits the accuracy and extent of the non-selective inversion 

pulse, thereby introducing artefacts and reducing the suppression of blood flowing 

upstream through the neck. Finally, the longer T1-relaxation times at higher fields increase 

the required inversion times, resulting in restrictively long scan times. 

Phase spoiling-based preparation modules make use of the spatial dependence of the 

magnetic field strength when a gradient magnetic field is applied. Since the Larmor 

frequency scales linearly with the magnetic field strength, this results in spatially dependent 

precession frequencies, and in the case of moving spins, it consequently results in 

precession frequencies that change over time as the spins move through the gradient field. 

Analogously to how diffusion-weighted MRI sequences use this property for signal 

attenuation along the direction of applied gradients, phase spoiling-based preparation 

modules can use it for the suppression of moving spins in the blood and/or CSF. Two 

examples of such preparation modules are motion-sensitized driven equilibrium (MSDE) 

and delay alternating with nutation for tailored excitation (DANTE) [30,31]. 

MSDE modules consist of three pulses: a 90° excitation pulse, a 180° refocusing pulse, and 

a 90° pulse with opposite phase to the excitation pulse for return of the magnetization to 

the longitudinal direction. Between the pulses, two strong gradients with the same duration 

and amplitude are applied. For stationary spins, the dephasing during the first gradient is 

the same as the rephasing during the second gradient, resulting in refocusing when the 

third pulse is applied. Consequently, stationary spins can retain their equilibrium 

magnetization. For moving spins that have changed their location along the gradient 

direction, however, the amount of dephasing and rephasing will be different, and their 
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magnetization at the end of the MSDE module will be attenuated (assuming a range of 

velocities, such as is usually the case for laminar flow). Although MSDE can provide 

suppression of fast-flowing spins in the blood, the low velocity of spins in the CSF does 

not result in a significant change in the CSF signal [30]. As is the case for (double) inversion 

recovery modules, at high magnetic field strengths, MSDE also suffers from high SAR 

levels due to the three high-flip angle pulses [32].  

DANTE is a phase-spoiling-based preparation strategy that does not require high flip angle 

pulses and is therefore better suited for use at ultra-high field strengths. Additionally, 

contrary to MSDE, DANTE can suppress the signal of slowly moving CSF as well as blood 

signal, facilitating the delineation of both the inner and outer vessel wall boundaries. 

DANTE uses a series of nonselective low-flip angle pulses (with alternating phase) with 

strong gradients (Figure 1.4). As the word ‘excitation’ in DANTE suggests, it was originally 

developed as a (frequency-dependent) readout module, and it has also been used for spatial 

tagging in cardiac MRI [33]. Li et al. [31], however, proposed that DANTE’s inherent 

phase-spoiling properties for flow along the applied gradient direction can also be used to 

suppress the MR signal of moving spins. Due to the alternating phase of the DANTE 

excitation pulses and the fixed gradient area after each DANTE pulse, the magnetization 

from stationary spins remains coherent during a DANTE pulse train. Therefore, stationary 

spins only experience a small amount of signal attenuation (caused by relaxation effects 

following the RF pulses) and obtain a steady state. Spins that move along the DANTE 

gradient direction, however, experience quadratic phase accumulation, which rapidly 

attenuates their longitudinal magnetisation. This results in a contrast consisting of bright 

static tissues and attenuated moving tissues, where the attenuation can already be 

substantial for spins moving at the order of millimetres per second [31]. Due to the 

quadratic dependence of SAR on flip angles, the SAR of a complete DANTE-preparation 

module is typically smaller than that of even a single 180° refocusing pulse, as is required 

for MSDE- and DIR-preparation modules, despite the large number of pulses (typically 

100-300) used in DANTE. Additionally, since the performance of DANTE does not 

require excitation with exact predefined flip angles, such as is the case for the inversion- 

and excitation pulses in MSDE and DIR, DANTE also benefits from reduced sensitivity 

to transmit field inhomogeneity. 
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Figure 1.4: Sequence diagram of a DANTE-preparation module consisting of NP pulses of flip angle α with DANTE 

interpulse repetition time tD. 

1.3.3 DANTE-SPACE 

Most of the VWI preparation modules described above can be used in combination with 

various readout sequences. The most common type of readout modules in the context of 

VWI [27] are turbo spin echo (TSE) readouts [28], which benefit from intrinsic black-blood 

contrast due to inefficient refocusing of moving spins throughout the echo train. 

TSE acquisitions facilitate rapid acquisition of high-resolution 3D data by using a single 

excitation pulse followed by a train of refocusing pulses. Each refocusing pulse produces 

an additional echo, making it possible to acquire multiple k-space lines per TR. By using 

short, non-selective refocusing pulses, an echo can be generated every few milliseconds. 

This can increase the possible length of the echo train to tens or even hundreds of readouts.  

Originally, 180° pulses were used for each of the refocusing pulses in TSE acquisitions. 

However, variable flip angle refocusing pulses are now commonly used to increase the 

image sharpness and to increase number of refocusing pulses by more efficiently using the 

available magnetization [34], while also providing a substantial reduction in SAR. Such 

variable flip angle pulse trains can be optimized to provide optimal sharpness and signal 

for the T1 and T2 of a specific tissue [28,34], such as the vessel wall in VWI [35]. Based on 

those relaxation times, a specified number of refocusing flip angles (referred to as the echo 

train length) can be calculated to provide a prescribed signal evolution during each readout. 

For example, a rapid signal reduction can be prescribed at the start of the readout to 

facilitate a more constant signal level during the central portion of the readout [28,35], 

thereby reducing blurring in the resulting images.  
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Different MRI vendors refer to variable flip angle TSE acquisitions using different terms. 

In this thesis, the term SPACE (sampling perfection with application optimized contrasts 

by using different flip angle evolutions) is predominantly used as it is regularly used for 

variable flip angle TSE VWI implementations in the literature [30,35–41] (including at 7T 

[35]) and corresponds to the name used by the vendor used for all acquisitions shown in 

this thesis. 

In the context of vessel wall imaging, the SPACE sequence can be combined with DANTE 

preparation to achieve simultaneous suppression of blood and CSF, as discussed in Section 

1.3.1. The sequence diagram of this DANTE-SPACE sequence is shown in Figure 1.5. 

Each DANTE-SPACE pulse train consists of a series of low flip angle pulses with strong 

gradients followed by a variable flip angle SPACE readout.  

 

Figure 1.5: Sequence diagram of the DANTE-SPACE vessel wall imaging sequence. Yellow pulses and gradients indicate 

the DANTE preparation and green pulses and gradients are the variable flip angle SPACE readout. The sequence shown 

here uses non-selective pulses for both DANTE and SPACE, with ky as the SPACE readout direction. 

Although SPACE implementations with different weightings rely on the same variable flip 

angle TSE concepts for rapid image generation, they use different repetition and echo times 

to generate the desired contrasts. T2-weighted protocols use a long TE and a long TR, T1-

weighted protocols use a short TE and a short TR, and proton density (PD)-weighted 

versions use a long TR but a short TE. As a result, different prescribed SPACE signal 

evolutions are used depending on the echo time of the selected weighting. Since constant 

signal is desired near the centre of k-space, short-TE implementations require a SPACE 

flip angle train with a constant prescribed signal level at the start of the readout. For long-

TE implementations, which cross the centre of k-space near the centre of the readout train, 

constant signal throughout the central portion of the SPACE readout is generally required. 
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The sequence diagram shown in Figure 1.5 is based on the T2-weighted DANTE-SPACE 

implementation at 7T previously introduced by Viessmann et al. [35]. This uses non-

selective pulses for both DANTE and SPACE without spatial or spectral saturation and 

combines 300 DANTE pulses of 10° with a T2-weighted SPACE readout using 73 variable 

flip angle pulses, a TR of 2.62 s, and a TE of 165 ms. Other studies in the literature have 

predominantly used DANTE-SPACE as a T1-weighted intracranial VWI sequence at 3T 

[30,36–38,40–43], with different implementations using various protocol settings (such as 

94 to 300 DANTE pulses with flip angles ranging from 8° to 13°) or other additions such 

as spatial or fat saturation pulses.  

T1-weighted DANTE-SPACE acquisitions benefit from low native CSF signal, therefore 

requiring less CSF suppression to achieve outer vessel wall delineation than T2-weighted 

acquisitions. As a result, T1-weighted intracranial VWI is regularly included in clinical 

practice at 3T [26], often in addition to post-contrast T1-weighted and PD-weighted 

contrasts but excluding T2-weighted contrasts [26]. VWI can benefit from multi-contrast 

acquisitions to distinguish different plaque components through variable signal contrasts 

[20]. For extracranial cervical VWI, T1-weighted, T2-weighted, and proton density-

weighted acquisitions are routinely combined to differentiate between stable and unstable 

atherosclerotic plaques by identifying the major plaque components [20,26,44]. However, 

intracranial multi-contrast VWI is more challenging due to long acquisition times to achieve 

the desired contrasts and resolutions (often <0.4 mm for vessel walls around the Circle of 

Willis) [25,26]. The combination of their longer scan times and higher native CSF signal 

means that T2-weighted acquisitions are currently generally not included in clinical 

intracranial VWI [20,36,41,45]. In this thesis, the potential of T2-weighted DANTE-

SPACE for visualizing the intracranial arteries is further investigated. Simulations are first 

used to optimize the protocol parameters at 7T. Finally, the results of T2-weighted 

DANTE-SPACE at 3T and at 7T are compared to assess the benefits of the additional 

SNR at ultra-high field for facilitating a more comprehensive cerebrovascular assessment. 
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2  

High Field Acquisition and Reconstruction 

Methods 
2.1 7 Tesla MRI 

2.1.1 General 

Since the first human scans in the 1980s, MRI has seen a rapid increase in both the number 

of MRI publications and the field strength of the MRI scanners [46]. The first scanners 

used sub-tesla resistive electromagnets or permanent magnets, followed by the first 0.15T 

superconducting magnet used for MRI in 1982 [46,47]. Nowadays, most clinical MRI 

systems operate at 1.5T or 3T, while nearly 100 ultra-high field 7T scanners are already 

available in a research setting [48].  

Those higher magnetic field strengths (𝐵0) are desirable in MRI because of the resulting 

supralinear increase in signal and SNR. For example, direct comparisons of measurements 

at different field strengths have found the average SNR in the brain to be proportional to 

𝐵01.65 [49], with the SNR in the centre of a phantom scaling by as much as 𝐵01.94 [50]. 

As a result of this increased SNR, UHF MRI also allows for acquisitions at higher (spatial 

or temporal) resolutions. This makes it possible to detect finer structures, such as smaller 

vessels in MR angiography or to achieve improved plaque component characterization in 

VWI. Furthermore, over the range of field strengths used for MRI, increasing magnetic 

field strengths typically result in an increase in the T1 relaxation time and a decrease in the 

T2 relaxation time. This can provide both advantages and disadvantages to the resulting 

contrasts, depending on the sequence. For example, the background suppression in MR 

angiography is improved by the longer T1 of static tissue at 7T, resulting in the clear 

visualization of narrow vessels which are not visible at 3T [51].  

Increased magnetic field strengths also introduce technical challenges and limitations. 

These challenges include additional concerns about implant safety and increased magnetic 

susceptibility artefacts, but the biggest challenges in terms of sequence design are 

introduced by changes in the specific absorption rate (SAR) and static and radiofrequency 
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field inhomogeneity. This chapter surveys the advanced MRI concepts and methodologies 

that are used in the subsequent experimental chapters of the thesis. 

2.1.2 SAR 

The SAR (in Watts/kg) is used to describe the RF power deposition in tissue due to RF 

pulses. To ensure subject safety, there are limits on both the global SAR and the local SAR 

(defined as the SAR within any 10g averaging volume). Although the global SAR limits are 

the same at all field strengths (with special additional local SAR limits when using local 

transmit coils, which is more common at 7T) [52], the SAR depends on the electric field 

strength 𝐸. Since the component of the electric field which is generated by the time-varying 

magnetic fields is proportional to the Larmor frequency 𝜔0 of an RF pulse, this component 

of 𝐸 also scales with 𝐵0: 

SAR ∝ |E|2 ∝ (𝐴𝑝𝜔0)
2

= (𝐴𝑝𝛾𝐵0)
2
, 2.1 

where 𝐴𝑝 denotes the amplitude of the RF pulse and 𝛾 is the gyromagnetic ratio [53]. This 

shows that the 𝐵-dependent SAR component is proportional to the square of the main 

magnetic field strength, so with all other things (including the local 𝐸-fields around 

capacitors) being equal, the SAR at 7T is 5.4× higher than at 3T and 21.8× higher than at 

1.5T. This means that although the SAR limits are the same at all field strengths, they 

impose much more stringent limitations on sequence design at 7T.  

The SAR is also proportional to the square of the RF pulse amplitude 𝐴𝑝, even though the 

applied flip angle of an RF pulse is linearly proportional to 𝐴𝑝. This means that when 

reducing 𝐴𝑝 by a factor 𝑛 while increasing the pulse duration 𝑡 by the same factor, the 

resulting flip angle 𝐹𝐴 remains the same: 

𝐹𝐴 =
𝐴𝑝

𝑛
∗ 𝑛𝑡 = 𝐴𝑝 ∗ 𝑡, 2.2 

while the resulting SAR energy is reduced by a factor 𝑛: 

𝐸𝑆𝐴𝑅 ∝ (
𝐴𝑝

𝑛
)
2

∗ 𝑛𝑡 =
1

𝑛
𝐴𝑝

2 ∗ 𝑡. 2.3 

This property is used in this thesis to reduce the SAR of MRA acquisitions at 7T by 

increasing the pulse duration. In addition, calculations using the quadratic dependence of 
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the SAR on 𝐴𝑝 are used to ensure that the DANTE-preparation modules using different 

flip angles and/or numbers of pulses remain within the SAR limits. 

2.1.3 B1+ Inhomogeneity 

In addition to increased SAR, MRI at higher 𝐵0 also introduces limitations to the 

homogeneity of the transmit (B1+) and receive (B1-) fields. This is a result of the high 

Larmor frequency of nearly 300 MHz at 7T. This means that electromagnetic waves at 300 

MHz travelling at the speed of light in vacuum (𝑐0 = 3 × 108 m/s) have a wavelength 

(𝜆0) of approximately 1 metre. However, the speed of light in the human body is 

substantially reduced due to (in particular) the relative permittivity (𝜀𝑡) of the tissue, 

resulting in a reduction in the RF wavelength (𝜆𝑡) in tissue: 

𝜆𝑡 =
2𝜋𝑐𝑡

𝜔0
=

2𝜋𝑐0

𝜔0√𝜀𝑡

=
𝜆0

√𝜀𝑡

 . 2.4 

Using the relative permittivity values used in the IT’IS Virtual Family [54,55], this gives an 

RF wavelength at 300 MHz of about 14 cm in grey matter (𝜀𝑡 = 52) and 16 cm in white 

matter (𝜀𝑡 = 39). In addition to the high relative permittivity in tissue, these wavelengths 

are further attenuated by the increased conductivity (𝜎) in tissue, which introduces a small 

additional reduction to the RF wavelength [56] through:  

                      𝜆𝑡 =
2𝜋

𝜔0
[
𝜇𝜀0𝜀𝑡

2
(1 + √1 + (

𝜎

𝜀0𝜀𝑡𝜔0
)
2

)]

−1/2

=
𝜆0

√𝜀𝑡

  [
1

2
(1 + √1 + (

𝜎

𝜀0𝜀𝑡𝜔0
)
2

)]

−1/2

= 
𝜆0

√𝜀𝑡

 𝐹(𝜎, 𝜀𝑡, 𝜔0), 

2.5 

where the final expression is the result of Equation 2.4 multiplied by an additional 

attenuation factor 𝐹(𝜎, 𝜀𝑡, 𝜔0) ≤ 1. For grey and white matter, 𝐹(𝜎, 𝜀𝑡, 𝜔0) is around 0.89 

and 0.91, respectively (again using the tissue properties used in the IT’IS Virtual Family 

[54,55]). Using Equation 2.5, this results in wavelengths at 300 MHz of about 12.3 cm in 

grey matter and 14.7 cm in white matter.   

These values are smaller than the typical dimensions of the human head, resulting in a 

‘standing wave’ pattern in the transmit field with areas of higher and lower B1+ sensitivity. 

This leads to spatially varying flip angles and therefore spatially varying image contrasts at 

7T. This is also shown in Figure 2.1, which indicates that the low wavelengths in tissue at 
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7T result in contrast variations which are less challenging at magnetic field strengths of 3T 

or below.  

Various techniques which aim to improve the homogeneity of UHF acquisitions have been 

introduced. These include high-permittivity dielectric pads which manipulate the transmit 

field distribution [57,58], adiabatic RF pulses with reduced RF field sensitivity [59], and the 

use of multiple independently controlled transmission channels [60]. The latter, which is 

known as parallel transmission (pTx), will be further discussed in Section 2.3. 

 

Figure 2.1: Simplified B1+ inhomogeneity effects at different RF wavelengths (corresponding to different B0 field 

strengths). For each wavelength, the rows show (a) the estimated transmit field (assuming a FOV of 24×24 cm with a 

30 cm diameter birdcage coil; the head is simulated as a single homogeneous volume), followed by resulting (b) GRE 

simulations (FA 20°; TE/TR = 0.01/0.05 s) and (c) spin-echo (SE) simulations (90° excitation pulse followed by 180° 

refocusing pulse, TE = 0.01 s). Simulations in (b) and (c) are generated by scaling the default MATLAB “mri” image 

based on the signal loss due to the transmit fields in (a), assuming T1/T2 = 1.3/0.11 s and nominal flip angles in the 

centre of the head. 

2.2 Parallel Imaging 

2.2.1 Principles 

Section 2.1.3 discussed the effects of the short RF wavelengths at 7T on the resulting 

transmit fields. These shorter wavelengths also affect the receive sensitivity field (B1-), 

which at UHF suffers from reduced penetration depth but also provides increased spatial 

separation of the sensitivity profiles of multi-channel receive coil arrays. This increased 
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spatial separation benefits the performance of parallel imaging techniques at UHF. Parallel 

imaging [61] is a robust method to accelerate MRI acquisitions by only acquiring partial k-

space data, after which the information acquired from different receive channels is 

combined to remove aliasing artifacts. This can be used to achieve shorter acquisition 

times, thereby improving patient comfort, and reducing the risk of subject motion during 

a scan. 

The individual channels in a receive coil array are positioned at different locations around 

the head of the subject (for intracranial imaging). As a result, each channel has a different 

spatial sensitivity profile, generally with the highest sensitivity close to the centre of the 

channel, as shown in Figure 2.2.  

 

Figure 2.2: Sensitivity maps (“Sensitivity”) and the resulting single-channel images (“Scan”) of a synthetic 8-channel 

head receive coil array at 7T. The sensitivity maps shown here are a subset of the measured sensitivity maps of a 32-

channel head coil, of which only 8 channels (within the same axial plane) are shown here for clarity. Brighter areas indicate 

increased sensitivity. The “Scan” images are generated by modulating the default MATLAB “mri” image by the respective 

sensitivity profiles. Uncorrelated Gaussian k-space noise was added to visualize noise propagation in later figures. 

Acquisitions from the different receive channels only contain information about areas in 

the imaged volume where a channel has sufficient sensitivity. Different approaches can be 

used to combine the multi-channel data. The most straightforward approaches are to either 
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sum the magnitudes of the different channels at each location (Figure 2.3b), or to use the 

root sum-of-squares of the individual channels (Figure 2.3c). Although those approaches 

are straightforward, the bottom row in Figure 2.3 shows that the sum of magnitudes 

amplifies the noise, while the root sum-of-squares generates coil-combined images with 

intensity profiles which are different from the underlying MR signal. This can result in 

sensitivity bias and reduced SNR. However, if information about the spatial sensitivity (𝑆𝑖) 

of each channel is available, this can be used to derive a coil-combined image (𝐼𝑐𝑐) which 

represents the underlying MR signal as [62]: 

𝐼𝑐𝑐 = 
∑ 𝐼𝑖𝑆𝑖

∗
𝑖

∑ 𝑆𝑖𝑆𝑖
∗

𝑖
, 2.6 

where 𝐼𝑖 is the acquired image from channel 𝑖 and asterisks denote the complex conjugate. 

As is visible in Figure 2.3d, this can provide an unbiased image estimate. 

 

Figure 2.3: Different methods for receive coil combination, reconstructed from the 8-channel data in Figure 2.2. The 

first row shows (a) the ground truth MATLAB “mri” image, (b) the normalized sum of the magnitudes of the multi-

channel images, (c) the root sum-of-squares of the multi-channel images, and (d) the sensitivity-weighted reconstruction 

(Equation 2.6). The second row shows the (4× boosted) differences between the reconstructions in (b-d) and the ground 

truth in (a), where brighter and darker areas correspond to signal over- and under-estimation, respectively.  

The results in Figure 2.3 were generated using the synthetic multi-channel images shown 

in Figure 2.2 to facilitate direct comparison of the resulting coil-combined images to the 

underlying ground truth. This indicates bias-free coil-combined images when using 

Equation 2.6. In actual acquisitions, the accuracy of reconstructed images is limited by 
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acquisition noise (as is visible in Figure 2.3d), as well as inaccuracies in the assumed coil 

sensitivity profiles. Those coil sensitivity profiles depend on the loading of the coil and the 

positioning of the subject. Therefore, estimates of the sensitivity profiles in each individual 

scan session are required to provide the best sensitivity-weighted reconstructions 

(Equation 2.6). This is possible using ESPIRiT [63], which estimates receive coil sensitivity 

maps from the central portion of the acquired k-space of the different receive channels. 

2.2.2 ESPIRiT Coil Sensitivity Estimation 

ESPIRiT (Eigenvalue iTerative Self-consistent Parallel Imaging Reconstruction) [63] is 

used in this thesis for coil sensitivity estimation. This is required for sensitivity-weighted 

receive coil combination (Equation 2.6) and for compressed sensing image reconstruction, 

which will be described in Section 2.2.4. ESPIRiT achieves accurate sensitivity profile 

estimation through eigenvalue decomposition of a reconstruction operator 𝓦 in patches 

of the so-called calibration region, which is a fully-sampled central portion of k-space. 𝓦 

is a function of two underlying matrix operators: the operator 𝑅𝑟, which extracts a 

calibration region patch of 𝑁 samples around a location 𝑟, and the matrix 𝑉∥, which spans 

the row space of the calibration matrix 𝐴. The matrix 𝐴 is a Block-Hankel representation 

of the calibration region, in which each row corresponds to a different k-space patch 

(extracted by 𝑅𝑟): see Figure 2.4.  

 

Figure 2.4: Schematic of the Block-Hankel matrix representation of the k-space calibration region as used for ESPIRiT 

coil sensitivity estimation [63]. The role of the operator Rr is shown using the orange arrow for a 3-by-3 kernel.  

Using the patch extraction operator 𝑅𝑟, the calibration region row space matrix 𝑉∥, and the 

number of samples per patch 𝑁, the reconstruction operator 𝓦 is defined as 
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𝓦 =
1

𝑁
∑ 𝑅𝑟

𝐻𝑉∥𝑉∥
𝐻𝑅𝑟

𝑟
, 2.7 

where superscript H denotes the Hermitian (complex conjugate transpose) operation. The 

underlying k-space is invariant to the operator 𝓦 [63]. By rewriting k-space as the Fourier 

transform (ℱ) of the underlying magnetization 𝑚 weighted by the coil sensitivities 𝑆, this 

means that:  

𝓦ℱ𝑆𝑚 = ℱ𝑆𝑚,  2.8 

such that:  

ℱ−1𝓦ℱ𝑆𝑚 = 𝑆𝑚. 2.9 

This implies that the coil sensitivities form an eigenvector of ℱ−1𝓦ℱ with eigenvalue 1 

at locations where 𝑚 ≠ 0. Therefore, explicit complex sensitivity maps can be found at 

each location with non-zero signal through eigenvalue decomposition of the matrix 

ℱ−1𝓦ℱ at those locations and choosing only the eigenvectors with eigenvalue 1. 

Since ESPIRiT uses only the central portion of the acquired k-space data, it requires no (to 

very little) additional scan time while still providing high precision sensitivity estimates [63].  

2.2.3 SENSE and GRAPPA 

As mentioned in Section 2.2.1, parallel imaging [61] facilitates accelerated acquisition of 

MRI data by only acquiring specific parts of multicoil k-space data, after which the missing 

k-space samples are approximated using the sensitivity encoding of the different receive 

channels. The two main methods for reconstructing regularly undersampled k-space data 

are SENSE (Sensitivity Encoding [64]) and GRAPPA (Generalized Autocalibrating 

Partially Parallel Acquisitions [65]). Although both can be shown to obtain missing values 

using the same restrictions based on the subspace of the coil sensitivities [63], they are 

different in their implementation. Most notably, SENSE operates in image space, where it 

disentangles aliased reconstructions using coil sensitivity maps, while GRAPPA 

interpolates missing values directly in k-space, as shown in Figure 2.5.  
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Figure 2.5: The basic ideas of GRAPPA and SENSE in unaliasing undersampled images. GRAPPA aims to directly 

estimate missing k-space values, while SENSE disentangles aliased images using multi-coil sensitivity information in 

image space. Low-resolution data are shown to more clearly visualize the undersampled k-space. 

Figure 2.6 schematically shows the basic principle behind SENSE reconstruction, including 

a simplified example of how SENSE uses sensitivity maps to unalias multicoil acquisitions. 

This example is shown for an acceleration factor of 𝑅 = 2 and using only two receive 

channels. The equations to the right of Figure 2.6 show how the underlying signal can be 

calculated as a weighted average of the measured signals. To generalize this process to 

higher numbers of receive channels (𝑁𝑐ℎ) and higher acceleration factors (𝑅 ≤ 𝑁𝑐ℎ), and 

to also account for noise correlation, the general SENSE formulation uses a more efficient 

matrix representation [64]. This matrix representation calculates the underlying 

magnetization 𝑚 from the multi-channel sensitivity information 𝑆, the noise correlation 

matrix Ψ, and the multi-channel measured images 𝐼 as: 

𝑚 = (𝑆𝐻Ψ−1𝑆)−1𝑆𝐻Ψ−1𝐼. 2.10 

Although SENSE benefits from being more intuitive by operating in image space, 

GRAPPA is used in this thesis for the reconstruction of regularly undersampled DANTE-

SPACE data.  
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Figure 2.6: Image unaliasing of an R = 2 undersampled acquisition based on the combination of (a) the sensitivity 

profiles of two different coil channels and (b) the resulting acquired images. For each channel (denoted 𝑖), the measured 

value at a given voxel location (𝐼𝑖 , shown in purple) is the sum of the sensitivity-weighted signal at that location (red) and 

the sensitivity-weighted signal aliased from a distance 𝐹𝑂𝑉/2 away (blue). Using the sensitivity maps, the aliased images 

can be disentangled to calculate the underlying MR signal at both locations (𝑚𝑎 and 𝑚𝑏), as shown to the right. 

Since GRAPPA operates directly in k-space, it performs the anti-aliasing correction before 

applying a Fourier transform (to image space) and therefore does not require explicit 

sensitivity maps. GRAPPA utilizes the redundancy in multi-channel k-space to interpolate 

missing k-space lines as a weighted average of acquired k-space lines. This redundancy, 

which can be proven based on the existence of a null-space of the calibration matrix 𝐴 

used in Section 2.2.2 [63], exists because coil sensitivity profiles result in the acquired k-

space values being smeared out over a neighbouring portion of k-space [61]. As this 

smearing effect is the same throughout k-space, detecting its effects in one area makes it 

possible to extract information about missing k-space values based on the surrounding 

values. 

The interpolation of missing values is implemented as the weighted average of acquired k-

space values within a small area surrounding the missing value, known as a kernel. 

Interpolation using a small kernel is generally sufficient since the nearby values contribute 

most to a missing value, while resulting in improved computational efficiency. Although a 

kernel only considers a small subset of k-space, information from all receive channels is 

used to interpolate the missing values in each individual channel. Therefore, when using an 

𝑁𝑥 × 𝑁𝑦 kernel, the value of each missing k-space value (for each channel) is interpolated 

as the weighted average of 𝑁𝑥 ∗ 𝑁𝑦 ∗ 𝑁𝑐ℎ acquired k-space values. In GRAPPA, those 
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weights are calculated by fitting the additional acquired data in the calibration region to the 

surrounding data using the same 𝑁𝑥 × 𝑁𝑦 kernel.  

Although both SENSE and GRAPPA provide aliasing-free reconstructions within reduced 

scan times, they do introduce an SNR penalty. This SNR penalty consists of two 

components: a √𝑅 noise amplification because of the reduced number of acquired samples, 

and an additional spatially variant geometry-dependent noise amplification factor 𝑔 ≥ 1 

(known as the g-factor). As a result, the SNR at a location 𝑟 in a parallel imaging-accelerated 

acquisition (𝑆𝑁𝑅𝑃𝐼) is reduced from the fully sampled SNR (𝑆𝑁𝑅𝑓𝑢𝑙𝑙) as: 

𝑆𝑁𝑅𝑃𝐼(𝑟) =
𝑆𝑁𝑅𝑓𝑢𝑙𝑙(𝑟)

𝑔(𝑟)√𝑅
. 2.11 

The g-factor noise amplification profile depends on a combination of different factors, 

such as the number of receive coils and the separation of their sensitivity profiles, the 

imaging orientation, and the direction and acceleration factor of the undersampling [66]. 

In general, it increases as the required amount of unaliasing increases (such as at higher 

acceleration factors and using smaller field-of-views). This is also visible in Figure 2.7, 

which shows the reduced SNR and increased g-factors at higher GRAPPA acceleration 

factors. 

 

Figure 2.7: GRAPPA reconstructions and g-factor noise amplification maps at different acceleration factors R. Data 

were reconstructed using the simulated 8-channel coil data shown in Figure 2.2. Figures (b-d) were undersampled along 

the left-right direction. The g-factor maps were estimated using the method described by Breuer et al. [66] and masked 

for clarity. 
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2.2.4 Compressed Sensing 

Although parallel imaging methods such as SENSE and GRAPPA can provide 

substantially accelerated acquisitions, they are generally limited to acceleration factors of 

about 3-4 due to the reduction in image quality. An alternative technique which can 

reconstruct data with even higher acceleration factors is called compressed sensing (CS) 

[67]. CS reconstruction requires (pseudo-)randomly undersampled k-space data to prevent 

structured artefacts.  

Figure 2.8b shows that the regular undersampling used in SENSE and GRAPPA results in 

structured aliasing artifacts. At low acceleration factors the aliased copies can still be 

separated, but at 𝑅 = 10 it becomes harder to distinguish features of the underlying image. 

However, using randomized sampling, Figure 2.8d shows that the image appears noisy but 

without structured artefacts. As a result, some basic features of the sample are still visible 

at very high acceleration factors. 

  

Figure 2.8: The undersampling strategies and resulting initial reconstructions as used for (a-b) SENSE or GRAPPA 

and (c-d) compressed sensing. Results are shown for acceleration factors of 3 (first row) and 10 (second row). An 

acquisition with readouts along the kz-direction (head-foot) is shown for visualization purposes. 

CS relies on the visibility of those underlying image features. In principle, the CS 

reconstruction algorithm iteratively (1) identifies some probable ‘true’ image features, (2) 

calculates the k-space signal corresponding to those features, (3) uses this information to 

improve the estimates of the missing k-space samples, and (4) reconstructs the k-space 

again.  
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If the identified features (in Step 1) are accurate, the changes to the missing k-space samples 

(in Step 3) reduce the amount of noise in the next reconstruction (in Step 4) and make it 

possible to identify further features of the underlying image. Two requirements for this 

approach to provide accurate reconstructions are firstly a reliable method for identifying 

underlying image features (in Step 1) and secondly an appropriate cost function to decide 

by how much k-space can be changed (in Step 3).  

For the first condition, MRI CS methods usually rely on sparsity, in which an image is 

assumed to consist of (near-)zero values in most locations, but high values in some 

locations. This is inherently true for reconstructed MRA data. In MRA, (near-)zero values 

are found in the suppressed background tissue, with high values in the vessels which only 

make up a small percentage of the voxels. Therefore, the voxels with the highest signal in 

the initial reconstruction of a CS undersampled MRA image are probable ‘true’ image 

features in the first step of the algorithm. However, in many cases (such as the example 

shown in Figure 2.8), there is no such inherent image sparsity. In such cases (or to achieve 

even more sparse versions of inherently sparse images), sparsifying transforms can be used 

to introduce sparsity. Various such transforms have been proposed, including different 

wavelet transforms [67–69], the discrete cosine transform [67], or a total variation measure 

[68]. Figure 2.9 shows an example of how the wavelet transform can be used to achieve a 

sparse representation of an image which is not inherently sparse. 

 

Figure 2.9: The wavelet transform as a sparsifying transform. A non-sparse image (a) becomes sparse when using its 

wavelet representation (b). As an example, the corresponding wavelet representation with 75% of the values replaced by 

zeros (c) can still provide an accurate version of the original image in image space (d). Results are shown for the Haar 

wavelet transform. In the wavelet images, horizontal, vertical, and diagonal coefficients are shown in the top-right, 

bottom-left, bottom-right corners, respectively. The contrast of the wavelet images is boosted to increase coefficient 

visibility. 

CS algorithms generally use cost functions which consist of a weighted sum of two terms: 

a term which enforces sparsity and a data-consistency term. This results in generalized cost 

functions of the form: 
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min
x

{|𝐴(𝑚) − 𝑏| +  𝜆|𝜙(𝑚)|1}. 2.12 

|𝐴(𝑚) − 𝑏| is the data-consistency term, in which 𝑏 denotes the acquired (undersampled) 

k-space data and 𝐴(𝑚) is the undersampled Fourier transform operator over the 

reconstructed image 𝑚. The second term, |𝜙(𝑚)|1, enforces sparsity on the reconstructed 

image 𝑚 using the sparsifying transform 𝜙 (in this case using L1-regularization). Finally, λ 

is a predefined regularization parameter which controls the trade-off between the data 

consistency and sparsity terms. 

2.3 Parallel Transmission 

2.3.1 Principles 

Section 2.1.3 described the limitations of UHF MRI due to B1+ inhomogeneity. When 

using a regular (single channel) transmit coil, field inhomogeneity intrinsically limits the 

homogeneity of the achieved signal levels and contrasts. However, it is also possible to use 

coils which consist of multiple transmit channels located at different locations around the 

imaged object, such as the coil model shown in Figure 2.10a. Although each of the parallel 

transmit channels has its own (inhomogeneous) transmit field, by manipulating the power 

and phase of the transmitted RF signal to each of the channels it is possible to modify the 

resulting combined transmit field. This process, known as parallel transmission (pTx) [60], 

allows for modification of the B1+ field. For a pTx coil consisting of 𝑁𝑇 transmit channels, 

the total combined B1+ field simply corresponds to the sum of the B1+ fields of the 

individual channels: 

B1𝑓𝑢𝑙𝑙
+ = ∑B1𝑖

+

𝑁𝑇

𝑖=1

= ∑𝑤𝑖𝑆𝑖

𝑁𝑇

𝑖=1

. 2.13 

Here, B1𝑖
+ denotes the transmit field of the 𝑖th channel, which is the product of the 

inherent transmit sensitivity 𝑆𝑖 and the complex pTx weight 𝑤𝑖 applied to the channel. The 

transmit sensitivity of any given channel depends on the coil geometry and loading of the 

coil and is therefore fixed during a scan session. However, the phase 𝜙𝑖 and amplitude 𝐴𝑖 

of 𝑤𝑖 can be dynamically changed over time.  

When using a specific set of complex weights such that 𝐴𝑖 = 1 and 𝜙𝑖 = 360∘ ∗ 𝑖/𝑁𝑇  (i.e., 

45° phase increments per channel for an 8-channel pTx coil), the combined transmit field 

of a pTx coil array corresponds to the transmit field of a single-channel birdcage coil of 
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similar geometry. An example of this specific combination of pTx weights, which is known 

as circular polarization (CP) or quadrature mode, is shown in Figure 2.10b. 

 

Figure 2.10: (a) Schematic 8-channel pTx coil [55] surrounding the Duke body model [54], and (b) an example 

simulation of the pTx B1+ field using CP-mode (shown by the 45° phase increments in the waveforms next to the 

different channels). A modified version of the simplified B1+ simulations described in Figure 2.1 was used to generate 

the fields in (b).  

2.3.2 RF Shimming 

Modification of the complex weights 𝑤𝑖 used to drive a pTx coil with a ‘conventional’ RF 

pulse (e.g., a sinc or Gaussian pulse) applied to each channel is known as RF shimming (or 

static pTx) [70]. It aims to modify the combined transmit field by modulating the phase 

and/or magnitude of the pTx channels. When using an 8-channel pTx coil, RF shims can 

be calculated with 7 different phase offsets (relative to a certain channel) and 7 different 

amplitudes (relative to a certain nominal value), providing up to 14 degrees of freedom. 

Those degrees of freedom can, for example, be utilized to design RF shim combinations 

which (within a region of interest) maximize the B1+ magnitude, optimize B1+ homogeneity 

[70,71], reduce the resulting SAR [72], or any weighted combination of different targets 

[60,72]. Figure 2.11 shows simulated examples of a B1+ field resulting from (a) a phase-

only RF shim [71], in which only the phase offsets of the pTx channels are changed (and 

𝐴𝑖 = 1 is used for all channels), and (b) a phase-and-magnitude RF shim. Note that the 

data shown in Figure 2.11 are equivalent to the CP-mode data shown in Figure 2.10b, but 

using different shim coefficients. For phase-only RF shims, the transmit field is modified 

by changing the interference patterns of the individual channels, resulting in different areas 

of constructive and destructive interference as desired. However, phase-and-magnitude RF 

shims can achieve improved shim performance using the 𝑁𝑇 additional degrees of freedom.  
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Figure 2.11: Examples of (a) phase-only RF shimming and (b) phase-and-magnitude RF shimming. For each channel 𝑖, 

𝜙𝑖 denotes the phase offset (relative to Channel 1) and 𝐴𝑖 denotes the relative amplitude of the RF waveforms shown in 

the surrounding subplots. Both shims aim to increase the B1+ in the middle of the prefrontal cortex.  

RF shimming, in which a single set of pTx weights is used during a given RF pulse, is the 

only pTx application used in this thesis. However, since the pTx weights can be modified 

on microsecond timescales, it is possible to introduce many additional degrees of freedom 

by continuously changing the pTx weights and waveforms during a pulse. This process, 

known as dynamic pTx, makes it possible to directly control the resulting magnetization at 

the end of a pulse (instead of only controlling the B1+ field during a pulse). Therefore, it 

can provide substantial improvements to the resulting signal homogeneity, or it can be used 

to achieve highly localized excitation (without excitation outside the target region). A 

comprehensive overview of dynamic pTx methods and applications can be found in Ref. 

[60].  

As mentioned in Section 2.3.1, the transmit sensitivity 𝑆𝑖 (as used in Equation 2.13) of each 

individual transmit channel depends on the loading of the coil and is therefore dependent 

on both the anatomy and positioning of the subject within the coil. This means that the 

pTx methods described above require subject-specific B1+ calibration measurements for 

the optimization of pTx weights. The acquisition (which will be discussed in Section 2.3.3) 

and processing of such subject-specific B1+ maps at the start of each scan session takes up 

multiple minutes and requires manual steps to identify the target regions in the subject, 

limiting the practical use of pTx. However, the transmit field of a given pTx channel across 

different subjects is highly correlated when the same body part (such as the head) is imaged 

in a similar position within the coil [73]. As a result, the combined B1+ field of a pTx coil 

using a given set of weights is also correlated across subjects. Therefore, it is often possible 

to design a single set of pTx weights which generates a transmit field with specific desired 
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properties in different subjects. Such a set of weights, which is known as a universal RF 

shim (or universal pulse for dynamic pTx) [73], can be calculated by simultaneously 

optimizing the weights based on the desired cost function in a representative population 

of subjects. If the resulting weights perform as desired for this population of subjects, the 

correlation between channels means that they generally also provide a B1+ field with the 

desired properties in future (unseen) subjects. This means that the use of universal RF 

shims facilitates the calibration-free use of pTx, which substantially reduces the overall scan 

time and improves the (clinical) workflow.  

2.3.3 B1+ and B0 Mapping 

The calculation of either subject-specific B0 or universal RF shims using Equation 2.13 

requires accurate multi-channel B1+ maps, either acquired from the imaged subject or from 

a database of subjects (for universal shims). Multi-channel absolute B1+ maps can be 

obtained through direct measurement of (linear combinations of) the absolute B1+ fields 

of the individual transmit elements. However, this is time-consuming and requires high 

sensitivity for the individual acquisitions. Alternatively, a single absolute B1+ map (B1𝑎𝑏𝑠
+ ) 

can be acquired that is combined across all 𝑁𝑇 transmit elements, together with a full set 

of relative B1+ maps (B1𝑟𝑒𝑙,𝑖
+ ) which are quicker and easier to obtain. Using this 

information, the absolute B1+ field of the 𝑖th transmit element can be calculated based on 

its relative contribution to the combined absolute B1+ field as follows: 

B1𝑖
+ =

B1𝑟𝑒𝑙,𝑖
+

∑ B1𝑟𝑒𝑙,𝑗
+𝑁𝑇

𝑗=1

B1𝑎𝑏𝑠
+ . 2.14 

Relative B1+ maps can be acquired based on the signal ratios of low-flip-angle spoiled 

gradient echo (SPGR) images acquired from the individual transmit channels. For some 

pTx applications, it can be sufficient to calculate RF shims or pulses based on relative B1+ 

maps alone. This is particularly the case when the maximum B1+ in all voxels within the 

target region can be assumed to be similar. However, when calculating an RF shim for a 

region which contains voxels with a large amount of variation in the maximum B1+, it is 

important to also take absolute B1+ measurements into account to ensure homogeneous 

B1+ for a calculated shim. 

Many different absolute B1+ mapping sequences are available in the literature. Those 

sequences differ in terms of, amongst other factors, their dynamic range, sensitivity, scan 

time, SAR, dimensionality (2D or 3D), and B0-dependence. A comprehensive overview 
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and comparison of various traditional absolute B1+ mapping sequences has been presented 

by Pohmann et al. [74], who recommend the use of satTFL (pre-saturation TurboFLASH 

[75]) at ultra-high field because of its low SAR. SatTFL acquires two TurboFLASH 

acquisitions: an image 𝑆𝑆𝑎𝑡 with a preceding pre-saturation pulse with nominal flip angle 

𝛼𝑛𝑜𝑚, and a reference image 𝑆0 without an additional pulse. The effective flip angle 𝛼(𝑟) 

at a location 𝑟 can be calculated from those two acquisitions as 

𝛼(𝑟) = arccos (
𝑆𝑆𝑎𝑡(𝑟)

𝑆0(𝑟)
). 2.15 

Since 𝛼(𝑟) only depends on the nominal flip angle, 𝛼𝑛𝑜𝑚, and the B1+ at the location 𝑟, 

this provides absolute information about the B1+.  

Traditional satTFL necessitates the use of a long delay for full signal recovery between the 

acquisition of the reference and prepared images, resulting in long acquisition times. A 

recently proposed modification of the satTFL sequence, called Sandwiched satTFL [76], 

removes this long delay and instead acquires 𝑆0 and 𝑆𝑆𝑎𝑡 images interleaved in rapid 

succession using modified readouts which introduce minimal magnetization history. As a 

result, Sandwiched satTFL facilitates the acquisition of 3D whole-head absolute B1+ maps 

in under a minute [76]. 

In many cases, the calculation of pTx shims or pulses requires additional information about 

the static field offset (ΔB0) to account for the frequency-dependent response of pulses. 

Such B0 maps can be acquired using 3D gradient-recalled echo acquisitions at two short 

but different echo times (𝑇𝐸1 and 𝑇𝐸2). Differences in the resonance frequency (Δ𝑓) can 

then be derived from the phase difference between the two images (𝐼1 and 𝐼2) as 

Δ𝑓 =
𝜙(𝐼1𝐼2

∗)

2𝜋(𝑇𝐸2 − 𝑇𝐸1)
, 2.16 

where the operator 𝜙 extracts the phase value in radians, and the asterisk denotes the 

complex conjugate.  

2.4 Extended Phase Graphs 

In an MRI experiment, each spin experiences a series of RF pulses and gradients. For an 

isolated spin isochromat (a single spin or group of spins precessing at the exact same 

frequency), the evolution of its magnetization over time can be estimated using Bloch 
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simulations, which solve for the Bloch equations [77] at different points in time during a 

pulse sequence. However, a typical voxel in reality consists of spins precessing at a range 

of frequencies. As a result, Bloch simulations must be carried out for a whole ensemble of 

isochromats and then averaged for the results to accurately represent the measured signal 

in an MRI acquisition. This can require hundreds of simulations for the results to converge, 

resulting in very long simulation times. 

Therefore, it can be more computationally effective and more accurate to express entire 

ensembles of isochromats based on their dephasing states. This approach is known as the 

extended phase graphs (EPG) formalism [78,79], in which an ensemble of isochromats is 

defined as a set of spins over a distance 𝜆 along the gradient direction such that a unit 

gradient (𝐺) of unit duration (Δ𝑡) results in a 2𝜋 difference in phase accrual for spins a 

distance 𝜆 apart:  

𝜆 =
1

𝛾𝐺Δ𝑡
. 2.17 

In the EPG formalism, the ensemble magnetization is described as a combination of 

different configuration states, where the configuration states are defined as states which 

correspond to discrete multiples of the amount of dephasing from a single gradient 𝐺. This 

can then be used to simulate echo generation and to calculate the evolution of the 

transverse and longitudinal magnetization signal over time. Note that for this, the standard 

EPG formalism implicitly assumes that the entire ensemble of isochromats experiences the 

same uniform transmit and receive profiles, that RF pulses happen instantaneously, and 

that B0 off-resonance can be neglected. Furthermore, although multi-dimensional 

implementations of the EPG formalism have previously been introduced, the description 

and implementation used here are limited to one-dimensional simulations. 

For EPG calculations, the configuration states are generally stored in a state matrix Ω which 

consists of three rows: 

Ω = [

𝐹0 𝐹1 𝐹2 ⋯
𝐹0

∗ 𝐹−1 𝐹−2 ⋯
𝑍0 𝑍1 𝑍2 ⋯

]. 2.18 

In Ω, the elements 𝐹𝑘, 𝐹−𝑘, and 𝑍𝑘 (corresponding to the first, second, and third rows) 

denote different configuration states of dephasing order 𝑘. The elements in the first row 

(𝐹𝑘) denote dephasing transverse magnetization, while the elements in the second row 
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(𝐹−𝑘) denote rephasing transverse magnetization. For both 𝐹𝑘 and 𝐹−𝑘, the dephasing 

order 𝑘 corresponds to the number of phase cycles (corresponding to unit gradients of 

unit duration) by which the configuration states are dephased. When imagining an 

ensemble of isochromats as a stack of spins which all point in the same direction when in-

phase, a dephased state of order 𝑘 corresponds to a helix consisting of 𝑘 twists (along a 

distance 𝜆), as shown in Figure 2.12. 

 

Figure 2.12: Graphical representation of the 𝐹𝑘, 𝐹−𝑘, and 𝐹𝑧 EPG states. Red arrows denote locations along the gradient 

direction. In the 𝐹0 state (to the far left), the phase of all transverse spins, represented by color-coded (for visibility) 

horizontal lines, is coherent. Application of positive or negative gradients of unit duration (as indicated by black arrows) 

dephases or rephases the ensemble by one period, corresponding to changing states from 𝐹𝑘 to 𝐹𝑘±1 (for ±𝐺𝛥𝑡). RF 

storage can shift dephased 𝐹𝑘 states into the longitudinal 𝑍𝑘 direction, as shown on the bottom row. 

The final row in Ω contains 𝑍𝑘 (= 𝑍−𝑘) states, which denote longitudinal magnetization 

with periodic variation (along 𝜆) in the amount of dephasing. 𝑍0 corresponds to 

equilibrium magnetization, and 𝑍𝑘 states with 𝑘 ≥ 1 are generated when the transverse 

magnetization in 𝐹𝑘 or 𝐹−𝑘 states is (partially) flipped back along the longitudinal axis.  

In terms of the underlying longitudinal (𝑀𝑧) and transverse (𝑀𝑥𝑦) magnetization along a 

distance 𝜆, 𝐹𝑘, 𝐹−𝑘, and 𝑍𝑘 can be defined using the set of equations: 
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                                          𝐹𝑘 =
1

2𝜋
∫ 𝑀𝑥𝑦(𝑧)

𝜆

0
𝑒−𝑖𝑘𝑧𝑑𝑧, 2.19a 

                                          𝐹−𝑘 = 
1

2𝜋
∫ 𝑀𝑥𝑦

∗ (𝑧)
𝜆

0
𝑒−𝑖𝑘𝑧𝑑𝑧,  2.19b 

                                          𝑍𝑘 = 
1

2𝜋
∫ 𝑀𝑧(𝑧)

𝜆

0
𝑒−𝑖𝑘𝑧𝑑𝑧. 2.19c 

This shows that at equilibrium, all 𝐹±𝑘 states are zero while 𝑍0 = 1 (using 𝑀0 = 1), such 

that the equilibrium state matrix Ω0 = [0, 0, 1]𝑇 describes the initial magnetization in an 

EPG simulation. By applying different transformations to Ω in accordance with the 

simulated sequence, the evolution of the state matrix can be calculated. For the EPG 

simulations in this thesis, five such transformations are used. These are the transformations 

corresponding to RF pulses (denoted 𝑇), relaxation (𝐸), dephasing due to gradients (𝑆), 

flow (𝐽), and diffusion (𝐷′), each of which is briefly discussed below. Using those 

transformations, the final state matrix can be calculated by applying the relevant 

transformations in chronological order. For example, for a basic spin echo sequence 

consisting of a 90° RF pulse followed by a 180° pulse, the resulting EPG state matrix 

(ignoring gradient, flow, and diffusion effects) can be calculated as Ω = 𝐸 ∗ 𝑇(180∘) ∗ 𝐸 ∗

𝑇(90∘) ∗ Ω0.  

The RF pulse transformation is applied using a matrix multiplication which can invert states 

from 𝐹±𝑘 to 𝐹∓𝑘, transfer between 𝐹𝑘 and 𝑍|𝑘|, or attenuate the magnitude of existing 

states as (for flip angle 𝛼 with phase 𝜙): 

𝑇(𝛼) =
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. 2.20 

Although 𝑇(𝛼) can transfer signal between different states with the same amount of 

dephasing (same |𝑘|), it does not change the level of dephasing. That instead happens while 

gradients are played out using the transformation 𝑆. Gradients introduce a change in the 

dephasing of transverse magnetization components, resulting in 𝐹𝑘 → 𝐹𝑘+Δ𝑘 for each 𝐹𝑘. 

The relaxation in a tissue with relaxation times 𝑇1 and 𝑇2 during a time 𝑑𝑡 is calculated 

using the relaxation transformation 𝐸, which changes the state matrix as: 
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Ω(𝑡 + 𝑑𝑡) = 𝐸(𝑑𝑡)Ω(𝑡) = [

𝐸2 0 0
0 𝐸2 0
0 0 𝐸1

] Ω(𝑡) + [
0
0

1 − 𝐸1

] Ω0, 2.21 

where 𝐸1 = exp (−𝑑𝑡/𝑇1) and 𝐸2 = exp (−𝑑𝑡/𝑇2). In the final expression, the first term 

introduces attenuation of all existing states, while the second term introduces T1-recovery 

of the longitudinal signal (such that Ω(𝑡 + 𝑑𝑡) → Ω0 as 𝑑𝑡 → ∞).  

The final two transformations, flow and diffusion, both correspond to row-wise 

multiplication with a diagonal matrix. Flow is defined as coherent motion of an ensemble 

with a velocity 𝑣 and an angle 𝛽 between the directions of the flow and the gradients. It 

introduces a phase shift to dephased components, which can be calculated using a diagonal 

matrix, 𝐽, with diagonal components defined as: 

diag( 𝐽 ) = exp (−𝑖 [𝑘1 +
Δ𝑘

2
,  𝑘1 +

Δ𝑘

2
,  𝑘1] 𝑣𝑑𝑡 cos 𝛽), 2.22 

where 𝑑𝑡 denotes the time interval, 𝑘1 the initial dephasing state, and Δ𝑘 the additional 

gradient dephasing during 𝑑𝑡. Note that that since flow along the gradient direction result 

in the displacement of a dephased state along the dephasing direction, 𝐽 only introduces a 

phase shift without changing the amplitudes of the underlying configuration states. 

The incoherent motion of diffusing spins is simulated in a similar way using the diagonal 

matrix 𝐷′, which increasingly reduces the contributions of higher-order terms (i.e., higher 

|𝑘|) as described by Weigel et al. [80]. For each column in Ω, the diagonal components of 

the diffusion transformation are calculated as 

diag(𝐷′ ) = exp (− [(𝑘1 +
Δ𝑘

2
)

2

+
Δ𝑘2

12
,   (𝑘1 +

Δ𝑘

2
)

2

+
Δ𝑘2

12
,   (𝑘1)

2]𝐷𝑑𝑡), 2.23 

where 𝐷 denotes the diffusion coefficient, 𝑑𝑡 the diffusion time, 𝑘1 the initial dephasing 

state, and Δ𝑘 the additional gradient dephasing during 𝑑𝑡. Note that since the coefficients 

in Equations 2.22 and 2.23 depend on the initial dephasing state 𝑘1, the resulting values 

are different for each column in Ω.  

In Chapter 5 of this thesis, the EPG framework is used to develop a simulation model for 

the DANTE-SPACE sequence.   
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3  

Head-and-Neck Multi-Channel B1+ Mapping 

and RF Shimming of the Carotid Arteries using 

a 7T Parallel Transmit Head Coil 
 

 

 

 

This work is currently under review (first revision) as a full paper in Magnetic Resonance 

in Medicine and is an extension of two abstracts presented at the Annual Meeting of 

ISMRM [81,82]. 

3.1 Introduction 

The increased SNR and longer T1-relaxation time for both tissue and blood at 7T have the 

potential to improve the contrast, resolution, and imaging time of intracranial 

neurovascular modalities such as cerebral angiography, vessel wall imaging, and perfusion. 

However, increasing B0 also introduces limitations due to increased specific absorption 

rate (SAR) and reduced homogeneity and spatial extent of the transmit magnetic field (B1+), 

as described in Section 2.1.  

When using typical transmit head coils at 7T, intracranial neurovascular imaging methods 

such as arterial spin labelling (ASL) [83–86] and intracranial vessel wall imaging [87] suffer 

from the rapid drop in B1+ into the neck. For ASL, this drop in B1+ limits the ability to 

effectively invert the inflowing blood in upstream labelling planes, such as in the carotid 

arteries in the neck [84]. For vessel wall imaging, it reduces the ability to suppress the signal 

in upstream arterial blood, which is required to provide sufficient black-blood contrast 

between the vessel wall and the inflowing arterial blood. Although higher nominal flip 

Key Conclusions 

▪ Accurate 3D B1+ maps in both the head and the neck can be 

reconstructed by combining data acquired with different RF shims 

and transmit voltages 

▪ Universal phase-only RF neck shims can provide substantial B1+ 

improvements 
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angles can be applied to increase the inversion or saturation efficiency of arterial blood in 

low-B1+ areas, this is in practice constrained by a quadratic increase in SAR and by adverse 

effects on the magnetization of stationary spins within higher B1+ imaging regions. 

Dielectric pads [57,88] can be positioned near the neck to increase both the transmit and 

receive sensitivity [84,89], which has been found to increase the B1+ efficiency in a slice 

just below the carotid siphon by 57% [84]. However, the use of dielectric pads increases 

experimental complexity and does not provide the ability to change the B1+ field over time, 

for example between different acquisitions or between signal preparation and readout 

modules within a single acquisition. 

Improved control over B1+ in the neck can also be achieved using parallel transmission 

(pTx) [60] coils, which consist of multiple separate transmit channels. pTx provides 

improved control over the B1+ field by manipulating the amplitude and/or phase of each 

of the individual transmit channels, known as RF shimming. This can be used to achieve 

improved spatial homogeneity of the B1+ field [70], to reduce the SAR, to achieve spatial 

[90,91] and spectral [92] selectivity, or to increase the B1+ magnitude within a particular 

region of interest. Therefore, the use of pTx coils for neurovascular imaging could be used 

to improve the B1+ in the feeding arteries in the neck, thereby allowing improved inversion 

or saturation of inflowing arterial blood.  

Most conventional head pTx coils are designed for imaging the brain and lack transmit 

penetration into the neck. To improve the B1+ coverage in the brainstem, the cerebellum, 

and the carotid arteries, previous work proposed custom pTx coil designs that consist of 

transmit elements surrounding both the brain and the neck (using fixed [93,94] or 

geometrically adjustable [95] transmit arrays). However, the use of such coil designs adds 

experimental complexity and expense relative to the use of conventional pTx coil designs. 

Therefore, this work focuses on the potential of improving B1+ in the neck using 

conventional head pTx coils.  

Before it is possible to calculate and optimize the achieved B1+ field using pTx methods, 

the transmit field of all individual pTx channels must be characterized. Such multi-channel 

B1+ mapping [74] aims to measure the transmitted magnitude and relative phase of each 

transmit channel. Acquiring these data in both the head and the neck using pTx head coils 

can be challenging due to a combination of low RF penetration into the neck and the 

inherently limited dynamic range, defined as the range of B1+ values for which a mapping 

method provides accurate values [74], of B1+ mapping techniques. Utilizing B1+ mapping 
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techniques with typical transmit voltages provides accurate data in the brain but does not 

provide useful information in the low-B1+ areas in the neck. Conversely, using high 

transmit voltages can achieve improved B1+ coverage in the neck, but is inaccurate for 

high-B1+ regions in the head.  

This chapter proposes and validates an approach which combines B1+ mapping data 

acquired at 7T using two complementary RF shims (to ensure adequate overall coverage) 

and at multiple transmit voltages to allow robust reconstruction of multi-channel B1+ maps 

for both the head and the neck. Subsequently, data acquired using the proposed method 

are used to investigate how RF shimming can be used to improve the B1+ magnitude in 

the major feeding arteries in the neck. 

3.2 Theory 

As described in Section 2.3.3, multi-channel absolute B1+ maps can be calculated from a 

combined absolute B1+ map (𝐵1𝑎𝑏𝑠
+ ) and a full set of relative B1+ maps (𝐵1𝑟𝑒𝑙

+ ) using 

Equation 2.14. For this, relative B1+ maps can be acquired based on the signal ratios of 

spoiled gradient echo (SPGR) images acquired from the individual transmit channels. In 

the low flip angle regime, SPGR signal levels are proportional to transmit field magnitudes. 

However, with large spatial variation of the transmit field strength (such as between the 

head and the neck at 7T), this low flip angle assumption does not apply over the full FOV. 

Therefore, Padormo et al. [96] proposed combining SPGR data from different RF 

transmission voltages. For the 𝑗th transmission voltage, the measured ratio between the 

steady-state SPGR signal 𝑆𝑗 and the applied transmission voltage 𝑑𝑗 can be expressed using 

the low flip angle approximations as  

𝑆𝑗

𝑑𝑗
= 𝐼𝑝𝑟𝑜𝑝 +

𝜀

𝑑𝑗
+

𝑛𝑗

𝑑𝑗
, 3.1 

 

where 𝐼𝑝𝑟𝑜𝑝 ∝ 𝐵1𝑟𝑒𝑙
+  is the desired B1+-proportional image intensity, 𝜀 denotes the 

Gaussian noise contribution, and 𝑛𝑗  (which is always negative) corresponds to systematic 

errors due to the low flip angle approximation in the presence of saturation effects. Using 

this equation, the B1+-proportional image component of each individual voxel is calculated 

for each transmit channel using maximum likelihood estimation [97] across the datasets 

acquired at different transmission voltages.  
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We propose using a similar approach to increase the dynamic range of absolute B1+ 

measurements by combining acquisitions using different transmit voltages (50V, 100V, and 

175V per channel). Those voltages were chosen to cover a wide range of resulting transmit 

values, while maintaining overlapping dynamic ranges and remaining within SAR limits. 

The B1+ maps are acquired using Sandwiched SatTFL [76] (as described in Section 2.3.3), 

which has a reported dynamic range of 40° to 120° (at a per-channel voltage of 60V). We 

increase this dynamic range by acquiring data at different transmit voltages with overlap in 

the dynamic range of the maps: see Figure 3.1. We propose a series of consistency criteria 

to identify which voxels in each map are within the identified dynamic range. The individual 

reconstructions are first expressed in voltage-independent units of Hz/V. Then, on a 

voxel-by-voxel basis, measured values are excluded from the final (combined) B1+ map if: 

1. The reference image (𝑆0) signal is smaller than the noise standard deviation; or 

2. The measured value at a given transmit voltage is outside the dynamic range (<4.44 

Hz/V at 50V, <2.22 Hz/V or >6.67 Hz/V at 100V, or >3.81 Hz/V at 175V); or 

3. If more than one value remains for a given voxel, retain the most appropriate 

value(s): 

a. Some (< 1/1000) voxels were measured within the (non-overlapping) 

dynamic ranges at all 3 voltages. This generally occurred at air/tissue 

interfaces, and the voxel values were masked to prevent unreliable values. 

b. If measurements at either both 50V and 100V or both 100V and 175V are 

included for a given voxel, this is the result of the respective overlapping 

dynamic ranges. If the average value is in the higher half of the overlapping 

range, the measurement at the higher transmit voltage is used to maintain 

higher SNR. Otherwise, include both values. 
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Figure 3.1: Schematic representation of the measured absolute B1+ values for acquisitions with different transmit 

voltages. Each single acquisition has a linear response within its dynamic range. Higher B1+ magnitudes result in 

underestimation of the B1+; lower values result in either overestimated or noise-dominated B1+ values. Subplots show 

(a) a single acquisition using a transmit voltage of 60V and (b) the larger combined dynamic range when using three 

separate acquisitions at 50V, 100V, and 175V. 

If only one transmit voltage value remained for a given voxel after applying all three 

exclusion criteria, that value was used for the combined B1+ map. If multiple transmit 

voltages remained (due to being within the lower half of the overlapping dynamic range), 

the average value of the B1+ measurements was used.  

Inaccuracies in absolute B1+ data reconstructed from different transmit voltages can 

remain in locations with low B1+ magnitudes due to destructive interference of the 

individual transmit channels. To provide increased coverage in areas with low B1+ for any 

given shim, methods such as B1+ time-interleaved acquisition of modes (B1TIAMO [98]) 

can be used to combine B1+ maps acquired using different RF shims. B1TIAMO combines 

acquisitions using different RF shims as a weighted average of the B1+ based on the signal 

levels of the respective reference images to provide a single combined reconstruction with 

more consistent accuracy. 

Finally, additional B0 correction can be required when RF pulses have a frequency 

dependence. For example, when using a 500 s rectangular pulse for pre-saturation (as 

used in this chapter), the frequency response is a sinc function with zero-crossings at ±2 

kHz. However, if the frequency dependence of such an RF pulse is known, its effects can 

be corrected (at the cost of an SNR penalty proportional to the frequency dependence) by 

scaling the voxelwise B1+ estimates based on a separately acquired B0 map. Note that after 

the start of the work presented here, the Sandwiched SatTFL implementation has been 

proposed to use a B0-insensitive HS8 pulse [76]. 
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3.3 Methods 

3.3.1 Wide Dynamic Range Multi-Channel B1+ Mapping 

To obtain robust multi-channel B1+ maps, a three-step process was used, as summarized 

in Figure 3.2.  

 

Figure 3.2: Schematic of the proposed B1+ map acquisition and processing pipeline. In total, 10 different datasets are 

acquired (blue: 6 FA maps, 1 B0 map, and 3 sets of relative maps) to reconstruct a single set of multi-channel B1+ maps. 

For the first step, Sandwiched SatTFL absolute B1+ maps were acquired at three different 

transmit voltages (50V, 100V, and 175V per channel) to achieve the required large dynamic 

range. Absolute B1+ maps at all three voltages were acquired twice using two 

complementary RF shim configurations (CP-mode and CP2-mode) and combined using 

the B1TIAMO [98] post-processing approach. This approach calculates a weighted average 

of the B1+ maps acquired using two RF shims. A B0 map was also acquired to correct for 

static field inhomogeneity effects arising from the 500 s rectangular preparation RF pulse 

used for pre-saturated TurboFLASH B1+ mapping, as discussed by Kent et al. [76]. All 

acquired absolute B1+ maps and the B0 map were combined to form a single absolute B1+ 

map in Hz/V. Secondly, relative B1+ maps were acquired at multiple voltages (50V, 100V, 

and 175V per channel) and reconstructed using the previously described large dynamic 

range relative B1+ mapping approach [96]. The final step combined the absolute maps with 

the relative maps to form complex multi-channel B1+ field maps in both the head and neck 

(Equation 2.14; final step in Figure 3.2). 
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Scan parameters for each individual 3D Sandwiched SatTFL acquisition include TR = 1 s, 

TD = 0 s, TE = 1.78 ms, nominal flip angle = 9°, nominal preparation flip angle = 90° 

(using a 500 s rectangular pulse), bandwidth = 489 Hz/px, and scan time = 36 seconds.  

B0 maps were acquired using a 3D gradient-recalled echo acquisition with TR = 4.9 ms, 

TE1/TE2 = 1.02/3.06 ms, nominal flip angle = 7°, bandwidth = 538 Hz/px, scan time = 

1:39 minutes. PRELUDE [99] was used to unwrap the phase maps used for B0 

measurement. 

Relative transmit maps were acquired using low flip angle SPGR acquisitions (TR = 2.90 

ms, TE = 1.02 ms, nominal flip angle = 7°, bandwidth = 500 Hz/px, scan time = 30 

seconds per single voltage acquisition). Transmit channels were excited in an interleaved 

fashion (with the channels ordered as 1-6-2-5-3-8-4-7) to minimise magnetisation history 

effects.  

3.3.2 In Vivo Experiments 

Data were acquired in 10 healthy volunteers (23-56 years old; 8 male/2 female). All 

acquisitions (B1+, B0, and structural data) were performed in 3D using the same FOV 

(225×225×300 mm) in the same absolute coordinates relative to the coil. MPRAGE 

structural data were acquired at 1.2 mm isotropic resolution for anatomical reference. 

Other MPRAGE scan parameters include TR = 2200 ms, TE = 2.77 ms, inversion time = 

1050 ms, flip angle = 7°, bandwidth = 238 Hz/px, and scan time = 3:57 minutes. 

MPRAGE data were reconstructed as the root sum-of-squares of separate datasets 

acquired in CP-mode and CP2-mode, to improve the coverage into the neck of the 

structural information. For B1+ and B0 field maps a lower resolution of 7.5×5.6×6.2 mm 

per voxel was used. 

Data were acquired on a Siemens (Erlangen, Germany) Magnetom 7T scanner using a 

Nova Medical (Wilmington, MA) 8Tx/32Rx head coil under an institutional ethics 

agreement. To ensure consistency in the acquired B0 data, the tune-up B0 shim was used 

for all acquisitions. Data reconstruction and shim calculation were performed using 

MATLAB (The MathWorks, Natick, MA) on a system using an Intel (Intel, Santa Clara, 

CA) Xeon CPU E5-2680 (v4) running at 2.40 GHz with 14 cores and 28 logical processors. 

Using the approach outlined in Figure 3.2, large dynamic range B1+ field maps were 

measured and reconstructed for all 10 volunteers. For four subjects (Subjects 1, 2, 9, and 

10), additional absolute B1+ maps were measured for validation purposes using two 
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arbitrary RF shims (again acquired at reference voltages of 50V, 100V, and 175V per 

channel to facilitate validation with full spatial coverage).  

3.3.3 Carotid Artery RF Shimming 

To assess the theoretical upper limit for the boost in B1+ in the neck that can be achieved 

using pTx RF shims, the total (theoretically) available B1+ was evaluated in vivo on a voxel-

by-voxel basis by summing the B1+ magnitudes across the transmit channels.  

For shim calculations and evaluation, hand-drawn vessel masks, comprising the internal 

carotid arteries (ICAs) and the Circle of Willis, were drawn for each subject from the 

MPRAGE images. These ROIs were downsampled to the resolution of the B1+ and B0 

data and used as masks for the RF shim calculations. Where carotid-only shim targets were 

used, the ROIs were reduced to the areas corresponding to the carotid arteries. 

Both phase-and-magnitude and phase-only RF shim combinations were calculated to 

assess any potential benefit of the extra degrees of freedom. Shims were calculated using 

cost functions that aim to maximize either B1+ magnitude, B1+ homogeneity, or a 

combination of both. The cost function min {< (1/𝐵1+)2 >}  was used to maximize the 

magnitude, where a quadratic term is used to ensure simultaneous minimization of the 

required energy (as a surrogate for SAR) to achieve a certain effective flip angle. The 

coefficient of variation (CoV) was used to maximize the B1+ homogeneity: 

min {𝐶𝑜𝑉(𝐵1+)} = min {𝑠𝑡𝑑(𝐵1+)/< 𝐵1+ >)}, where 𝑠𝑡𝑑 denotes the standard 

deviation. Finally, the combination of the magnitude and homogeneity was optimized using 

min {𝐶𝑜𝑉(𝐵1+) + 𝜆 < (1/𝐵1+)2 >}, 3.2 

where 𝜆 is a regularization parameter. 0.2% of the voxels were removed from the shim 

calculation for having an unrealistically low amount of available B1+ (under 1.5 Hz/V), 

which would otherwise dominate the shim calculation. 

To assess the prospect of deploying a universal shim in the neck, the convergence 

properties of universal neck RF shims were assessed using the data from the 10 volunteers. 

To test the results when calculating a universal RF shim for N ( 10) subjects, a candidate 

RF shim was calculated for the first N subjects and its performance was evaluated using 

the multi-channel B1+ data of all 10 subjects. The first N subjects were selected 

chronologically by acquisition date. For each comparison, tailored RF shims (where the 
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shim is optimized for each subject separately) were included as an indication of the 

theoretical upper limit of the universal shim.  

3.4 Results 

3.4.1 Wide Dynamic Range Multi-Channel B1+ Mapping 

Figure 3.3 shows an example of combining absolute CP-mode B1+ maps acquired using 

different transmit voltages when using the proposed exclusion criteria. Figure 3.3b-d show 

the original CP-mode B1+ maps acquired using transmit voltages of 50V, 100V, and 175V 

per channel, respectively, and the resulting combined B1+ map is shown in Figure 3.3e. 

The masks of which voxel values were used to calculate the combined B1+ map (after 

application of the exclusion criteria) can be seen in Figure 3.3f-h, along with the number 

of values used to calculate the final combined B1+ map in Figure 3.3i. 

 

Figure 3.3: Absolute B1+ maps acquired at different voltages (b-d) are combined to obtain a single map with an increased 

combined dynamic range (e). Voxel values from individual scans were included or excluded based on the signal levels in 

the reference images and exclusion criteria to impose consistency in the acquired values relative to the other acquired 

datasets, resulting in inclusion masks for each dataset (f-h). Figure (i) shows the total number of included values for each 

voxel in the slice. 

Figure 3.4 shows an example MPRAGE image along with B1+ maps from the first step in 

the B1+ mapping pipeline. B0 off-resonance of up to -1.2 kHz in the neck results in a B1+ 

underestimation of up to 49% if not corrected, as seen in Figure 3.4b. Figure 3.4c-e 

demonstrate the utility of B1TIAMO to increase the spatial coverage in areas with low CP-

mode B1+. Figure 3.4e-f show the changes due to B0 correction of the absolute B1+ data 

based on the acquired B0 maps.  
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Figure 3.4: The use of B1TIAMO to mitigate signal loss in regions with low native B1+ in CP-mode to obtain improved 

spatial coverage (c-e), and the consecutive correction for B1+ underestimation in the presence of high B0 inhomogeneity 

(f) based on measured B0 off-resonance fields (b). White arrows indicate examples of improved spatial coverage due to 

B1TIAMO; black arrows indicate areas with substantial B0 offsets (up to -1.2 kHz), resulting in substantial B1+ 

underestimation if no B0 correction is applied. All B1+ data are shown in terms of the available B1+.  

An overview of the data acquired from the 10 healthy volunteers is shown in Figure 3.5. 

For each subject a coronal slice of the MPRAGE data, a coronal projection of the hand-

drawn vessel masks, and the reconstructed CP-mode B1+ map are shown. These data were 

acquired using a commonly used head pTx coil, so could also be useful for other research 

centres for the calculation of universal pTx shims or pulses, or for simulation purposes. 

Therefore, the multi-channel B1+ data and the B0 data are made openly available online 

(DOI: 10.5287/ora-pvzkkddda).  
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Figure 3.5: Central coronal slices of the 10-subject database (DOI: 10.5287/ora-pvzkkddda) that was acquired using the 

proposed method. All data were acquired using the same FOV in coil coordinates. Columns show MPRAGE data (root-

sum-of-squares of CP-mode and CP2-mode to improve structural visibility in the neck), left column; coronal projections 

of the arterial vessel masks corresponding to the MPRAGE data, middle column; and the CP-mode B1+ map for each 

subject, right column. The CP-mode B1+ maps shown here are synthetic maps generated from the multi-channel B1+ 

data. 

For Subjects 1, 2, 9, and 10, additional absolute B1+ maps were measured using two 

arbitrary RF shims. Figure 3.6 compares the measured (using the shim settings on the 

scanner) and predicted (combined multi-channel B1+ maps using the corresponding shim 

coefficients) B1+ maps for those validation shims. Visually good agreement is found for all 

four comparisons, with a root-mean-square error (RMSE) of 0.25 Hz/V across all 

comparisons and a median B1+ magnitude error of 3.8%. 
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Figure 3.6: Evaluation of the agreement between predicted (1st row; calculated from reconstructed multi-channel B1+ 

maps) and measured (2nd row; acquired on the scanner using the same shim coefficients) B1+ magnitude maps for two 

arbitrary RF shims. The 3rd and 4th rows show the absolute difference (using a 5-fold boosted colour scale) between the 

images in the first two rows, and the difference between the predicted (B1+
pred) and measured (B1+

meas) voxel-wise values 

within the overlapping region. Dashed black lines indicate the mean errors, with dashed red lines indicating the means  

95%. Printed values indicate the root-mean-square errors (RMSE, black) and 95% confidence intervals (CI95%, limits 

indicated in red). 

3.4.2 Carotid Artery RF Shimming 

The data from the 10 subjects shown in Figure 3.5 were used to study the potential B1+ 

benefits in the carotid arteries when using RF shims versus standard CP-mode. 

Figure 3.7 shows the CP-mode absolute B1+, the total (theoretically) available B1+, and the 

resultant CP-mode B1+ efficiency for two slices. Figure 3.7c shows that the theoretical 

upper limit of B1+ in the neck is (as expected) low compared to the central head region. In 

addition, Figure 3.7d shows that CP-mode only utilizes 57 ± 5% of the theoretically 

available maximum B1+, resulting in an average B1+ magnitude in the neck for CP-mode 
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of 2.5 ± 1.0 Hz/V. This suggests that utilising pTx should be able to improve this very low 

B1+ penetration, albeit never realising the theoretical maximum over a large region.  

 

Figure 3.7: Two coronal slices from an example subject (Subject 1), showing a central slice (top row) and a more posterior 

slice (bottom row). Column (b) shows the B1+ map (Hz/V) in CP-mode. Column (c) shows the maximum possible B1+ 

for each voxel (calculated as the sum of magnitude B1+ per channel). Column (d) shows the CP-mode efficiency, 

calculated as the CP-mode B1+ divided by total available B1+, indicating the loss of potential B1+ arising when using CP-

mode. 

Based on the results in Figure 3.7, a universal RF shim can be used to increase the average 

B1+ magnitude in the carotid arteries. An example of the resulting improvement in B1+ 

magnitude is shown in Figure 3.8, which shows that the theoretical voxel-by-voxel upper 

limit indicated by the available maximum B1+ is unachievable using a standard RF 

shimming approach.  

 

Figure 3.8: Plots showing the average B1+ across all 10 subjects for CP mode (orange lines), for the total available B1+ 

(blue lines), and the B1+ achieved using a universal neck shim (yellow lines; calculated using the B1+ magnitude cost 

function 𝑚𝑖𝑛 {< (1/𝐵1+)2 >}). (a) shows the results averaged over the whole head volume (with the neck region 

indicated) and (b) shows the data within the vessel masks only. Note that the B1+ superior to the neck mask is reduced 
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for the universal shim relative to CP mode, whereas the B1+ within the neck mask is increased for the universal shim 

relative to CP mode. 

Figure 3.8 showed that only maximizing the B1+ magnitude without including a CoV 

constraint can result in B1+ inhomogeneity and large inferior-superior variation in the B1+ 

profile. Therefore, Figure 3.9 shows the neck RF shim performance within the vessel mask 

when the CoV is included in the cost function using Equation 3.2. Both magnitude-and-

phase, and phase-only B1+ shimming conditions were considered. Figure 3.9b shows that 

phase-only shimming performs almost as well as phase-and-magnitude shimming, with 

nearly identical results (differences < 1%) when using a regularization parameter  > 1.5. 

Based on the L-curve in Figure 3.9b, a regularization parameter  of 1.7 is found to produce 

a reasonable trade-off between B1+ efficiency and minimizing the CoV. 

 

Figure 3.9: Plots investigating the trade-off between the coefficient of variation (CoV) of B1+ within the vessel mask 

versus the achieved B1+ magnitude (expressed as 1/B1+). The desired regularization value, , that reduces CoV whilst 

retaining a strong B1+ is found at approximately  = 1.7 (green region). (a) shows universal shims that allow both phase 

and magnitude to change per channel. (b) shows universal shims that allow only phase to change per channel. The dashed 

black line in (b) shows the data from (a) overlaid as a guide to the eye. The black dot indicates CP-mode. 

Figure 3.10 evaluates the number of subjects required to generate a universal shim. Good 

results can already be achieved when universal shims are calculated based on a single 

subject, and (when using  = 1.7) no further improvement is observed when including 

more than 4 subjects. For all shim targets (B1+ magnitude optimized, CoV optimized, and 

optimized using Equation 3.2), universal shims perform only slightly worse than fully per-

subject tailored shims, and substantially better than CP-mode. Additional leave-one-out 

comparisons, in which for each of the 10 subjects a universal phase-only neck shim is 

calculated based on the other 9 subjects, provide an average increase in B1+ of 36  14% 
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relative to CP-mode. The highest mean B1+ increase in the leave-one-out comparisons is 

62% (Subject 2) and the lowest mean increase is 8% (Subject 6, which already had the 

highest average B1+ in CP-mode). 

 

Figure 3.10: Plots showing the number of subjects needed to generate a universal neck shim (based on phase-only RF 

shims). For each plot the CP-mode mean B1+ and CoV are shown for reference, followed by the relevant metrics for 

universal neck shims generated from increasing numbers of subjects. The final column for each plot shows the result 

when per-subject tailored shims are used (denoted Tail.). The columns show the results for three different cost functions: 

(a) minimizing {1/B12}; (b) minimizing {CoV}; and (c) minimizing the optimum combination of {1/B12} and {CoV} 

with regularization value  = 1.7. 

The final RF shim, calculated as a phase-only universal shim based on all 10 subjects and 

using  =  1.7, is shown in Figure 3.11. Over the full carotid artery masks, this universal 

RF shim achieves an average increase in B1+ magnitude of 37  16% relative to CP-mode, 

whilst reducing the CoV by 26  20%. When using tailored RF shims the corresponding 

improvements relative to CP-mode would be a B1+ magnitude increase of 43  20% with 

a 31  20% reduction in CoV.  

 



 62 

 

Figure 3.11: An example RF shim for the carotid arteries, shown for Subjects 1-3. Columns show (a) an MPRAGE slice 

containing a superior segment of the internal carotid arteries; (b) the CP-mode B1+ in the same slice; (c) the 

corresponding B1+ fields when using a phase-only universal shim calculated using regularization λ = 1.7; and (d) the B1+ 

fields when using phase-only tailored shims which are optimized for each individual subject, again calculated using 

regularization λ = 1.7. The red outlines in plots (b-d) show in-slice portions of the carotid masks used for shim calculation 

(at their original resolution corresponding to the MPRAGE data). 

3.5 Discussion 

3.5.1 Wide Dynamic Range Multi-Channel B1+ Mapping 

When combining B1+ maps acquired using CP-mode and CP2-mode and with different 

transmit voltages using the proposed pipeline, a robust B1+ measurement can be obtained 

in the neck without compromising the B1+ accuracy in the head. Figure 3.5 shows that this 

increased coverage is consistently achieved, independent of subject size and position within 

the coil.  

Figure 3.3 and Figure 3.4 show that both the combination of multiple transmit voltages 

and B1TIAMO contribute to increasing the coverage of the final B1+ into the neck. The 

inclusion masks in Figure 3.3f-h show that data reconstructed from low-voltage 

acquisitions are mainly used for the high-B1+ areas in the centre of the brain and close to 

the transmit elements, while high-voltage data mainly contribute accurate information in 

the neck. These observations are consistent with the assumptions that motivated the use 

of multiple transmit voltages. Furthermore, they indicate that the exclusion criteria in 
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Section 2, which do not make use of the spatial location of voxels, can accurately determine 

which transmit values to include at different spatial locations.  

A single Sandwiched SatTFL acquisition using a transmit reference voltage of 60V and 

using the same RF coil as this study has previously reported a dynamic range of a factor of 

3 (ranging from 40° to 120°) [76]. Therefore, using transmit voltages of 50V, 100V, and 

175V, the multi-voltage approach used here can provide accurate results over a dynamic 

range of B1+ of a factor of 10.5, since the highest voltage of 175V will enable B1+ regions 

that are as low as 13.7° at 60V to be characterized accurately (60𝑉/175𝑉 ∗ 40° at the 

lower end of the linear range of the method), and the lowest voltage of 50V will enable 

B1+ regions that are as high as 144° at 60V to be characterized accurately (60𝑉/50𝑉 ∗

120° at the upper end of the linear region of the method). 

Despite the increased effective dynamic range when using multiple transmit voltages, even 

with a single shim (e.g., CP-mode) no accurate B1+ information can be acquired in locations 

which have very low B1+ values due to destructive interference of the transmit fields. In 

such cases, Figure 3.4 confirms that including a CP2-mode acquisition and B1TIAMO 

combination of CP-mode and CP2-mode data provides complementary information and 

therefore yields an improved spatial extent of the B1+ maps. However, further 

improvements might be possible using different calibration RF shims than CP-mode and 

CP2-mode (such as designated neck shims) or additional RF shims in the B1TIAMO 

computation. 

Although combining data acquired using different RF shims and transmit voltages provides 

B1+ information with a larger spatial extent, B0 off-resonance effects can reduce the 

accuracy of the measured B1+ values. In this work, we used rectangular pulses that required 

an additional B0 correction step (Figure 3.4) to obtain accurate values in areas with high 

B0 off-resonance (up to -1.2 kHz were observed). Alternatively, non-adiabatic broadband 

full-passage hyperbolic secant (HS8) pulses [100] can be used for the SatTFL acquisitions 

[76] to reduce the B0-dependence of the B1+ estimates.  

When comparing predicted B1+ maps (reconstructed using the proposed pipeline) and 

measured B1+ maps (acquired directly on the scanner) for arbitrary RF shims (Figure 3.6), 

excellent agreement can be observed throughout the imaging volume, including the neck. 

The mean RMSE of 0.25 Hz/V indicates that some differences remain between the 

predicted and acquired maps. However, some of this remaining disagreement may be 

caused by inaccuracies in the measured B1+ maps rather than the predicted B1+ maps. For 
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example, in the low B1+ regions in the middle of the head for Validation Shim 2, 

discontinuities which do not typically appear in B1+ maps are visible in the measured B1+ 

maps, while the predicted B1+ maps remain spatially smooth. This is also visible in the 

scatter plots in Figure 3.5, where some higher errors are observed for voxels with low 

predicted B1+ values.  

The proposed multi-channel B1+ mapping method requires a total of 10 separate 

acquisitions (6 absolute B1+ maps, 3 sets of relative B1+ maps, and 1 B0 map) with a total 

scan time of 6:45 minutes for the reconstruction of a single set of multi-channel B1+ maps. 

This additional scan time would be a limiting factor if acquiring subject-specific field maps 

at the start of a clinical exam. However, this is not a limitation if using the method to 

acquire a B1+ database for the calculation of universal RF shims or pulses. 

3.5.2 Carotid Artery RF Shimming 

Figure 3.7 shows that the B1+ efficiency of CP-mode is low in the neck (57 ± 5% along 

the carotid arteries), meaning that there is substantial opportunity for improvement using 

(universal) RF shims. Figure 3.8 confirms that a universal shim can substantially improve 

the carotid B1+, while showing a reduction in B1+ in the Circle of Willis (which, depending 

on the application, may be an advantage or a disadvantage, as will be found in Chapter 6). 

However, there is also substantial B1+ variation along the vessel, suggesting that the shim 

performance can be improved by adding a B1+ homogeneity constraint. 

The results in Figure 3.9 show that combining B1+ homogeneity optimization with B1+ 

magnitude optimization (using Equation 3.2) can improve the average homogeneity with a 

minimal reduction in B1+ magnitude. When using a regularization parameter, , of 1.7, the 

CoV is reduced by 25% while the average B1+ magnitude is reduced by only 5%. Figure 

3.9b indicates that the results using phase-only shims are nearly equal to those of phase-

and-magnitude shims when using  > 1.5, indicating an inherent requirement for high B1+ 

utilization from all channels to achieve sufficient B1+ in the neck.  

The universal shim convergence comparison in Figure 3.10 shows that a universal shim in 

the vessels in the neck can easily be found (even based on a single subject), with no further 

improvement in shim performance when including more than 4 subjects in the shim 

calculation. Furthermore, Figure 3.10 shows that universal RF shims perform almost as 

effectively as fully tailored per-subject RF shims, while consistently outperforming CP-

mode in terms of both B1+ magnitude and CoV. The results in Figure 3.11 show that both 
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tailored and universal shims result in similar B1+ profiles, explaining why the results in 

Figure 3.10 indicate that a shim calculated from a single subject can already provide 

reasonable results when used as a universal shim for all other subjects. 

Figure 3.11 also shows that, using a universal RF shim and  = 1.7, the B1+ magnitude in 

the vessels in the neck can be increased by 37%, whilst reducing the coefficient of variation 

by 26%. This can be achieved using phase-only RF shimming and does not require phase-

and-magnitude RF shimming. Since a linear increase in B1+ for phase-only RF shimming 

implies a quadratic reduction in the required SAR to achieve a given flip angle, the reported 

37% increase in B1+ magnitude corresponds to a 47% reduction in SAR. These results are 

based on optimization of the B1+ over the entire region of the carotid vessels in the vessel 

masks in Figure 3.5. For some applications, in particular for ASL, excitation targets can 

consist of a smaller portion of these vessels, for example when only labelling in a single 

thin plane (pseudo-continuous ASL) or when using vessel-selective pulsed ASL [101]. In 

such cases, the optimization is less constrained, allowing for larger improvements in RF 

shim performance.  

For example, if a given application only requires the left internal carotid artery as a shim 

target, a phase-only universal RF shim can simultaneously achieve a 43% increase in B1+ 

magnitude and a 42% decrease in CoV relative to CP-mode (data not shown). When 

optimizing for a shim target consisting of the vessels within a single slice just below the 

carotid siphon, the increase in B1+ magnitude using a phase-only universal RF shim 

improves to 62% (with a 55% reduction in CoV). This indicates a slightly larger 

improvement than the increase in B1+ magnitude in the same area when using dielectric 

pads instead of RF shimming, which were previously found to result in a 57% B1+ increase 

[84]. Using this single-slice shim, the minimum B1+ in the labelling plane across the 10 

subjects increases from 1.7 Hz/V to 2.9 Hz/V. When using 0.3 ms PCASL labelling pulses 

of 15° [86], this corresponds to a reduction in the peak transmit voltage from 165 V to 96 

V, thereby reducing the need to increase the TR [85,86] or use VERSE-shimming [85] to 

remain within SAR limits [102]. 

It should be noted that the vessel masks used in this study were drawn based on the 

vasculature of healthy volunteers. Although the results presented here indicate consistently 

improved B1+ in the carotid arteries for subjects with typical (vascular) anatomy, both the 

B1+ fields and the locations of the vessels in the neck might be different for patients with 

non-standard anatomies. Figure 3.11e shows a consistent increase in B1+ across both the 
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left and the right side of the neck when using the proposed shim, with a decrease in B1+ in 

the centre of the neck. Although morphological variations in the shape of the internal 

carotid arteries increases with age [103], a patient study into the variability of the medial 

location of the ICAs [104] found that the ICAs of most (96.1%) patients are located within 

the lateral half on each side of the neck and would therefore be expected to achieve 

substantial B1+ improvements even for the universal RF shim. 3.6% of the ICAs were 

found in the medial half of the lateral mass, where the B1+ in CP-mode is similar to the 

B1+ using the proposed shim. The B1+ reduction in Figure 3.11e would only correspond 

to the location of the ICAs in the remaining 0.3% of patients, who had ICAs located medial 

to the lateral mass. 

Furthermore, the results presented here are all based on simple RF shims which are 

constrained to the superposition patterns that can be achieved using the available transmit 

channels. Since the average B1+ efficiency of the proposed universal RF shim is 74  3%, 

it is expected that further improvements can be achieved when using more advanced 

dynamic pTx pulses, where additional degrees of freedom are introduced by continuously 

changing the pTx coefficients in combination with the gradient waveforms and pulse 

amplitudes. Dynamic pTx can be used to achieve further improved B1+ homogeneity 

and/or localization. However, an advantage of using RF shims is that they can directly be 

implemented into existing sequences without requiring further pulse design or introducing 

sequence timing restrictions, thereby not increasing experimental complexity for existing 

sequences while still achieving substantially improved B1+ efficiency and homogeneity. 

Finally, a combination of dielectric pads and pTx might provide even further 

improvements to the resulting B1+ in the neck. 

3.6 Conclusion 

Combining B1+ data acquired using different voltages with CP- and CP2-mode RF shims 

allows the reconstruction of accurate multi-channel head-and-neck B1+ maps for pTx head 

coils at 7T. Using this, universal RF shims can be designed that increase the B1+ magnitude 

in the arteries in the neck by 37%, while also improving the homogeneity. This is possible 

using phase-only universal RF shims, facilitating easy implementation in existing sequences 

at 7T. 
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4  

Optimization of Undersampling Parameters for 

3D Intracranial Compressed Sensing MR 

Angiography at 7T 
 

 
 

This chapter is based on the publication “Optimization of undersampling parameters for 

3D intracranial compressed sensing MR angiography at 7T” [105], which is an extension 

of an abstract presented at the Annual Meeting of ISMRM [106]. 

 

4.1 Introduction 

Time-of-flight (TOF) magnetic resonance angiography (MRA) is a valuable technique for 

clinical study of the vasculature. It visualizes the blood in a certain region (slice or slab) by 

generating bright-blood contrast between inflowing and stationary spins. In the brain it can 

be used for detection of various types of vascular complications, such as atherosclerosis 

and stenosis [107] or aneurysms [8,108]. Compared to other angiography techniques, such 

as computed tomography angiography, TOF MRA has the benefit of being a non-invasive 

technique, without the need for intravenous contrast agents, and without exposing subjects 

to ionising radiation. 

High spatial resolution MRA can visualize small and highly tortuous vessels such as the 

lenticulostriate arteries (LSAs) [4], which are implicated in up to a third of symptomatic 

strokes [109]. In general, the quality of clinical MRA examinations benefits from a higher 

static magnetic field strength. MRA can be further improved by using ultra-high field MRI, 

defined as those scanners with static magnetic field strengths of ≥7 tesla [110]. TOF MRA 

at 7T benefits from longer T1-relaxation times and increased signal-to-noise ratio (SNR), 

Key Conclusions 

▪ Very small calibration areas of 12 × 12 k-space lines increase the 

number of visible vessels in compressed sensing TOF MRA  

▪ The importance of using optimized undersampling parameters 

increases for higher acceleration factors 
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resulting in the potential for higher resolution acquisitions and improved depiction of small 

vessels [4]. However, the achieved spatial resolution is limited by long acquisition times, 

which can lead to patient discomfort, increased patient movement, and increased clinical 

costs. In order to remain within clinical scan durations, sub-Nyquist sampling techniques 

are generally required, for example using parallel imaging techniques [61].  

Compressed sensing (CS) [67] techniques have the potential to achieve still higher 

acceleration factors. CS combines highly undersampled non-uniform acquisitions and an 

assumption of sparsity in a given transform domain to restore image quality. Due to the 

intrinsic sparsity of TOF MRA data in both the image and wavelet domain, and the 

improved MRA contrast at 7T, it has already been shown that acceleration factors of 7.2 

[69] or higher [111,112] can be achieved with a minimal reduction in clinical image quality 

[113], or even with improved diagnostic image quality compared to conventional 

acceleration methods [112].  

Cartesian undersampled k-space trajectories for three-dimensional TOF MRA with CS 

reconstruction are commonly designed using two-dimensional undersampling covering the 

two phase-encode directions (ky, kz), with each sampled point in the (ky, kz)-plane 

representing a continuously sampled line in the frequency-encode direction (kx). Such 

undersampling masks are often created using pseudo-random variable-density Poisson 

disks [114] with a fully-sampled calibration region in the centre of the (ky, kz)-plane [69,113–

118]. Variable-density Poisson disk-undersampling distributions are characterized by three 

parameters: (1) the undersampling factor (𝑅), (2) the polynomial order of the sampling 

density variation (𝑝𝑝), and (3) the size of the fully-sampled calibration region (𝑐𝑎𝑙𝑖𝑏).  

Although the image quality depends on those undersampling parameters, no conclusive 

information is available about their optimal values for 3D TOF MRA at 7T. It also remains 

unclear how the optimal acquisition parameters depend on the acceleration factor and 

resolution being used. Earlier work on reconstruction optimization for 2D-multislice 

Nesterov reconstruction of 3T TOF MRA found the best reconstruction results using the 

smallest of three calibration region sizes (corresponding to 𝑐𝑎𝑙𝑖𝑏 = 48, 60, and 72)  [118], 

but this smallest region for 2D MRA (𝑐𝑎𝑙𝑖𝑏 = 48) was still substantially larger than the 

calibration regions recently used for 7T CS TOF MRA in 3D (𝑐𝑎𝑙𝑖𝑏 = 32) [69]. Other 

work has compared the image quality from retrospectively undersampled 3D-MRA data 

for various accelerations factors [111,115] or for the combination of acceleration factor 

and calibration region size in undersampled 2D MRI acquisitions for different contrasts 
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[119]. For dynamic MRI [120] and numerical T1-weighted brain models [121], studies into 

the optimization of undersampling parameters are available. However, it is unclear how 

this translates to the case of 3D TOF MRA, which requires the visibility of smaller 

structures in the reconstructed images, and which has the potential for higher acceleration 

factors due to the higher intrinsic sparsity. 

In this chapter, 3D TOF MRA undersampling parameters are optimised by retrospectively 

evaluating different calibration region sizes and polynomial orders across six acceleration 

factors (5 to 15). Finally, the identified undersampling patterns were evaluated in healthy 

subjects using additional prospectively undersampled acquisitions that adopted the 

optimized parameters. 

4.2 Methods 

4.2.1 Data Acquisition 

Data were acquired using a 3D gradient-echo non-contrast-enhanced TOF MRA sequence 

on a Siemens (Erlangen, Germany) Magnetom 7T scanner using a 1Tx/32Rx head-coil. All 

experiments were performed under an institutional agreement for technical development, 

in accordance with IEC and UK Health Protection Agency guidelines. In each subject, 4 

sequential slabs [18] consisting of 640×506×56 voxels with a resolution of (0.31 mm)3 

were acquired using a slab overlap of 19.64% and a combined field-of-view of 

200×157×60 mm. Further sequence parameters were: TR/TE = 14/5.61 ms (allowing for 

asymmetric echo), flip angle = 20°, bandwidth = 118 Hz/pixel. The excitation pulse 

duration was increased from 1.024 ms to 1.536 ms, which reduced its SAR by 33%. Flow 

compensation (gradient moment nulling) was used for the readout gradients. No motion 

correction was used. The acquisition time was 26:39 minutes for a fully-sampled 

acquisition.  

Fully-sampled datasets from two subjects were used for parameter optimization through 

retrospective undersampling (“Cohort 1”). Additional datasets were acquired from seven 

healthy volunteers (“Cohort 2”) using a modified version of the Siemens TOF MRA 

product sequence, which was modified to allow for compressed sensing undersampled 

acquisitions. For this, the undersampling was implemented using pre-defined Cartesian 

undersampling masks, which were generated for various combinations of undersampling 

parameters and stored on the scanner as text files indicating which k-space locations were 
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to be sampled. Readout lines were acquired based on a centre-out spiral reordering of the 

sampled locations in the phase-encode (ky, kz)-plane. 

A fully-sampled acquisition and four different undersampled datasets, using both the 

optimized (𝑐𝑎𝑙𝑖𝑏 = 12, pp = 2.0, R = 7.2 and 15) and more conventional (𝑐𝑎𝑙𝑖𝑏 = 32, pp 

= 2.0, R = 7.2 and 15) undersampling parameters, were acquired from each volunteer in 

Cohort 2. The reconstructed image quality for those additional datasets was compared to 

assess the consistency of the findings. Finally, the reconstructed image quality from 

compressed sensing reconstructions using the optimized undersampling parameters was 

compared to the reconstructed image quality using two alternative acquisition acceleration 

approaches: firstly data acquired at various lower resolutions but reconstructed at a 

resolution of (0.31 mm)3, and secondly compressed sensing undersampled data acquired 

without a fully-sampled calibration region, using SAKE (simultaneous autocalibrating and 

k-space estimation [122]) for sensitivity estimation.  

For further validation, retrospective parameter optimization was also performed on 

artificially downsampled k-space datasets (at 0.5 mm and 0.6 mm isotropic) to confirm the 

consistency of the optimized undersampling parameters. 

4.2.2 Undersampling 

Undersampling masks were generated using the SPIRiT Toolbox v0.31, characterised by 

the three previously described parameters (𝑅, 𝑝𝑝, and 𝑐𝑎𝑙𝑖𝑏). A polynomial order of 0 

corresponds to homogeneous undersampling, with higher values corresponding to denser 

sampling (i.e. lower Poisson disk radii) closer to the centre of k-space: the Poisson disc 

radius at different distances 𝑟𝑘 from the centre of k-space increases as 𝑟𝑘
𝑝𝑝/2

. Larger 

calibration regions (consisting of a 𝑐𝑎𝑙𝑖𝑏 × 𝑐𝑎𝑙𝑖𝑏 portion of fully sampled frequency-

encode lines) improve the estimation of coil sensitivities [63], but take up more scan time 

(Figure 4.1), thereby reducing the available time to acquire other regions of k-space for 

scan-time-matched acquisitions. Undersampling was performed retrospectively from the 

fully-sampled data acquired in Cohort 1 at acceleration factors ranging from 5 to 15. The 

calibration region size was chosen to range from the lower limit for the ESPIRiT tool 

(𝑐𝑎𝑙𝑖𝑏 = 10) to the highest value found in the literature for 3D MRA (𝑐𝑎𝑙𝑖𝑏 = 32) [69]. In 

 
1 https://people.eecs.berkeley.edu/~mlustig/Software.html. Note that in this work the acceleration factor 

refers to the effective acceleration (i.e., including the time taken to scan the calibration region), which is 

different from the definition of the “acc” parameter in the SPIRiT-vdPoisMex tool. 

https://people.eecs.berkeley.edu/~mlustig/Software.html
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Cohort 2, prospectively undersampled data were acquired for validation at 𝑅 = 7.2 (which 

was previously found to be “a reasonable trade-off between scan time and image quality” 

[69]) and 𝑅 = 15 (higher acceleration to compare the resulting loss in small vessel 

visibility). Note that the undersampling masks in this work were generated using the 

SPIRiT Toolbox, which uses a polynomial variation for the sampling density distribution 

(given by the value of 𝑝𝑝). Alternative ways of varying the sampling density distribution 

can also be used for Poisson disk undersampling, such as Gaussian density distribution 

(with the Poisson disc ratio scaling to 𝑒𝐶∗𝑟𝑘
2
 for a given density variation parameter 𝐶), as 

for example used in Ref. [69]. 

 

Figure 4.1: Two example undersampling masks, (a) without and (b) with a fully-sampled calibration region in the centre 

of k-space. The phase-encode directions ky and kz are shown. Each sampled location (in white) indicates a continuously 

sampled readout line (kx). Note that although the sampling outside the calibration region is identical for both masks, the 

effective acceleration factor Reff is lower in (b) due to the inclusion of the fully-sampled calibration region. Note that the 

masks shown are for visualization purposes and do not correspond to the masks used for data acquisition (which are 

shown in Figure 4.5). 

4.2.3 Reconstruction 

For all reconstructions with a fully-sampled calibration region in the centre of k-space, coil 

sensitivities were estimated using ESPIRiT [63]. For the reconstruction of undersampled 

data, compressed sensing was implemented using a FISTA (fast iterative shrinkage-

thresholding algorithm)-based algorithm [123] with ℓ1-regularization in the wavelet 

domain [68,118] using the pics (parallel imaging and compressed sensing) tool in the 

BART-toolbox [124,125] (v0.4.02). FISTA is a computationally efficient method for 

iteratively solving linear inverse problems using a gradient descent method. Convergence 

to a solution which optimizes predefined criteria is achieved using a soft-thresholding 

regularization term. In the implementation used here, a soft-thresholding ℓ1-regularization 

term is used to impose sparsity in the wavelet domain of the reconstructed images 
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(Equation 4.3). Compared to other iterative soft-thresholding algorithms, FISTA achieves 

increased computational efficiency by using a proximal gradient method to update the 

image estimate in each iteration, which allows for a larger step size and faster convergence. 

Specifically, this proximal gradient method uses a weighted linear combination of the last 

two estimates (𝑥𝑘 and 𝑥𝑘−1) as the starting point (𝑦𝑘+1) for the next shrinkage step: 

yk+1 = 𝑥𝑘 + (
𝑡𝑘−1

𝑡𝑘+1
) (𝑥𝑘 − 𝑥𝑘−1) , 4.1 

where 𝑡𝑘 is the stepsize parameter and 

tk+1 =
1+√1+4𝑡𝑘

2

2
 . 

4.2 

In this work, FISTA is used to reconstruct undersampled acquisitions by optimizing for  

min
x

{|A(x) − b| +  λ|ϕ(x)|1} , 4.3 

where b represents the acquired (undersampled) k-space data, A is the undersampled 

Fourier Transform operator over the reconstructed image x, λ is a regularization parameter, 

and ϕ denotes the Daubechies wavelet transform. The first term (|A(x) − b|) ensures data 

consistency, whereas the second term (λ|ϕ(x)|1) enforces sparsity in the wavelet domain.  

Before the undersampling parameter optimization was performed, appropriate values for 

λ and the number of iterations (niter) were first established by reconstructing two different 

undersampled datasets (at 𝑅 = 9 and 𝑅 = 13) for each subject using various values for 

niter and λ, and comparing the resulting reconstructions to the fully-sampled reference data 

using the SSIM metric described in Section 4.2.4. Parameter values (λ = 0.007, n𝑖𝑡𝑒𝑟 =

20) which consistently achieved amongst the highest structural similarity compared to the 

fully-sampled data were used for all other reconstructions: see Figure 4.2. The initial 

reconstruction parameter optimization was performed using arbitrarily chosen 

undersampling masks. For validation, this reconstruction parameter optimization was 

repeated at the end of the study using the established optimized undersampling masks. This 

confirmed that the initial optimized reconstruction parameters were still consistent when 

using the final undersampling masks.  
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Figure 4.2: Results of the initial reconstruction parameter optimization, used to estimate appropriate values for niter and 

the regularization parameter λ. Reconstruction accuracy is calculated using (a) the mean vessel-masked SSIM and (b) the 

number of detected peaks, as described in Section 4.2.4. Results are shown for two different imaging volumes, each 

undersampled using two different sets of undersampling parameters (as indicated at the top of both columns). Red boxes 

indicate the set of reconstruction parameters (λ = 0.007, 20 iterations) used for all later reconstructions because of the 

consistently good results using both metrics, within reasonable reconstruction times. 

SAKE reconstruction [122] was implemented for comparison of reconstruction quality 

when acquiring datasets without a fully-sampled central k-space region. SAKE is a 

calibration-free parallel imaging approach in which missing k-space values are estimated by 

iteratively enforcing data consistency on the data represented as a structured low-rank 

matrix. This matrix is first constructed using an ESPIRiT-like kernel inside the k-space 

region of interest. For this, the central 32×32 k-space lines were completed using a 5×5 

kernel and 50 fixed iterations as an initial indication of the relative performance of SAKE. 

Note that although SAKE can in theory be used to complete the full undersampled k-

space, results are here reported using SAKE to complete the central 32×32 k-space lines, 

after which ESPIRiT coil sensitivity estimation and compressed sensing reconstruction are 

used for further k-space completion. This was found to provide improved image quality 
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compared to full SAKE reconstruction of the highly-undersampled high frequency k-

space. 

All reconstructions were performed off-line in MATLAB using an Intel (Intel, Santa Clara, 

CA, USA) Xeon CPU E5-2680v4 running at 2.40GHz with 14 cores and 28 logical 

processors. A single-slab CS reconstruction took approximately 14 minutes. 

4.2.4 Quantification of Reconstruction Quality 

Previous work found that when comparing reconstructions from retrospectively 

undersampled MRA data to the corresponding fully-sampled data, the vessel-masked 

structural similarity index (SSIM) correlates very well with visual evaluation by radiologists 

[126]. The root-mean-square error, which is also often used in the literature, was found in 

Ref. [126] to result in low agreement with visual evaluation by radiologists and is therefore 

not used in this work. 

The structural similarity index is a quantitative estimate of the perceived visual agreement 

between a set of images based on local intensity variations. Using a sliding window, it 

compares the similarity between two different versions (𝑥 and 𝑦) of the same image based 

on their similarity in terms of luminance (𝑙), contrast (𝑐) and structure (𝑠). Each of those 

three components is calculated based on the signal intensity (𝜇𝑖) and variance (𝜎𝑖
2) of the 

respective images segments, as well as their covariance (𝜎𝑥𝑦), and additional dynamic range-

dependent constants (𝑐1 and 𝑐2) to prevent division by (near) zero [127]: 

SSIM(𝑥, 𝑦) =  𝑙 ∗ 𝑐 ∗ 𝑠 =
(2𝜇𝑥𝜇𝑦+𝑐1)(2𝜎𝑥𝑦+𝑐2)

(𝜇𝑥
2+𝜇𝑦

2+𝑐1)(𝜎𝑥
2+𝜎𝑦

2+𝑐2)
 . 4.4 

A higher SSIM indicates greater agreement between a set of images, with a value of 1 

indicating perfect agreement. Based on the method used by Akasaka et al. [126], the SSIM 

is calculated from axial maximum intensity projections (MIPs) normalized to the 99th 

intensity percentile for each dataset that was compared. The mean SSIM, which serves as 

the main quality metric, is calculated over a vessel-masked region (Figure 4.3b), which 

reduces the sensitivity of the SSIM calculation to variations in the background signal.  

The SSIM requires spatial consistency of the information in the two images being 

compared. This limits its use when comparing prospectively undersampled datasets, since 

minor subject motion between consecutive scans can significantly influence the SSIM. 

Therefore, a different metric (‘number of detected peaks’), designed to estimate the change 
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in the number of visible vessels in an image [69], was used to assess the quality of 

prospectively undersampled data. From the MIPs, 100 cross-sectional lines in the left-right 

direction were taken, covering the central 50% of the field-of-view in the anterior-posterior 

direction. Along these lines, peaks in the intensity profiles were detected using the 

findpeaks function in MATLAB. A minimum peak prominence, defined as the height of 

the peak relative to the highest of its surrounding valleys (on the normalized MIPs) of 0.15 

was used for all shown figures and significance tests. The results when using other 

minimum peak prominence values (between 0.10 and 0.25) were also computed to confirm 

the robustness of the results. 

To quantify the difference in visibility of small vessels, specifically, in prospectively 

undersampled acquisitions, a comparable approach was used to estimate the visibility of 

the LSAs in coronal projections.  

4.3 Results 

4.3.1 Fully-Sampled Data 

Figure 4.3 shows MIPs of the fully-sampled reconstructions of the central 2 (out of 4) slabs 

for both subjects in Cohort 1, which were used for parameter optimization. Those slabs 

were used as the ground-truth reference for all combinations of parameters used to assess 

the different retrospectively undersampled reconstructions. Only 2 slabs per subject were 

used to remain within a reasonable computation time. The central slabs were found to 

contain vessels of various sizes and degrees of tortuosity (Figure 4.3), making it possible to 

compare undersampling parameter optimization results for different parts of the 

vasculature. 
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Figure 4.3: The four slabs used to test retrospective undersampling strategies (from Cohort 1). (a) MIPs of the fully-

sampled reconstruction for each slab. (b) The corresponding vessel masks, used for computing the vessel-masked SSIM. 

4.3.2 Retrospective Undersampling Optimization  

The mean vessel-masked SSIM resulting from the retrospective undersampling parameter 

optimization for six acceleration factors R (5 to 15) for all four slabs (in Figure 4.3) are 

presented in Figure 4.4. Each of the values in Figure 4.4 is the mean value for two different 

undersampling masks (generated using the same undersampling parameters but with a 

different randomized initialization point for the resulting sampling pattern), such that each 

datapoint is the average of 8 comparisons: four different slabs, with two different 

undersampling masks each. Although Figure 4.4 only shows the average results across all 

four slabs shown in Figure 4.3, the results for each individual slab (data not shown) are 

generally consistent in terms of both the observed minimum calibration region size and the 

optimum region for the polynomial order of the sampling density distribution.  
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Figure 4.4: Average SSIM indices for various sets of undersampling parameters. Each datapoint represents the mean 

vessel-masked SSIM values of the four slabs shown in Figure 4.3. The scaling of the SSIM-values in each individual figure 

runs from the maximum value (for the given acceleration factor) to 90% of that maximum value, to maximize the visibility 

of the relative image quality for each acceleration factor. Red boxes indicate the proposed optimized undersampling 

parameters of 𝑝𝑝 = 2, 𝑐𝑎𝑙𝑖𝑏 = 12. 

Especially for higher acceleration factors, Figure 4.4 indicates that for matched scan time 

an optimal set of undersampling parameters occurs for 12×12 calibration lines (‘𝑐𝑎𝑙𝑖𝑏 =

12’) with a polynomial order of approximately 2.0 to 2.4. For datasets reconstructed from 

the Cohort 1 data with a downsampled spatial resolution (0.5 mm and 0.6 mm isotropic), 

optimal undersampling parameters consisted of 12×12 calibration lines and a polynomial 

order of approximately 1.6 to 2.0 (data not shown).  

For validation, the initial reconstruction parameter optimization was repeated for those 

optimized undersampling parameter values. This confirmed the generally good 

performance of the previously established reconstruction parameter values (𝜆 = 0.007, 

𝑛𝑖𝑡𝑒𝑟 = 20). 

4.3.3 Prospective Validation of Optimized Undersampling 

For validation of the retrospectively optimized undersampling parameters, additional 

datasets were acquired (Cohort 2). These datasets consisted of data acquired and 

reconstructed from fully-sampled data; prospectively undersampled data with literature-
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based parameters [69]; and prospectively undersampled data using the optimized 

parameters identified above. All undersampled acquisitions were acquired using 

acceleration factors of 𝑅 =  7.2 and 𝑅 =  15. “Optimized” undersampling masks were 

generated using 𝑐𝑎𝑙𝑖𝑏 = 12 and 𝑝𝑝 = 2.0, and “literature-based” masks were generated 

using 𝑐𝑎𝑙𝑖𝑏 = 32 and 𝑝𝑝 = 2.0 (based on Ref. [69]) with matched scan time: see Figure 

4.5. 

 

Figure 4.5: The four undersampling masks used for the acquisition of prospectively undersampled validation of the 

optimized undersampling parameters. Masks (a) and (c) correspond to the “Literature-based” undersampling 

parameters, while (b) and (d) are generated using the “Optimized” parameters, as specified in the figures. Since the total 

amount of acquired data is fixed for a certain acceleration factor, undersampling masks with smaller calibration region 

sizes contain more k-space locations outside the calibration region. 

Figure 4.6 and Figure 4.7 show example reconstructions from fully-sampled data, as well 

as using the four undersampling schemes in Figure 4.5.  

 

Figure 4.6: Comparison of axial MIPs from optimized (𝑐𝑎𝑙𝑖𝑏 = 12) and literature-based (𝑐𝑎𝑙𝑖𝑏 = 32) undersampling 

schemes for 𝑅 = 7.2 and 𝑅 = 15. (a) Reconstructed images from fully-sampled data and the different prospectively 

undersampled acquisitions. (b) Close-up of the region marked with a blue square in (a), for all acquisitions. Green arrows 

indicate examples of improved vessel visibility when using optimized undersampling parameters; white arrows indicate 

improved vessel sharpness. The windowing was reduced for (b) to improve the visibility of small vessels. 
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Figure 4.7: Comparison of coronal MIPs of the LSAs from optimized and literature-based undersampling schemes. 

Images are shown for (a) fully-sampled data; (b-c) data acquired with 𝑅 = 7.2 using literature-based (b) and optimized 

(c) prospectively undersampled acquisitions; and (d-e) data acquired with 𝑅 = 15 using literature-based (d) and 

optimized (e) prospectively undersampled acquisitions.  

Figure 4.8 shows examples of the implementation of the ‘number of detected peaks’-

metric, as well as the resulting differences between the various undersampling schemes for 

the seven volunteers in Cohort 2. Results are shown for whole-brain axial MIPs and 

coronal MIPs of the lenticulostriate region. 

 

Figure 4.8: Quantification of the change in the number of detected peaks (expressed as the percentage difference in 

reconstructions from undersampled data relative to the corresponding fully-sampled acquisitions). (a-c): Whole-brain 

MIPs. (a) The 100 lines along which peaks in the intensity profiles were identified on all datasets (as shown in (b) for 

Line 25). (c) The change in the identified number of peaks for optimized (“Optim.”) and literature-based (“Lit.”) 

undersampled acquisitions, relative to fully-sampled acquisitions. Each colour indicates a subject from Cohort 2. (d-f): 

The same as (a-c) for MIPs of lenticulostriate ROIs. Line locations in (d) were drawn manually at 5-pixel intervals. 
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At 𝑅 = 7.2, the mean relative number of detected peaks when using 12×12 compared to 

32×32 calibration lines increases by 1.5 ± 0.9 percentage points (from -6.1% to -4.6%) for 

axial MIPs and by 7.0 ± 3.5 percentage points (-26.5% to -19.5%) for the LSAs. At 𝑅 =

15, the number of detected peaks increases by 7.7 ± 0.4 percentage points (-26.9% to -

19.2%) for axial MIPs and by 14.2 ± 1.4 percentage points (-60.9% to -46.7%) for the 

LSAs. 

The change in the number of detected peaks when using optimized undersampling 

parameters is statistically significant at 𝑅 = 15, based on one-sided paired-sample t-tests:  

𝑃 < 0.001 for both whole-brain and LSA MIPs and at 𝑅 = 7.2 for LSA MIPs (𝑃 =

0.047). At 𝑅 = 7.2 statistical significance was not reached for the whole-brain MIPs, but 

a trend value of 𝑃 = 0.063 was obtained. All of those results (changes in the number of 

detected peaks as well as significance values) were calculated using a minimum peak 

prominence of 0.15. Highly consistent results were found when detecting peaks using 

minimum peak prominences ranging between 0.10 and 0.25.   

4.3.4 Comparison to Alternative Acceleration Approaches 

Figure 4.9 shows the reconstructed image quality from undersampled reconstructions using 

literature-based compressed sensing undersampling parameters (shown in yellow); using 

our optimized compressed sensing undersampling parameters (orange); and for 

acquisitions that were accelerated by acquiring data at a lower resolution (blue; 

reconstructed at acceleration factors matching the acquisition times for the compressed 

sensing reconstructions as well as lower acceleration factors). The black arrows indicate 

examples of equivalent image quality (same y-axis value) between reconstructions for 𝑅 =

11 using optimized undersampling parameters versus reconstructions for 𝑅 = 15 using 

literature-based reconstruction parameters. I.e., these reconstructions achieve similar image 

quality based on both the metrics of vessel-masked SSIM and the errors in the detected 

numbers of peaks.   
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Figure 4.9: Reconstructed image quality for different undersampling approaches, from retrospectively undersampled 

data. Results are shown using (a) the vessel-masked SSIM and (b) the error in the number of detected peaks. Black 

arrows indicate an example of the increase in acceleration factor when using 𝑐𝑎𝑙𝑖𝑏 = 12 instead of 32, which can be 

achieved without loss in image quality. 

Figure 4.10 compares the achieved reconstructed image quality using compressed sensing 

with 12×12 calibration lines to reconstructions without calibration regions (using SAKE 

for sensitivity estimation), but with matched acquisition times. The SAKE-reconstructions 

perform best for data undersampled with a polynomial sampling density order of 2, but 

higher vessel-masked SSIM values are achieved at both 𝑅 = 7 and 𝑅 = 15 when using a 

small calibration region instead of SAKE for sensitivity estimation. 

 

Figure 4.10: Comparison of image quality in reconstructions from retrospectively undersampled k-space data without 

calibration regions (using SAKE-calibration for sensitivity estimation) versus the image quality in reconstructions using 

12×12 sampled lines in k-space for calibration. After sensitivity estimation, both approaches were reconstructed using 

the same compressed sensing pipeline. Results are shown as the mean vessel-masked SSIM ± the standard deviation 

across the 4 slabs shown in Figure 4.3. 
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4.4 Discussion 

Although differences in the image quality are visible when using various auto-calibration 

region sizes and polynomial orders for all acceleration factors in Figure 4.4, the relative 

importance of using optimized parameters increases at higher acceleration factors. For all 

acceleration factors, 12×12 calibration lines with a polynomial order of 2—2.4 consistently 

yielded the best reconstruction accuracy. Simulation results at reduced spatial resolutions 

indicate the same optimal calibration region size, but with slightly lower polynomial orders 

(approximately 1.6—2.0 at (0.6 mm)3). For all resolutions, optimization of the calibration 

region size has a bigger influence on the image quality than optimization of the polynomial 

order. This optimal calibration region size is considerably smaller than values found in the 

literature. Reducing the calibration region size from 32×32 to 12×12 lines in k-space 

corresponds to an 86% reduction in the amount of scan time required for scanning this 

central k-space region. For a fixed scan time, this makes it possible to spend more scan 

time acquiring data at higher spatial frequencies (allowing for the acquisition of 30% more 

samples outside the calibration region at 𝑅 = 7.2 and 102% more at 𝑅 = 15), explaining 

the observed improvement in small vessel visibility. The use of such reduced calibration 

region sizes requires high quality B0 shims to ensure that the central k-space signal region 

is contained within this small calibration region. However, no such issues were encountered 

in any of the reconstructions from undersampled data presented here. Asymmetric 

calibration regions, with reduced coverage in the partition-direction (kz), were not included 

in this work because of limitations in the used implementation of ESPIRiT. 

For the prospectively undersampled data, the performance of these optimized 

undersampling parameter values was compared to those taken from Ref. [69]. Figure 4.6 

and Figure 4.7 show a clear reduction in the number of visible vessels at high acceleration 

factors using both optimized and literature-based acquisition parameters, compared to a 

fully-sampled acquisition. However, vessel visibility and sharpness noticeably improve 

when using optimized undersampling parameters versus literature parameters, especially 

for small vessels and at high acceleration factors. Although accurate quantitative 

comparison of different prospectively undersampled acquisitions using SSIM is not 

possible due to subject motion between scans, the reduction in signal loss when using 

optimized parameters was quantitatively approximated using the detection of vascular 

signal peaks. The identified peak locations in reconstructions from prospectively 

undersampled data are consistent with the locations of the peaks in the corresponding 
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fully-sampled data (not shown), indicating that the metric gives a representative 

approximation of relative image quality. 

Prospectively and retrospectively undersampled data can differ in image quality because of 

the possibility of eddy-current artifacts due to larger gradient switching in prospectively 

undersampled acquisitions and different amounts of total subject motion due to the 

different scan times. However, the observed improvement in image quality when using 

optimized undersampling schemes identified using the retrospectively undersampled data 

(Figure 4.4) is consistent with the results found in Figure 4.6-Figure 4.8 for prospectively 

undersampled data. This applies to both the improvement in image quality when using 

smaller calibration regions (in particular, 12×12 calibration lines) and to the increased 

importance of acquisition parameter optimization at higher acceleration factors. This 

improvement when using optimized undersampling parameters can be achieved without 

increasing scan time or reconstruction time, and without additional technical requirements. 

This improvement in image quality at a given acceleration can also be interpreted as an 

opportunity to increase acceleration factor to achieve equal image quality (Figure 4.9). For 

example, a scan duration of 2:36 minutes (𝑅 = 11) when using 32×32 calibration lines 

provides comparable results to a scan duration of 1:57 minutes (𝑅 = 15) using 12×12 

calibration lines. As expected, Figure 4.9 also confirms that accelerating acquisitions by 

reconstructing lower resolution data (without acquiring higher frequency k-space areas) 

results in a more rapid loss of vessel visibility than in compressed sensing reconstructions. 

Since a small calibration region size was observed to improve performance, reconstructions 

from k-space data without calibration regions were also evaluated, using SAKE-calibration 

[122] for sensitivity estimation (Figure 4.10). This did not provide improved image quality 

compared to the reconstructions using 12×12 sampled lines in k-space. 

For one of the seven volunteers in Cohort 2, an increase in the number of detected peaks 

is visible in the undersampled acquisitions (purple data in Figure 4.8). This is likely caused 

by a reduction in image quality in the fully-sampled dataset due to subject motion during 

that scan, highlighting a benefit of accelerated acquisitions. 

The data used in this work were acquired using a relatively simple protocol, which does not 

make use of techniques such as additional (e.g. fat or venous) signal saturation [69,128,129], 

parallel transmission for reduced B1+ inhomogeneity [60,130], VERSE-shimming for 

further SAR reduction (in particular when using additional saturation pulses) [69,128,131], 

or intravenous contrast agents for enhanced contrasts [15,132]. Such techniques can 
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enhance contrast and increase sparsity, and thereby improve the CS reconstruction results. 

However, the optimal undersampling parameters were found to be consistent for volumes 

with high differences in vascular characteristics and visibility (Figure 4.3), and are therefore 

also expected to remain consistent for different contrasts. The improvement in image 

quality when using 12×12 calibration lines was also found to be consistent for data acquired 

using various acceleration factors and spatial resolutions. Although 32-channel receive coils 

are most commonly used in 7T MRI, it remains unclear how the results presented here 

would translate to different coil configurations. 

Previous work on the optimization of acquisition parameters for CS T1-weighted MRI in 

3D found that optimized sampling schemes require increasingly dense sampling in the 

centre of k-space for higher acceleration factors [121], and that the extent of the calibration 

region should be as high as possible for 2D-MRI [119]. This is different from the results 

found here, with an optimized set of acquisition parameters which appears to be consistent 

for all acceleration factors and which uses a small calibration region. This difference may 

be explained by the inherently sparser image contrast of MRA compared to T1-weighted 

structural MRI, and the use of three-dimensional instead of two-dimensional k-space data. 

Since this sparser image signal is contained in high-frequency areas of k-space, sampling at 

off-centre locations of k-space remains important at higher acceleration factors for MRA. 

4.5 Conclusion 

Optimized undersampling parameters for 3D MRA at 7T using compressed sensing 

reconstruction were established. For all acceleration factors, the highest image quality was 

achieved by using a fully-sampled calibration area of 12×12 lines and a Poisson disk 

polynomial order of 2. Although the optimized undersampling parameters were the same 

for all acceleration factors, the importance of using optimized undersampling parameters 

was found to increase for higher acceleration factors. 
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5  

An Extended Phase Graph-Based Framework 

for DANTE-SPACE Simulations Including 

Physiological, Temporal, and Spatial Variations 

 

 
 

 

5.1 Introduction 

The DANTE-SPACE sequence, introduced in Section 1.3.3, facilitates three-dimensional 

intracranial vessel wall imaging with simultaneous suppression of blood and CSF. It has 

been used at both 3T [30,36–43,133–135] and 7T [35,87,136], and with SPACE parameter 

configurations resulting in T1-weighted [30,36–38,40–43,135], T2-weighted [35,39,87,136], 

and proton density-weighted [42,133,135] contrasts. Across different implementations, 

many different protocol settings have been used, such as DANTE pulse trains ranging 

from 94 pulses [43] to 300 pulses [35,134,135] and DANTE flip angles ranging from 8° 

[37,38,40,135] to 13° [43]. This choice of parameters directly affects the resulting blood, 

CSF, and vessel wall (VW) signals. Various authors have used DANTE calculations 

[31,133], Bloch simulations [35,36,39,40,134,135], or direct comparison of acquisitions 

using multiple parameter combinations [135] to select parameters aiming to achieve the 

highest contrasts between vessel walls and both blood and CSF.  

The validity and accuracy of such approaches depend on the approximations and 

assumptions used in the design. Li et al. [31] derived a T1-decay model to approximate 

signal decay in moving spins during DANTE. This approach is both intuitive and 

computationally efficient. However, it assumes full velocity-independent spoiling of the 

transverse magnetization in moving spins, which can be inaccurate for very slowly moving 

Key Conclusions 

▪ A comprehensive EPG-based DANTE-SPACE simulation framework 

is presented 

▪ The addition of vessel wall and CSF pulsation in simulations can 

explain previously observed DANTE-SPACE signal heterogeneity 
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or pulsating spins, especially in high-resolution acquisitions. Furthermore, this model only 

accounts for the effects of DANTE, without taking the effects of readout pulses and 

multiple repetitions into account. More accurate models can be achieved using Bloch 

simulations (either including [36,40] or excluding [35,134,135] readout effects) by directly 

including flow effects in the simulations. This requires that, in addition to the relaxation 

parameters of the simulated tissues, flow parameters are added as input parameters. This 

is particularly relevant for CSF, which is often assumed to be either static [40] or moving 

substantially faster (≥2 cm/s [35,134,135]) than the values found in the literature for the 

CSF near the Circle of Willis (e.g., 0.37 cm/s in the 3rd ventricle [23] and up to 0.85 cm/s 

in the cerebral aqueduct [137]). Furthermore, other processes affecting the measured signal 

levels, such as intravoxel dephasing and pulsatile flow velocity variation, are generally also 

not modelled in those simulations. Especially at 7T, another often non-negligible factor is 

the effect of transmit field variations on the obtained MRI signals and contrasts. Although 

this can be expected to have a limited effect near the Circle of Willis (located in the central 

region of high B1+ efficiency at 7T when using a transmit head coil), it can affect the 

magnetization of blood spins, which during a single DANTE-SPACE module can travel 

from low-B1+ areas in the neck into higher-B1+ areas near the Circle of Willis.  

To accurately account for all these effects, a comprehensive DANTE-SPACE framework 

is introduced in this chapter. By including physiological processes such as pulsatile flow 

velocity variation, varying flow directions, intravoxel dephasing, and diffusion, as well as 

B1+ effects, this framework attempts an accurate representation of the mechanisms behind 

the achieved signal levels (VW, CSF, and blood). This in turn can be used for accurate 

optimization of sequence parameters, and to obtain a further understanding of the 

DANTE-SPACE contrast mechanisms. 

To support the availability and reproducibility of both this framework itself and the results 

presented in this chapter, the simulation framework and a script that reproduces all 

simulation results in this chapter are openly available online 

(git.fmrib.ox.ac.uk/ndcn0873/dantespace_epg). Please note that instead of the Methods and 

Results sections used in the other chapters in this thesis, this chapter contains two sections 

discussing the development of the simulation framework (Section 5.2) and some initial tests 

of the resulting simulations (Section 5.3). Within those sections, each subsection describes 

all components of the simulation framework in turn, including the effects of each individual 

component on the resulting simulations. 

https://git.fmrib.ox.ac.uk/ndcn0873/dantespace_epg
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5.2 Development of the Simulation Framework 

5.2.1 General Simulation Settings 

All code was implemented in MATLAB R2019a. Extended phase graph (EPG) simulations 

[78,79], which are introduced in Section 2.4, were used to efficiently simulate the 

magnetization evolution of ensembles of spin isochromats. This provides a more accurate 

representation of the signal behaviour in an acquired voxel than Bloch simulations of single 

isochromats, while being much more computationally efficient than averaging the results 

from hundreds of individual Bloch simulations to approximate spin ensemble behaviour. 

Code from the MRSignalSeqs toolbox by Brian Hargreaves 

(github.com/mribri999/MRSignalsSeqs) was used to propagate EPG states through 

periods of relaxation, gradient waveforms, RF pulse rotation, and diffusion. A tool to 

simulate flow effects (as described by Mugler [28]) was added based on the diffusion 

simulation code. All simulations were performed on a system using an Intel (Intel, Santa 

Clara, CA, USA) Xeon CPU E5-2680v4 running at 2.40 GHz with 14 cores and 28 logical 

processors. 

All simulation results shown in this chapter were obtained assuming relaxation properties 

and B1+ field effects corresponding to 7T. T1 and T2 relaxation times for vessel wall tissue 

were based on carotid artery measurements presented by Koning et al. [138]; for blood and 

CSF, the same relaxation times as used by Viessmann et al. [35] (based on various original 

sources [139–141]) were used. The resulting values are: 

- VW:  T1 = 1628 ms, T2 = 46 ms 

- Blood:  T1 = 2290 ms, T2 = 100 ms 

- CSF:  T1 = 4019 ms, T2 = 311 ms 

The contrast between tissue types was calculated from the point spread function amplitude 

of the transverse magnetization during the SPACE-readout for the various tissue types 

after correcting for differences in proton density (𝑃𝐷𝑉𝑊 = 0.72 𝑃𝐷𝐶𝑆𝐹 = 0.72 𝑃𝐷𝑏𝑙𝑜𝑜𝑑) 

[35]. For B1+ effects (Section 5.2.3.5), CP-mode B1+ data from a representative subject 

(Subject 1) in the B1+ database presented in Chapter 3 were used. 

This section introduces the various components of the DANTE-SPACE simulation 

framework. First, the basic EPG simulations for DANTE and SPACE are presented and 

validated using previous literature in Section 5.2.2. Section 5.2.3 then discusses the various 

https://github.com/mribri999/MRSignalsSeqs
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additional physiological or transmit field-related variations that were added to the model. 

All DANTE-SPACE simulations in this section were performed using the T2-weighted 7T 

protocol adopted by Viessmann et al. [35]. This includes 300 DANTE pulses of 10°, 74 

SPACE refocusing pulses per TR with an echo spacing of 4.6 ms (giving an echo train 

length of 345 ms), an effective TE of 165 ms, and a TR of 2620 ms. 

5.2.2 Basic Simulations 

5.2.2.1 DANTE Simulations 

EPG DANTE simulations were validated by comparing EPG results to the results of 

Bloch ensemble simulations. The Bloch simulations themselves were first validated by 

comparing single isochromat simulation results to the Bloch simulation results presented 

by Li et al. [31]. Figure 5.1a demonstrates an accurate replication of the single isochromat 

Bloch DANTE simulations shown in Figure 3a of Ref. [31]. 

For Bloch ensemble simulations, the average results of 1000 Bloch simulations along a 

distance 𝜆 corresponding to unit phase accumulation along the gradient direction were 

used. The distance 𝜆 can be calculated as 

𝜆 =
1

𝛾∫ 𝐺𝑑𝑡
= 0.22 𝑐𝑚, 5.1 

where 𝛾 = 42.6 𝑀𝐻𝑧/𝑇 is the gyromagnetic ratio of water protons and ∫ 𝐺𝑑𝑡 denotes 

the area under each DANTE gradient. The results of Bloch simulations averaged across 

1000 Bloch spin isochromats over a distance λ are shown in Figure 5.1b, with the 

corresponding EPG simulation results shown in Figure 5.1c. These results indicate good 

agreement between the EPG simulations and the Bloch ensemble simulations. The 

computation time, however, of the EPG results was two orders of magnitude shorter (0.4 

s instead of 57.5 s), which confirms that EPG simulations can provide accurate isochromat 

ensemble simulations with high computational efficiency. 
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Figure 5.1: Comparison of DANTE simulations using Bloch equations and EPG. The results are shown for (a) Bloch 

isochromat simulations, (b) Bloch ensemble simulations, and (c) EPG simulations. Tsim indicates the computation time 

of the simulation results shown in each figure.  

5.2.2.2 SPACE Simulations 

To validate the SPACE-readout simulation using the EPG framework, the simulated 

transverse magnetization evolution in stationary vessel walls was cross-checked against the 

previously described target SPACE magnetization function [28,35]. This prescribed signal 

evolution consists of three parts, designed to increase the useable duration of the signal 

during the echo train [28]: a mono-exponential decay (time constant 17.5 ms; first 9 SPACE 

pulses), a constant segment (pulses 10-40), and a second mono-exponential decay (time 

constant 29.0 ms; pulses 41-74) [35]. This corresponds to the signal evolution shown in 

Figure 5.2a, which is highly similar to the simulated EPG SPACE signal evolution for the 

SPACE flip angle train (Figure 5.2b). However, when adding the DANTE-preparation to 

the simulation model (Figure 5.2c), the change in the magnetization state before the 

SPACE excitation pulse reduces the level of agreement with the desired magnetization 

evolution in Figure 5.2a. This reduces the signal intensity (by 29% for the DANTE 

parameters used here) while also slightly increasing the point-spread function of the vessel 

walls (by 6%). Those signal intensity values are calculated from the amplitude of the point 

spread function of the simulated transverse magnetization during the SPACE readout. 
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Figure 5.2: Comparison of the transverse magnetization during the SPACE readout. (a) shows the prescribed vessel 

wall signal evolution (black line) for which the SPACE flip angle train (blue circles) is calculated. The black arrow indicates 

the equivalent echo time of the acquisitions. (b) shows the resulting EPG simulation for SPACE acquisitions (without 

DANTE), while (c) shows the EPG simulation for DANTE-SPACE acquisitions. Note that the x-axis in (c) starts near 

the end of the DANTE preparation. 

5.2.2.3 Simulations for Vessel wall, CSF, and Blood 

The simulation results for the combination of the EPG DANTE- and SPACE-modules 

are shown in Figure 5.3 for VW, CSF, and blood. The results show only the most basic 

simulations of the different tissue types, so only using their respective relaxation times and 

(constant) average velocities. The format used here, with parts of the sequence shaded in 

yellow, green, and red, denoting DANTE-preparation, SPACE-readouts, and TR delay, 

respectively, will be used for all future simulated magnetization evolution plots. 

Note that the results in Figure 5.3 are shown during the 2nd TR for the VW and CSF 

simulations, but for the 1st TR for the blood. This reflects the fact that while blood rapidly 

flows in from the upstream arteries (resulting in ‘fresh’ blood spins without magnetization 

history arriving in the CoW in each TR), the VW and CSF remain in the same scan region 

throughout an acquisition. For the latter two, the 2nd TR was chosen since it was found to 

provide good convergence of the resulting signal within a reasonable simulation time: for 

the VW, the signal reduces by 24% from the first to the second repetition, after which it 

changes by less than 0.01% over the next 5 repetitions (while the simulation time for 3 TRs 

is approximately twice the simulation time for 2 TRs). For CSF, the simulated signal 

reduces by 25% from the first to the second repetition, with about a 1.1% change over the 

next 5 repetitions (while requiring 3.3× more simulation time). Based on this argument, all 

future simulation results will also be based on 2 repetitions for VW and CSF, but only a 

single TR for blood. 
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Figure 5.3: DANTE-SPACE simulations of the VW, CSF, and blood, assuming constant velocities and excluding the 

effects of intravoxel dephasing, diffusion, pulsatility, flow trajectories, and B1+ variations. Note that a different y-axis 

range is shown for VW (a) than for CSF and blood (b-c). 

5.2.3 Additional Variations 

This section first discusses various additions to the simulations on a per-phenomenon 

basis. After all individual additions have been discussed, Section 5.2.3.6 shows the effect 

when all variations are included simultaneously, as will be used for most simulations used 

in the main thesis work. 

5.2.3.1 Intravoxel Velocity Variation 

As was visible in Figure 5.3b-c, where moving spins were simulated with an isolated 

velocity, simulations using a unique velocity result in unstable transverse magnetization. In 

particular, isolated velocities with per-cycle phase accrual corresponding to an integer 

fraction of 360° result in unrealistically increased magnetization levels. Since a typical voxel 

in fact contains spins moving with slightly varying velocities around a certain average value, 

the actual measured MR signal is generated by the transverse magnetization of spins within 

such a range of velocities. To model this intravoxel velocity averaging effect in the 

simulations, each individual simulation was repeated 100 times using slightly different 

velocity values described by a normal distribution with σ = 10% around the nominal 

velocity. This distribution, and the resulting change in the magnetization evolution when 

accounting for a range of velocities, are shown in Figure 5.4 for CSF and blood. The 

simulations with intravoxel averaging (Figure 5.4c and f) indicate higher temporal stability 

of magnetization evolution for both tissue types, resulting (especially for blood) in lower 

transverse magnetization magnitude during the SPACE readout and therefore reduced 

simulated signal levels.  
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Figure 5.4: Intravoxel dephasing in simulations by using the average of 100 simulations with a distribution of flow 

velocities. For CSF, (a) shows the distribution of velocity values (corresponding to a normal distribution with σ = 10% 

around the nominal velocity), (b) shows the result of a simulation using a single isolated velocity, and (c) shows the 

average result of the 100 simulations using the velocities from the distribution in (a). (d-f) show the corresponding results 

for blood. 

5.2.3.2 Pulsatile Motion 

Pulsatile velocity variations over time were also added to the simulations to represent fluid 

dynamics and pulsatile oscillations. Figure 5.5 shows the flow velocity variations that were 

modelled and the resulting changes in simulated signal for CSF and blood. Temporal 

velocity variations due to pulsatile CSF (Figure 5.5a) were added based on literature-

sourced time-varying CSF flow measurements at the third ventricle, which indicate an 

average flow velocity of 0.37 cm/s [23]. The temporal variation in blood flow velocity 

(Figure 5.5d) was modelled on the cardiac pulsatility of blood in the internal carotid arteries 

taken from Ref [142]. Both pulsation profiles assume a heart rate of 60 beats per minute. 

Because no cardiac gating is used for DANTE-SPACE acquisitions, a different random 

starting point was used for the pulsatile profiles in each of the 100 simulations.  

Since the velocity of the blood remains relatively high throughout the cardiac cycle (with a 

minimum velocity of around 16.5 cm/s), the simulated magnetization of blood remains 

similar with and without the inclusion of pulsatility in the simulations (Figure 5.5e and f). 

Contrary to that, CSF displacement is assumed to oscillate around a certain central position. 

This introduces two effects that change the signal attenuation efficiency during DANTE 

(which were not included in earlier versions of this simulation framework [87,136]): periods 
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of near-zero velocity reduce the signal attenuation during DANTE, and partial rephasing 

can occur when the oscillations change direction. This results in the visible change in 

magnetization evolution between Figure 5.5b (without pulsatility included) and Figure 5.5c 

(with pulsatility included).  

 

Figure 5.5: Pulsatile velocity variations of (a-c) CSF and (d-f) blood, and the resulting changes in the simulated 

magnetization evolution for both tissue types (averaged across 100 random starting points in the cardiac cycle). 

5.2.3.3 Diffusion 

In addition to spins moving due to flow and pulsation, the effects of diffusion were 

included (as described by Weigel [79]) for CSF and blood using a diffusion coefficient of 

3 × 10−3 mm2/s, corresponding to free water diffusion at body temperature. Diffusion 

effects were excluded for vessel wall simulations, although the hypothetical results of 

including VW diffusion in the simulations will be discussed later (in Section 5.3.1.3). For 

CSF, the inclusion of diffusion reduces the longitudinal magnetization at the end of the 

DANTE-preparation, resulting in a 54% reduction in the measured signal during SPACE.  
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Figure 5.6: The effect of diffusion with a diffusion coefficient of 3 × 10−3 mm2/s on (a-b) CSF simulations and (c-

d) blood simulations. 

5.2.3.4 Flow Trajectory 

For blood flow, a typical flow trajectory (downstream from the carotid bifurcation) was 

included in the simulations to introduce time-varying flow directions relative to the 

DANTE-gradient vector direction. This flow trajectory was drawn manually on a bright-

blood MPRAGE dataset from the database introduced in Chapter 3, as shown in Figure 

5.7a. Blood was assumed to flow through this trajectory at the mean flow velocity used in 

simulations (24 cm/s), resulting in time-dependent variations in the flow direction as the 

blood moves through the vessel. At each timepoint in the simulations, the resulting angle 

βblood between the flow direction and the gradient vector was used to modify the effective 

blood flow velocity along the gradient through multiplication by cos(𝛽). For simplicity, 

only orientations within the coronal plane were assumed.  
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Figure 5.7: The blood flow trajectory used for simulations (a), and the resulting change in the simulated magnetization 

(b-c). 

For CSF, directions of motion (on the relevant timescales) are known to vary throughout 

the brain [142]. To simplify the simulations while accounting for this variation, the angle 

𝛽𝐶𝑆𝐹 between the CSF flow direction and the gradient vector was fixed as the average angle 

between a given vector (i.e., the DANTE-gradient vector) and all other possible vector 

directions (i.e., the possible CSF motion vectors) on a unit semi-sphere: 

< 𝛽𝐶𝑆𝐹 > =
1

𝑉𝑆𝑆
∫ 𝛽𝑑𝑉 = 57.3°
𝑆𝑆

. 
5.2 

 

5.2.3.5 B1+ Along the Blood Flow Trajectory 

B1+ variations in different parts of the vasculature (for blood simulations) as well as near 

the Circle of Willis (for CSF and vessel wall simulations) were included in the model based 

on measured B1+ maps. For this, data from the previously presented database of 7T multi-

channel B1+ flip angle maps in both the head and the neck (Chapter 3) were used. The 

blood flow trajectory in Figure 5.7a was used to extract the B1+ values along the vessel 

trajectories from the B1+ maps, as shown in Figure 5.8a. For CSF and VW, a constant B1+ 

offset can be added to simulations, for example to model the effects of different pTx RF 

shims on the achieved CSF suppression. 

The measured B1+ values were used in the simulations as a scaling factor between the 

nominal flip angle (FA) and the effective applied flip angle. For this, the measured values 

were first normalized by the average B1+ in a rectangular ROI in the middle of the brain 

to calculate a scaling factor between the nominal flip angle and the effective flip angle at 

each location. In the neck, with typically very low B1+ at 7T as discussed in Chapter 3, this 
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effectively reduces the applied flip angles at the start of the DANTE trajectory. This 

reduces the suppression due to DANTE, which results in a slight increase in the (measured) 

transverse magnetization during the SPACE readout, as is visible in Figure 5.8c-d. 

 

Figure 5.8: B1+ variations along the blood flow trajectory. (a) Measured B1+ maps (in CP-mode) were used to provide 

values along the previously described vessel trajectories, which are shown in (b). This results in a change in the simulated 

blood magnetization between simulations (c) without B1+ effects and (d) with B1+ effects. 

5.2.3.6 Combined Variations 

Sections 5.2.3.1 to 5.2.3.5 discussed how intravoxel velocity averaging, pulsatile motion, 

diffusion, flow trajectories, and B1+ variation were implemented in the EPG simulations, 

while showing the isolated effect of each individual addition. Figure 5.9 demonstrates the 

effect of simultaneously including all described model enhancements. For the examples 

shown here (using the protocol parameters as proposed by Viessmann et al. [35] and CP-

mode B1+ maps), the combined model enhancements result in a 57% reduction in CSF 

signal and a 27% reduction in blood signal versus the case in which only a basic simulation 

is performed. 
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Figure 5.9: The combined effect of intravoxel velocity averaging, pulsatile motion, diffusion, flow trajectories, and B1+ 

variation on DANTE-SPACE simulations of CSF (a-b) and blood (c-d). 

Like all CSF and blood simulation results presented in this chapter, the results in Figure 

5.9 are shown using a small y-axis range to clearly visualize the changes in the transverse 

magnetization during the SPACE readout. Figure 5.10 shows the same results as Figure 5.9 

but using the full y-axis (ranging from 0 to M0) to also indicate the changes in the evolution 

of the longitudinal magnetization during the DANTE-preparation. This shows that in the 

complete simulation model (Figure 5.10d), the longitudinal magnetization of the blood 

during DANTE decreases more slowly due to the reduced efficiency of the DANTE-

preparation in areas with low B1+. 
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Figure 5.10: The combined effect of intravoxel velocity averaging, pulsatile motion, diffusion, flow trajectories, and B1+ 

variation on DANTE-SPACE simulations of CSF (a-b) and blood (c-d), shown for the full y-axis range. 

5.3 Initial Results 

5.3.1 Effects of Selected Tissue Properties  

The simulations use various tissue-specific properties to distinguish the different tissue 

types. This includes T1 and T2 relaxation times, mean velocities of flow or pulsation, flow 

directions, the amount of intravoxel dephasing, and the diffusion coefficients. For VW, 

CSF, and blood, each of these values was carefully chosen with the aim of accurately 

representing the resulting signal behaviour. To assess the extent to which the simulations 

depend on the exact choice of tissue parameters, and to ascertain that the results are robust 

to small changes to the selected values (e.g., due to measurement uncertainty), this section 

compares simulations using different tissue properties.  

5.3.1.1 T1 & T2 Relaxation Times 

As described in Section 5.2.1, the T1 and T2 values for VW, CSF, and blood were based 

on various measurement results from the literature. Each of the resulting values has a 

certain amount of measurement uncertainty (up to 28% [141]). Therefore, Figure 5.11 

compares the results of simulations for all three tissue types where the T1 and T2 values 

are varied between the standard value ± 30%. This indicates that the results are largely 

independent of the T1 of blood and the T2 of both CSF and blood. The T2-dependence 
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of the vessel wall signal is consistent with the T2-weighting of the SPACE readout, which 

is calculated based on the vessel wall relaxation times [35]. Despite this T2-weighting, 

Figure 5.11 also shows some T1-dependence of the VW and CSF signals. This is a result 

of the DANTE-preparation, during which a higher T1 results in increased suppression of 

the longitudinal magnetization as well as reduced longitudinal magnetization recovery 

during the TR delay. Because of its higher T1, and increased DANTE sensitivity, this T1-

dependence is more pronounced in CSF. However, the resulting CSF signal remains much 

smaller than the VW signal for all simulated values. 

 

Figure 5.11: Simulation results when using different T1 and T2 relaxation times. Results are shown for each tissue type 

for the standard values ± 30% (x-axes). Different y-axes are used for the different tissue types, all of which are scaled 

from 0 to twice the simulated signal using the standard (T1/T2) values. Dashed lines indicate the standard T1/T2 values 

and their corresponding simulated signal. 

5.3.1.2 Flow Velocity 

Figure 5.12 shows the effect of different average flow velocities on the simulated VW, CSF, 

and blood signal. As expected when using DANTE, higher velocities result in increased 

signal attenuation for all tissues. However, the velocity at which the signal converges differs 

between tissue types due to their different relaxation properties and, in particular for blood, 

B1+ effects and flow directions. For example, the required velocities to reach a signal of 

less than 0.02 M0 are around 0.1 cm/s for VW, 0.2 cm/s for CSF, and 1.6 cm/s for blood. 

This required velocity is the highest for blood because of the velocity responses of both 

DANTE and SPACE. During DANTE, the lower B1+ experienced by blood flowing in 

from the neck means that higher velocities are required for DANTE to be effective. During 

SPACE, the flow direction of blood is nearly perpendicular to the DANTE gradient 

direction. As a result, higher velocities are required to obtain the inherent black-blood 

SPACE contrast (even without DANTE). However, since the typical flow velocity of 
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blood is still substantially higher than the required velocity to achieve black-blood contrast, 

this is not a limitation in practice.  

For CSF, the simulated average velocity of 0.37 cm/s [23] is closer to the critical velocity 

required to achieve sufficient signal suppression, so increases in CSF signal level can be 

expected with slight changes in the average velocity or flow direction. For the vessel wall, 

signal attenuation already occurs at very low velocities. This is not desirable for VWI and 

indicates that observed variations in vessel wall signal in vivo might be explained by the 

presence of slowly pulsating vessel wall tissue. This will be further discussed in Section 

5.3.3. 

 

Figure 5.12: The effect of the average flow velocity magnitude on the simulated signal of (a) vessel wall, (b) CSF, and 

(c) blood. Dashed lines indicate the velocities generally used in the simulation model (0 cm/s for the vessel wall).  

5.3.1.3 Other Motion Processes 

The effects of assuming various values for intravoxel dephasing, the direction of CSF 

pulsation, and the presence of VW diffusion are shown in Figure 5.13.  

Figure 5.13a indicates that although velocity averaging substantially affects the simulated 

signal of blood (compared to using σ = 0), the exact choice of (non-zero) value for σ does 

not have a large effect on the resulting averaged signal.  

The direction of CSF pulsation (Figure 5.13b), defined as the angle between the pulsation 

direction and the DANTE gradient vector, results in substantially reduced CSF 

suppression for near-90∘ angles. Since a 90∘ angle means that there is no effective velocity 

along the gradient direction, this corresponds to the simulation with vCSF = 0 cm/s in 

Figure 5.12b.  

VW diffusion, as shown in Figure 5.13c, is not included in the general simulations because 

it is challenging to select an appropriate diffusion coefficient for vessel wall tissue on the 

time-scales and gradient directions appropriate to the DANTE-SPACE sequence. 

However, it can be assumed to be much smaller than the value for free water (3 μm2/ms), 
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for which Figure 5.13c suggests that there is a limited effect on fully stationary VW (yellow), 

and a negligible effect on slowly pulsating VW (purple). Therefore, a diffusion coefficient 

of 0 was used for VW for all simulations. 

 

Figure 5.13: The effects on the simulations of the selected parameter value for (a) intravoxel velocity averaging, (b) the 

CSF pulsation direction, and (c) the vessel wall diffusion coefficient (for both moving and slowly pulsating VW, shown 

up to the diffusion coefficient corresponding to free water diffusion). Dashed lines indicate the default values (0 for (c)). 

5.3.2 Effects of Sequence Parameters 

This section compares the effects of several DANTE-SPACE parameters on the simulated 

signal levels and the resulting VW/CSF and VW/blood contrasts. Results are presented 

for the protocol used by Viessmann et al. [35], while changing one parameter at a time. The 

results provide information about ways to improve contrasts as well as insight into the 

different underlying contrast mechanisms. Note that the results presented here are mainly 

intended to provide indications of the general effects of the different parameters. Chapter 

6 aims to provide a more comprehensive optimization by simultaneously considering 

multiple parameters while also considering the use of different pTx RF shims and slowly 

pulsating vessel walls. 

5.3.2.1 Sequence Timing Parameters 

Figure 5.14 shows the effect of changing the TR, DANTE interpulse time, or SPACE echo 

spacing. The TR (of 2.62 s) was used in the calculation of the SPACE flip angle train (which 

aims to maximize the VW signal efficiency), and Figure 5.14a confirms that it also provides 

optimized contrast when including DANTE-preparation. Shorter TRs reduce the VW 

signal recovery during the TR delay, whereas longer TRs introduce longer scan times 

without proportional signal benefits.  

The signals of all three tissues are mostly independent of the DANTE interpulse time 

beyond a certain minimum duration (Figure 5.14b). For the SPACE interpulse time, 
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however, the results in Figure 5.14c suggest that using the (hardware-restricted) lowest 

possible value provides an increase in VW signal efficiency, as expected from the literature 

[28]. Furthermore, a shorter echo time could also allow for further improvement of the 

signal efficiency by allowing, within a given echo train duration, the use of more SPACE 

echoes. 

 

Figure 5.14: Simulated DANTE-SPACE signal levels (top row) and resulting contrasts (bottom row) when using a 

different (a) repetition time, (b) DANTE interpulse time, or (c) SPACE echo spacing. The results in (a) are presented 

in terms of “Signal / √(TR)” such that the highest value corresponds to the parameters that provide the highest contrast 

for scan time-matched acquisitions. 

5.3.2.2 Other Parameters 

The effects of three further DANTE parameters are compared in Figure 5.15. For all three 

parameters (flip angle, number of pulses, and gradient strength), adequate CSF suppression 

is not achieved until sufficiently high values of these parameters are used. However, still 

higher values for the FA and the number of pulses result in reduced VW signal, and so 

parameter values for these two should be chosen to be above the CSF-suppression 

threshold, but no more. For all three parameters used here, the default values as used by 

Viessmann et al. [35] are close to the optimum values based on Figure 5.15. However, 

Chapter 6 will show that these optima change when considering slowly pulsating vessel 

walls and when optimizing multiple parameters simultaneously. 
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Figure 5.15: Simulated DANTE-SPACE signal levels (top row) and resulting contrasts (bottom row) when changing the 

DANTE (a) flip angle, (b) number of pulses, or (c) gradient strength.  

5.3.3 Vessel Wall Motion 

5.3.3.1 Methods 

So far, the simulations in this chapter assumed fully stationary vessel walls. However, 

preliminary in vivo acquisitions (presented in Ref. [136]) showed signal variations in the 

vessel wall, which can be explained in simulations by including very slow pulsation of vessel 

wall tissue (as found in Section 5.3.1.2). To estimate the average velocity of this vessel wall 

pulsatility and to include it in subsequent simulations, this section compares results from 

preliminary in vivo acquisitions to VW simulations assuming various velocities. These 

preliminary data were acquired on a Siemens (Erlangen, Germany) Magnetom 7T scanner 

using a 1Tx/32Rx head coil. Data were acquired from 5 healthy volunteers, using up to 

three different T2-weighted DANTE-SPACE protocols:  

1. The protocol presented by Viessmann et al. [35], which uses 300 DANTE pulses 

of 10° (acquired for all 5 subjects); 

2. The same protocol but using 200 DANTE pulses of 9° (acquired for all 5 subjects); 

and 

3. The same SPACE protocol but without DANTE preparation (acquired for 3 out 

of 5 subjects). 

Using these data, the average VW velocity was estimated such that the estimated signal 

intensities from simulations agreed with observed (experimental) vessel wall signal changes 
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in hand-drawn VW masks. To quantitatively compare in vivo measurements to simulations, 

both scan data and simulations were expressed relative to the values for stationary VW 

signal intensity without DANTE preparation. This was used to obtain an consistent 

separate reference point with minimal velocity-dependence due to the absence of velocity-

dependent DANTE effects (equivalent to the case with 0 DANTE pulses in Figure 5.15b). 

For simulations, this was calculated by expressing the simulated VW signal (𝑆𝑠𝑖𝑚) as a 

percentage of the signal from a simulation for stationary VW without DANTE (𝑆𝑁𝑜𝐷𝑎𝑛𝑡𝑒): 

𝑆𝑠𝑖𝑚(%) =
𝑆𝑠𝑖𝑚(𝑀0)

𝑆𝑁𝑜𝐷𝑎𝑛𝑡𝑒(𝑀0)
∗ 100%. 5.3 

For in vivo acquisitions, the 80th percentile of the measured signal intensity values in VW 

voxels in acquisitions without DANTE (𝑆𝑁𝑜𝐷𝑎𝑛𝑡𝑒,80%) was used as a benchmark for the 

signal level for stationary VW tissue. From that value, the relative value in each voxel (and 

for any protocol) was calculated as  

𝑆𝑠𝑐𝑎𝑛(%) =
𝑆𝑠𝑐𝑎𝑛(𝑆𝑁𝑅)

𝑆𝑁𝑜𝐷𝑎𝑛𝑡𝑒,80%(𝑆𝑁𝑅)
∗ 100%. 5.4 

Note that here, the SNR is calculated from the standard deviation of a noisy ROI in the 

corner of the 3D image. Calculation in SNR units from direct noise measurements (which 

will be used in Chapters 6 and 7) was not possible in this case since the raw data for those 

preliminary acquisitions was not stored. However, this does not affect the resulting relative 

signal values (𝑆𝑠𝑐𝑎𝑛(%)) which were used for the analysis here. 

The resulting signal distributions were then compared to estimate the average velocity of 

vessel wall pulsation, which will be used to include pulsating vessel wall as an additional 

tissue type in simulations shown in subsequent chapters.  

5.3.3.2 Results 

First, simulations were performed using the protocol with 300 DANTE pulses of 10°, and 

the protocol with 200 DANTE pulses of 9°. In those simulations, the VW pulsation was 

assumed to follow the same pattern as CSF (Figure 5.5a) since it results in a net-zero 

displacement during each full cardiac cycle. For both protocols, the resulting simulated VW 

signal at different average velocities is shown in Figure 5.16. As expected, the protocol with 

less DANTE-preparation (shown in orange) results in higher VW signal with less motion 

sensitivity.  
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Figure 5.16: The simulated signal of VW pulsating at different average velocities in simulations with two different 

DANTE-preparation settings. Values are expressed relative to the simulation result for stationary VW without DANTE 

preparation (using Equation 5.3), which corresponds to 0.13 M0.  

Importantly, Figure 5.16 indicates that for each protocol, each signal value corresponds to 

a single (non-degenerate) vessel wall velocity. This means that if in vivo vessel wall signal 

intensity values are also expressed relative to the signal intensity in non-DANTE 

acquisitions (using Equation 5.4), it should be possible to directly correlate these relative 

values to the corresponding average velocity in simulations.  

Therefore, Figure 5.17a shows the relative vessel wall signal levels (Equation 5.4) measured 

from preliminary data in 5 healthy volunteers acquired using 300 DANTE pulses of 10°, 

and Figure 5.17b shows the corresponding distribution of velocity values that are implied 

by these signal levels when translating simulated signal to velocity via Figure 5.16. This 

indicates an average vessel wall velocity of 0.051 ± 0.021 cm/s. 
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Figure 5.17: Distribution of (a) vessel wall signal levels in 5 healthy volunteers in acquisitions using 300 DANTE pulses 

of 10°, and (b) the corresponding velocity values in simulations. Values in (a) are expressed relative to the 80th percentile 

of the vessel wall signal in acquisitions without DANTE preparation (using Equation 5.4). 

The corresponding results for in vivo data acquired from the same 5 volunteers using 200 

DANTE pulses of 9° are shown in Figure 5.18. As expected based on the simulation results 

in Figure 5.16, Figure 5.18a shows that more VW signal is retained when using fewer 

DANTE pulses with lower flip angles. The resulting VW velocity estimates in Figure 5.18b 

suggest an average VW velocity of 0.057 ± 0.026 cm/s, which is pleasingly close to agreeing 

with the estimate made using 300 DANTE pulses of 10°.  

 

Figure 5.18: Distribution of (a) vessel wall signal levels in 5 healthy volunteers in acquisitions using 200 DANTE pulses 

of 9°, and (b) the corresponding velocity values in simulations. Values in (a) are expressed relative to the 80th percentile 

of the vessel wall signal in acquisitions without DANTE preparation (using Equation 5.4). The orange curve in (b) shows 

the Rician fit based on the data in Figure 5.17b for comparison. 

Given the close agreement between these two estimates of the vessel wall velocity we chose 

to use the average (0.054 cm/s) for the final simulations. When assuming the VW pulsation 

to follow the same pattern as CSF (Figure 5.5a), as was used in the simulations in Figure 



 107 

5.16, this average velocity of 0.054 cm/s corresponds to a maximum displacement of 

around 200 μm. 

5.4 Discussion 

This chapter presents an EPG-based DANTE-SPACE simulation framework. By 

including various physiological and spatial variations to enhance the model, it aims to 

accurately reproduce the contrast mechanisms for the case of in vivo acquisitions. This helps 

explain the mechanisms behind various observed contrasts in acquired data and provides 

further understanding on how the sequence can be modified to achieve improved 

contrasts.  

Initial validation 

The performance of the basic simulation framework design was validated by first separately 

comparing the performance of the DANTE- and the SPACE-module relative to literature 

results, which found good agreement for both. For VW tissue, the SPACE module 

provides the desired constant magnetization in the middle of the readout train when 

simulating without DANTE (Figure 5.2b). However, the addition of DANTE (Figure 5.2c) 

introduces a magnetization decrease in the middle of the readout. This reduces the VW 

signal level, which is expected when using DANTE [31,35], but also results in a slight 

reduction in the VW sharpness (broadening of the point spread function). To retain the 

desired sharpness, future work could account for the magnetization history effects due to 

DANTE in the calculation of the SPACE flip angle pulse train.  

Additional variations to the simulations 

The additional variations to the simulations that were introduced in Section 5.2.3 affect the 

simulation results in multiple ways. Simulations with intravoxel velocity averaging (Figure 

5.4c and f) increase the temporal stability of the magnetization evolution of moving tissue, 

resulting in a reduced simulated signal and improved robustness against small changes in 

the selected mean velocity. Without this velocity averaging, the magnetization over time 

shows rapidly fluctuating transverse magnetization, similar to what Li et al. [31] showed in 

DANTE simulations at different isolated velocity values (as reproduced in Figure 5.1a).  

The introduction of more realistic time-varying pulsatile velocity variation (Section 5.2.3.2) 

mainly affects the simulations of CSF, which is assumed to oscillate around a central 
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location. This introduces periods of near-zero absolute velocity (which reduce the signal 

attenuation during DANTE), as well as partial rephasing when the oscillations change 

direction. In addition to those changes due to pulsation, the inclusion of diffusion (Section 

5.2.3.3) reduces the longitudinal magnetization of the CSF at the end of the DANTE-

preparation, substantially reducing the measured signal during SPACE. 

The addition of a typical blood flow trajectory in Section 5.2.3.4 only introduces minor 

changes to the resulting blood signal, as the effective blood flow velocity (along the gradient 

direction) remains sufficiently high despite the different flow directions. However, the 

differences in B1+ along the flow trajectory substantially reduce the efficiency of DANTE 

in low-B1+ areas. In quadrature (CP) mode at 7T, this increases the measured transverse 

magnetization during the SPACE readout (Figure 5.8b-c). 

All combined, the additional variations to the simulations presented in Section 5.2.3 result 

in a 57% reduction in CSF signal and a 27% reduction in blood signal (for the T2-weighted 

7T protocol used by Viessmann et al. [35]) relative to not including these enhancements. 

Magnetization transfer effects were not included in the presented framework. Future work 

could use the EPG framework with magnetization transfer effects [143] to further improve 

the in vivo accuracy of the simulations. 

Simulations with different tissue properties 

The simulations using various T1 and T2 relaxation times (Figure 5.11) indicate that the 

results are robust to small changes in T1 or T2 due to uncertainty in their measurements. 

Furthermore, while Figure 5.11 confirms that the VW signal is predominantly T2-

dependent, it shows that the DANTE-preparation also introduces some T1-weighting. 

Therefore, when using modified protocols, it is important to include simulations for 

relevant pathologies to ensure that the contrast between healthy and diseased vessel wall 

tissue remains consistent. 

Figure 5.12 indicates that the simulation results are mostly independent of the exact blood 

flow velocity due to the high flow velocity of blood. However, the VW and CSF 

simulations indicate that their respective ‘critical’ velocities (where the resulting signal 

rapidly decreases) are close to their typical velocities. Therefore, small variations in the CSF 

velocity (Figure 5.12b) and direction (Figure 5.13b) can result in substantial reductions in 

CSF suppression, whereas slow pulsation of the vessel wall would reduce the VW signal. 
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Both of those simulation results are consistent with previous in vivo observations for T2-

weighted DANTE-SPACE, which showed heterogeneous signal levels in both the VW and 

the CSF. 

The final tissue parameter discussed in Section 5.3.1 is the VW diffusion coefficient, which 

we assumed to be zero. This was chosen since diffusion coefficients in soft tissue in general 

(and especially in the narrow vessel walls) are much lower than those of CSF and water 

[144], while no clear literature values are available for the arterial walls in the Circle of 

Willis. Furthermore, literature in thicker arteries suggests substantial variation in diffusion 

properties across different parts of the vessel walls and along different gradient directions 

[145], introducing additional complexity in selecting a single ideal value. Therefore, when 

optimizing protocols using simulations, one could consider simulating using a range of 

different low diffusion coefficients. However, since this adds additional complexity and 

computation time to the optimizations, while Figure 5.13c suggests it only has a limited 

effect on the simulated VW signal, a diffusion coefficient of zero for vessel wall was used 

in this work. 

Effects of sequence parameters 

The results presented in Section 5.3.2 indicate that the 7T protocol used by Viessmann et 

al. [35] uses reasonable sequence parameters in terms of both VW/CSF and VW/blood 

contrast, with different values often resulting in reduced contrasts. In particular, the 

DANTE flip angle, number of pulses, and gradient strength all require sufficiently high 

values to achieve sufficient CSF suppression, while moving to even higher values has the 

detrimental effect of reducing the VW signal. However, all results in Section 5.3.2 were 

limited to simulations for stationary vessel walls, do not consider the effects of varying 

multiple parameters simultaneously, and do not consider the possible benefits of modifying 

the B1+ field using pTx RF shims. Therefore, Chapter 6 will discuss a more comprehensive 

optimization of the T2-weighted DANTE-SPACE sequence at 7T. 

Vessel wall motion 

Figure 5.12a indicated that very slow VW motion could result in variable VW signal, which 

could explain the observed in vivo VW signal heterogeneity. Section 5.3.3 further examines 

this hypothesis by comparing VW simulations across a range of simulated velocities to the 

corresponding acquired signal distributions using two different DANTE protocols. This 
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indicates an average VW velocity of 0.051 ± 0.021 cm/s based on data with 300 DANTE 

pulses of 10° (Figure 5.17) and 0.057 ± 0.026 cm/s based on data with 200 DANTE pulses 

of 9° (Figure 5.18). These values are slightly different, while the underlying vessel dynamics 

should be the same. This could be explained by the simplifying assumption that all signal 

difference in the VW is a result of the VW pulsation, which does not account for signal 

variation due to partial volume effects, sensitivity effects, and different directions of motion 

relative to the DANTE gradients. Despite this, the resulting values are very similar, and 

the overall average value of 0.054 cm/s will be used as an approximate velocity of pulsating 

vessel wall in future simulations in this thesis. Furthermore, the resulting maximum 

displacement of 200 μm is consistent with displacement simulations in non-stenotic 

external iliac arteries [146], which have a similar wall thickness to the MCA. This again 

indicates that the value of 0.054 cm/s provides an adequate approximation. However, this 

VW motion approximation is based on data from healthy volunteers. A lower VW velocity 

might be expected in clinical populations due to reduced vessel wall flexibility resulting 

from pathology and aging [147].  

In simulations using the protocol by Viessmann et al. [35], VW moving at 0.054 cm/s is 

predicted to reduce the resulting VW signal by 46%, leading to a reduction in VW/CSF 

contrast of 51%. When using simulations to optimize a protocol for achieved contrasts, 

this introduces a significant new constraint that was not accounted for in previously 

presented DANTE-SPACE simulation models.  

In the work presented here, vessel walls were assumed to pulsate using the same time-

varying pattern as CSF (Figure 5.5a). This was selected since it results in a net-zero 

displacement during each full cardiac cycle, which is expected for both CSF and VW but 

not for blood. However, it might be possible to represent the VW pulsation more 

accurately using other profiles.  

Computational considerations 

Currently, a single simulation with the computational hardware used in this thesis takes 

about 0.16 s for static VW (2 TRs without velocity averaging), 9.6 s for pulsating VW (2 

TRs with velocity averaging), 3.6 s for blood (1 TR with velocity averaging), and 7.9 s for 

CSF (2 TRs with velocity averaging). The computation times of simulations with velocity 

averaging could be substantially reduced (by at least an order of magnitude) by parallelizing 

the individual simulations at each velocity. However, in this thesis the simulations for 
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different datapoints in parameter sweeps were parallelized instead (with each parallel CPU 

computing a few full simulations instead of parts of all simulations), as a more 

straightforward way of achieving a similar net acceleration. 

The MATLAB code for the simulation framework is openly available online at 

git.fmrib.ox.ac.uk/ndcn0873/dantespace_epg. The main simulation tool is 

epg_dantespace.m, which runs the actual simulations. The script example.m shows some 

short examples of how to run the simulations after initializing both the desired sequence 

parameters (set_dantespace_parameters.m) and the tissue properties 

(set_tissue_parameters.m). Finally, a single script that can be used to reproduce all figures 

in this chapter is included (simulations_chapter.m), as well as the required underlying data 

(B1+ map and vessel trajectory) and other tools. Running simulations_chapter.m requires 

the MATLAB Image Processing, Statistics and Machine Learning, Curve Fitting, and Parallel 

Computing toolboxes.  

5.5 Conclusion 

An EPG-based DANTE-SPACE simulation framework is presented that includes 

physiological and spatial variations to accurately reproduce in vivo contrast mechanisms. 

This helps explain observed contrasts in acquired data, such as the VW signal heterogeneity 

which can be explained by simulations with very slowly pulsating vessel walls. Finally, this 

simulation framework facilitates a more comprehensive optimization of the DANTE-

SPACE sequence parameters. 

  

https://git.fmrib.ox.ac.uk/ndcn0873/dantespace_epg
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6  

Optimized DANTE Preparation for T2-

Weighted DANTE-SPACE Vessel Wall 

Imaging at 7T       
 

 
 

6.1 Introduction 

Large-artery intracranial occlusive disease is a common, and possibly the most prevalent, 

cause of stroke globally [148]. This mainly relates to various arteries in and around the 

Circle of Willis (CoW), with the distal internal carotid arteries (ICAs), basilar artery (BA), 

and middle cerebral arteries (MCAs) being the most involved [149,150]. Intracranial vessel 

wall imaging (VWI) aims to characterize the location, size, and composition of intracranial 

pathology such as plaque burden in arterial vessel walls. As discussed in Section 1.3, MR 

VWI can non-invasively provide structural information about intracranial plaques, as well 

as information about their composition. In general, MR VWI aims to delineate both the 

inner and the outer boundary of the vessel wall through suppression of signals both within 

and around the vessel walls [133], while maintaining high vessel wall signal [26]. 

Additionally, MRI-based VWI can distinguish different plaque components through 

variable signal contrasts relative to healthy vessel wall tissue, such as signal hyper- and 

hypo-intensities in intraplaque haemorrhages or lipid cores, respectively, for T2-weighted 

VWI [20]. For extracranial cervical VWI, T1-weighted, T2-weighted, and proton density-

weighted acquisitions are routinely combined to differentiate between stable and unstable 

atherosclerotic plaques by identifying the major plaque components [20,26,44]. However, 

intracranial VWI using acquisitions with multiple weightings is more challenging due to 

Key Conclusions 

▪ Optimized DANTE parameters improve the achieved DANTE-

SPACE contrast compared to a previous literature protocol 

▪ The adoption of a neck-and-CoW RF shim during DANTE provides 

additional suppression of inflowing blood, further improving 

delineation of the inner vessel wall 
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long acquisition times required to achieve the desired contrasts and resolutions (often <0.4 

mm for vessel walls around the Circle of Willis [25,26]). Because of their inherently longer 

scan times and higher native CSF signal, T2-weighted acquisitions are generally not 

included in clinical intracranial VWI, limiting the acquired contrasts to T1-weighted 

acquisitions [20,36,41,45]. 

The DANTE-SPACE sequence has previously been introduced for T2-weighted VWI at 

7T [35]. It achieves intracranial vessel wall delineation using DANTE preparation for 

suppression of blood and CSF followed by a variable flip angle turbo-spin-echo (SPACE) 

readout module for vessel wall depiction. It was introduced by Viessmann et al. [35], who 

optimized the SPACE flip angle train for sharp vessel wall depiction and used Bloch 

simulations to propose an initial DANTE implementation. However, they also reported 

substantial inter- and intrasubject variations in the achieved contrasts, as well as a 50% 

reduction in the wall-to-lumen CNR compared to regular SPACE. These limitations to the 

contrast levels and their homogeneity could hinder the clinical implementation of this T2-

weighted VWI sequence, which requires consistently high signal levels for clear delineation 

and visualisation of vessel wall architecture and pathology. Furthermore, the limited 

contrasts restrict further improvements to the resolution and scan time of the sequence. 

As discussed in the previous chapter, we developed a simulation framework for the 

DANTE-SPACE sequence. Previous literature often also used simulations for DANTE 

optimization [35,36,39,40,133–135], but excluded the effects physiological processes such 

as CSF and vessel wall pulsation and variations in the B1+ field. By including these, we 

hope to further understand the signal behaviour of the sequence and to optimize the 

sequence for improved vessel delineation. 

Furthermore, including measures of B1+ inhomogeneity in the simulations makes it 

possible to assess the effects of reduced B1+ efficiency in the carotid arteries on the 

suppression of blood flowing into the CoW. Preliminary data showed some residual blood 

signal, which could be explained by this reduced B1+ in upstream blood. Based on 

simulation results, we propose an additional optimized DANTE-SPACE protocol which 

uses a pTx RF shim during DANTE for improved B1+ coverage in the vessels in the neck.  

Protocols optimized both with and without the use of a pTx RF shim are proposed based 

on simulation results and are then validated in vivo. The performance of the different 

protocols is compared using inner, outer, and overall vessel acutance (i.e., perceived 

sharpness) which is calculated from a semi-automatic vessel delineation approach. 
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6.2 Methods 

6.2.1 Simulations 

DANTE-SPACE signal levels for blood, CSF, and the vessel wall were simulated using the 

EPG-based simulation framework and 7T relaxation parameters described in Chapter 5. 

Blood was simulated with a mean flow velocity of 24.0 cm/s (with pulsating variation for 

arterial blood as shown in Figure 5.5d) and a diffusion coefficient of 3×10-3 mm2/s, and 

CSF was simulated with a mean velocity of 0.367 cm/s (with CSF-specific pulsating 

variation as shown in Figure 5.5a) and a diffusion coefficient of 3×10-3 mm2/s. For vessel 

wall motion two different scenarios were considered: firstly a fully stationary vessel wall, 

and secondly a slowly pulsating vessel wall (based on the results described in Section 5.3.3). 

For the pulsating vessel wall, a mean velocity of 0.054 cm/s was used with the CSF-specific 

pulsating variation. Diffusion effects were ignored for vessel wall simulations based on 

initial simulations indicating only minimal effects of low diffusion coefficients on vessel 

wall signal. 

Simulations were used to compare the achieved contrasts when using different protocol 

parameters. Using this approach, new parameters were proposed with the aim of increasing 

the lowest achieved contrasts without reducing the other (higher) contrasts. 

Additional simulations were performed using both the proposed parameters and the 

original (Viessmann et al. [35]) DANTE-SPACE parameters to ensure consistent contrast 

behaviour between healthy vessel wall and various plaque components (fibrous cap, lipid 

core, and intraplaque haemorrhage). Relaxation times for plaque components at 7T are 

available for formalin-fixated ex vivo brains [151], but these have been shown to provide 

substantially reduced relaxation times compared to the in vivo case [152,153]. Therefore, in 

vivo plaque component T2 relaxation times measured at 3T [21] were scaled based on the 

T2 of healthy vessel wall at both 3T and 7T [138] to approximate the expected T2 times at 

7T. For T1, ex vivo formalin-fixated values [151] were scaled using the ratio between the T1 

of in vivo [138] and formalin-fixated [151] healthy vessel wall tissue. This resulted in the 

following T1/T2 estimates at 7T: fibrous cap 1796/47 ms; lipid core 3129/31 ms; and 

intraplaque haemorrhage 2290/89 ms. Note that those values are extrapolated from either 

ex vivo data (for T1) or 3T measurements (for T2). In particular, the relaxation properties 

of lipid components in atherosclerotic plaques are known to have a temperature 

dependence due to the differences between liquid and crystallized cholesterols [154]. Since 
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the relevant transition temperatures are around body temperature, this might result in 

overestimation of the in vivo lipid core T1 when calculated from ex vivo measurements.  

6.2.2 B1+ Effects and RF Shims 

The effects of B1+ variations in different parts of the vasculature (for blood simulations) 

as well as near the Circle of Willis (for CSF and vessel wall simulations) were included 

based on measured B1+ maps. For this, the 10-subject database of 7T multi-channel B1+ 

flip angle maps in both the head and the neck presented in Chapter 3 was used. In addition 

to circular polarization (CP)-mode, the use of universal phase-only RF shims during the 

DANTE-preparation was studied. Shims were designed using two separate target regions 

with different weighting (see Figure 6.1): the Circle of Willis (“𝐵1𝐶𝑜𝑊”) and the upstream 

feeding arteries in the neck (“𝐵1𝑛𝑒𝑐𝑘”). These regions were defined based on the vessel 

masks shown in Figure 3.5, each of which was split at the slice above the carotid siphon to 

separate the regions corresponding to 𝐵1𝐶𝑜𝑊 (above the carotid siphon) and 𝐵1𝑛𝑒𝑐𝑘 (up 

to the carotid siphon). Using this, two different shim targets were considered: (1) neck-

only RF shims, designed to maximize the B1+ in the neck during DANTE, and (2) neck-

and-CoW RF shims, for which the regions were together optimized as 

min {(𝐶𝑜𝑉(𝐵1𝐶𝑜𝑊) + 𝜆1

1

𝐵1𝐶𝑜𝑊
2 ) + (𝐶𝑜𝑉(𝐵1𝑛𝑒𝑐𝑘) + 𝜆1

1

(𝜆2 ∗ 𝐵1𝑛𝑒𝑐𝑘  )
2  

) }, 6.1 

where 𝐶𝑜𝑉 denotes the coefficient of variation (across different parts of the vessels as well 

as across the 10 subjects), and 𝜆1 and 𝜆2 are regularization parameters. For 𝜆1, which 

determines the relative importance of increasing B1+ magnitude versus increasing the B1+ 

homogeneity, a value of 1.7 was used based on the results presented in Section 3.4.2. 𝜆2 

allows for higher B1+ magnitudes around the Circle of Willis. For the neck-and-CoW RF 

shims, 𝜆2 = 2 was selected as the optimal trade-off for increasing 𝐵1𝑛𝑒𝑐𝑘 without reducing 

𝐵1𝐶𝑜𝑊 based on empirical comparisons. 
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Figure 6.1: Schematic of the main arteries feeding into the MCA, indicating the two different vascular areas used for RF 

shim calculation. MCA, middle cerebral artery; ECA, external carotid artery; ICA, internal carotid artery; CCA, common 

carotid artery. 

Flip angle variations due to B1+ inhomogeneity were calculated by assuming the nominal 

flip angle to be achieved at the B1+ in the centre of the brain in CP-mode (as explained in 

Section 5.2.3.5). For lower B1+ values (in particular further down into the neck), this results 

in reduced effective flip angles corresponding to the reduction in B1+ magnitude relative 

to the centre of the brain.  

6.2.3 Data Acquisition 

Data were acquired from 6 healthy volunteers (24-57 years old; 33 years average) under an 

agreed institutional ethics agreement. All volunteers were scanned on a Siemens (Erlangen, 

Germany) Magnetom 7T scanner using a Nova Medical (Wilmington, MA) 8Tx/32Rx head 

coil. The order in which different protocols were acquired was varied between subjects to 

ensure unbiased comparisons. 

Initial scan parameters at 7T were based on the T2-weighted DANTE-SPACE protocol 

used by Viessmann et al. [35]. This includes data acquired at a resolution of 0.47×0.47×1.0 

mm (reconstructed to 0.23×0.23×1.0 mm) with a total field-of-view of 240×180×176 mm. 

Other SPACE parameters include TR/TEeq = 2620/165 ms, echo spacing = 4.62 ms, echo 

train length = 74 pulses (342 ms), GRAPPA = 4 in the left-right phase-encode direction 

(24×24 calibration region), turbo factor = 39, slice turbo factor = 2, echo trains per slice 

= 3, BW = 465 Hz/pixel, and a total scan time of 11:32. The flip angle train was calculated 

based on a prescribed signal evolution consisting of three parts, designed to increase the 

useable duration of the signal during the echo train [28]: a mono-exponential decay (time 
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constant 17.5 ms; first 9 SPACE pulses), a constant segment (pulses 10-40), and a second 

mono-exponential decay (time constant 29.0 ms; pulses 41-74) [35].  

6.2.4 Reconstruction 

All acquisitions were reconstructed using the same offline pipeline in MATLAB 

(Mathworks, Natick, MA) to facilitate reconstruction and direct comparison in SNR units 

[155].  

First, 2D-multislice GRAPPA [65] reconstruction was applied using a 3×2 kernel. Minor 

spiking artefacts were encountered in the highest spatial frequencies along one side of the 

left-right k-space direction (due to an issue with a loose gradient cable on the x-axis that 

was encountered over the period of data acquisition for this study, but that was 

subsequently rectified by Siemens engineers). To suppress these artefacts, the outer 9% of 

measured k-space (containing the observed spikes) was first zero-filled and then replaced 

using a projection onto convex sets (POCS) [156,157] partial Fourier correction method. 

The reconstructed k-space was then zero-padded to obtain the desired reconstructed 

resolution of 0.23×0.23 mm in-plane. A 2D Fermi filter 𝐹(𝑘𝑥, 𝑘𝑦) was applied to suppress 

ringing artefacts which can arise from zero-padding. For an 𝑁𝑥 × 𝑁𝑦 k-space plane, the 

Fermi filter was calculated as  

𝐹(𝑘𝑥 , 𝑘𝑦) = (1 + exp((|𝑘𝑥 −
𝑁𝑥

2
| − 𝑟𝑓,𝑥) /𝑤𝑓))

−1

∗ (1 + exp((|𝑘𝑦 −
𝑁𝑦

2
| − 𝑟𝑓,𝑦) /𝑤𝑓))

−1

, 

6.2 

where the parameters 𝑤𝑓 = 8, 𝑟𝑓,𝑥 = 𝑁𝑥/2.2, and 𝑟𝑓,𝑦 = 𝑁𝑦/2.2 were chosen such that 

𝐹(𝑁𝑥/2, 𝑁𝑦/2) = 1 in a large central part of k-space and drops to near-zero at the edges. 

Additional noise-only measurements were acquired for every acquisition and used for 

reconstruction in B1-weighted SNR units [155,158], calculated as 

𝑆𝑁𝑅𝐵1𝑤 = √2/𝑅 
|𝑆𝐻𝑁−1𝐼𝑐ℎ|

√𝑆𝐻𝑁−1𝑆
, 6.3 

where 𝑆𝑁𝑅𝐵1𝑤 denotes the B1-weighted reconstructed image with pixel intensities in SNR 

units, calculated from the ESPIRiT coil sensitivities 𝑆 [63], the bandwidth-scaled noise 

correlation matrix 𝑁, the multi-coil image data 𝐼𝑐ℎ, and the undersampling factor R. 

Superscript H denotes the conjugate transpose operation. ESPIRiT receive coil sensitivities 
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were estimated using the Berkeley Advanced Reconstruction Toolbox (BART; v0.4.02) 

[124,125]. 

6.2.5 Quantification of Vessel Visibility 

A semi-automated gradient detection algorithm [159] was used for the delineation of both 

the inner and outer vessel wall boundaries on individual image segments. This algorithm 

consists of four steps: firstly, a four-fold interpolated version of the image was unwrapped 

along 90 radial directions (at 4° angular intervals about the central point) to generate an 

image of the vessel in polar coordinates: see Figure 6.2. Secondly, the gradient of this image 

was calculated along the radial direction for the identification of vessel edges based on the 

locations where the radial signal either increases or decreases (grayscale images in Figure 

6.3). On those unwrapped gradient images, some locations were manually selected to 

identify gradient minima and maxima which correspond to vessel edges (Figure 6.3). Those 

locations were then interpolated (in polar coordinates) and visually checked on the original 

Cartesian image (Figure 6.4a). Finally, quantitative metrics (described below) were derived 

based on the delineated vessel wall boundaries. This boundary delineation method was 

previously found to achieve excellent inter- and intra-observer agreement, as well as high 

reproducibility of results on repeated measurements of the same vessel from different scan 

sessions [159]. The latter makes this a particularly useful approach for the quantitative 

comparison of data acquired from the same volunteers in separate scan sessions (for which 

it will be used in Chapter 7). 

 

Figure 6.2: The first step of the vessel delineation algorithm: (a) A rough outline of the vessel is manually indicated 

(black line), from where the centre of the vessel area is estimated (red asterisk). (b) From this central location, 90 radial 

lines are extracted at 4° intervals (yellow lines).  
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Figure 6.3: Vessel delineation on the polar gradient images. For each subplot, the y-axis indicates the distance from the 

centre of the vessel (central point corresponding to the top of the 2D images) and the y-axis indicates the clockwise angle, 

starting at 0° denoting vertical up (i.e., 12 o’clock). Greyscale images show the centre-out gradient values along each of 

the 90 identified vessel locations, with black corresponding to a signal increase and white to a signal decrease. The inner 

boundary is expected at the minimum points of the “troughs”. The outer boundary is expected at the maximum points 

in the “peaks”. The dashed red line corresponds to the initial vessel estimate drawn in the first step and serves as a guide 

to the eye. (a) Markers are manually placed at expected inner boundary locations (green circles) and (b) expected outer 

boundary locations (orange circles). The green line in (b) indicates the inner boundary estimates from (a). (c) The resulting 

manually indicated boundary estimates (inner boundary green line; outer boundary continuous orange line).   

Based on the identified vessel boundaries, three quantitative parameters related to vessel 

sharpness and contrast were calculated along each radial direction, based on previous work 

by Biasiolli et al. [160]: the inner boundary acutance, outer boundary acutance, and 

directional root-mean-square signal gradient (𝐺𝑅𝑀𝑆): see Figure 6.4. Note that contrary to 

previous implementations, no normalization was required when calculating the metrics 

described below since all analysis was performed on reconstructions calculated in SNR 

units.  

The inner and outer boundary acutance were calculated as the maximum radial contrast 

across the respective vessel boundaries in polar coordinates. The maximum contrast was 

calculated for the identified boundary locations on the interpolated images (within a radial 

range of 0.3 mm) and scaled to CNR/mm units. A radial range of 0.3 mm around the 

identified boundary locations was found to provide consistent results for repeated 

measurements despite slight vessel delineation variations. Note that although the calculated 

inner boundary acutance corresponds to the wall-to-lumen contrast, the outer boundary 

acutance at each location can correspond to either wall-to-CSF or wall-to-tissue contrasts. 

The third metric, the root-mean-square signal gradient 𝐺𝑅𝑀𝑆, calculates the signal change 

along the radial direction between the inner and outer vessel boundaries [160–162]. It was 
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previously found to correlate strongly with the subjective perception of sharpness [161]. 

For each of the 90 radial directions, it is calculated from the radial gradient 𝐺𝑖 = 𝑆𝑁𝑅𝑖 −

𝑆𝑁𝑅𝑖−1 at each of the 𝑛𝑖 radial voxels across the vessel wall: 

𝐺𝑅𝑀𝑆 = √
∑ 𝐺𝑖

2𝑛𝑖
𝑖=1

𝑛𝑖
. 

 

6.4 

The 𝐺𝑅𝑀𝑆 is used for most quantitative comparisons in this work as it can be used as a 

single metric to describe vessel visibility (as opposed to separating the inner and outer 

boundary acutance), with the inner and outer boundary acutance reported in addition 

where relevant. However, all comparisons were calculated for all three metrics to confirm 

consistency of the results, and the resulting trends were found to be highly consistent. 

 

Figure 6.4: Example vessel delineation and acutance calculation. (a) Axial vessel segment and the estimated inner (green) 

and outer (red) vessel boundaries. (b) Calculation of the inner and outer boundary acutance at each of the 90 radial 

directions, sampled clockwise starting at the vertical yellow line in (a). Root-mean-square (RMS) values of the two 

contrasts are included in the legend. (c) Corresponding RMS gradient values of the vessel wall along each of the 90 radial 

directions. 

The vessel acutance quantification using the tool and metrics described here were 

implemented in MATLAB based on the original code used by Biasiolli et al. [160]. The 

original version was modified to achieve more consistent results (including better 

robustness in the case of low-contrast vessels); to facilitate the delineation of more non-

circular (i.e. higher aspect ratios) vessel segments; and to allow for calculation of the output 

metrics in SNR and CNR units (instead of normalized values). The resulting MATLAB 

code is available online (git.fmrib.ox.ac.uk/ndcn0873/acutance_TdB), including some 

example data.  

The significance of differences between different protocols was assessed using paired-

sample one-tailed t-tests which test the null hypothesis that the optimized version of a 

https://git.fmrib.ox.ac.uk/ndcn0873/acutance_TdB
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protocol does not result in increased vessel visibility (𝐺𝑅𝑀𝑆 or inner/outer boundary 

acutance). The null hypothesis is rejected and results are considered significant for 𝑝 <

0.05. 

6.3 Results 

6.3.1 CP-Mode Simulations 

Four different DANTE parameters were considered during the simulation-based 

parameter optimizations using CP-mode B1+ variation (as previously shown in Figure 5.8) 

for both the DANTE preparation and the SPACE readout. Those four parameters were 

the DANTE flip angle, the number of DANTE pulses, the DANTE gradient strength, and 

the DANTE interpulse duration. Two different contrasts (vessel wall-to-CSF and vessel 

wall-to-blood) were optimized, as well as two different vessel wall pulsation scenarios 

(stationary vessel wall and slowly pulsating vessel wall), effectively resulting in four different 

contrasts. Figure 6.5 only shows the optimization of the two most important DANTE 

parameters (flip angle and number of pulses) for all four contrasts. After that, Figure 6.6 

shows the optimization for all four DANTE parameters, but only for slowly pulsating 

vessel wall tissue (which is considered more important for consistent vessel wall visibility 

because of the lower resulting contrasts than for static vessel wall).  

Figure 6.5 shows substantial differences between the four achieved contrasts, with different 

amounts of deviation of regions of optimal parameter combinations relative to literature 

parameters. In particular, the pulsating vessel wall contrasts (Figure 6.5c-d) can be 

improved by using 170 pulses of 12° instead of 300 pulses of 10° (as used in previous 

literature [35]): the resulting pulsating vessel wall-to-blood contrast increases by 44%, while 

the pulsating vessel wall-to-CSF contrast increases by 30%. Those proposed parameters 

were selected such that the resulting contrasts stay mostly similar for stationary vessel wall, 

with a 3% contrast increase relative to blood and a 3% contrast decrease relative to CSF. 

The proposed parameters also result in a SAR decrease of the DANTE module of 18% 

relative to the literature protocol.  
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Figure 6.5: Simulated 7T CP-mode parameter sweeps for the number of DANTE pulses (x-axes) and their flip angles 

(y-axes). Resulting contrasts (in terms of the vessel wall M0) are shown between (a) stationary vessel wall (“VWstat.”) and 

blood; (b) stationary vessel wall and CSF; (c) slowly pulsating vessel wall (“VWpuls.”) and blood; and (d) slowly pulsating 

vessel wall and CSF. Blue circles indicate the previous literature parameters, while green crosses indicate the proposed 

CP-mode optimized parameters. Black and blue lines indicate SAR isocontour lines for the DANTE-preparation, with 

the corresponding values relative to the SAR when using the original literature parameters (blue circle) shown in Figure 

(a).  

Figure 6.6 shows the single-parameter variation results for all four DANTE parameters, 

simulated for pulsating vessel walls. Results are shown as the signal levels of vessel wall, 

CSF, and blood as well as the resulting contrasts between the vessel wall and both CSF and 

blood. For the DANTE flip angles and the number of pulses, 170 pulses of 12° were 

chosen as discussed above. The optimized gradient strength was unchanged relative to the 

previous literature protocol [35], while the optimized DANTE interpulse time is reduced 

from 1.6 ms to 1.4 ms (with further reduction limited by the allowed protocol parameters).  
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Figure 6.6: 7T CP-mode DANTE-SPACE simulation results for sweeps of the four main DANTE-parameters, 

simulated using slowly pulsating vessel walls. Separate subplots show the results when using various (a) flip angles; (b) 

numbers of pulses; (c) dephasing gradient strengths; and (d) interpulse times. Simulated signal levels for the three tissue 

types are shown in the top row, with the resulting VW/CSF and VW/blood contrasts in the bottom row. Dashed lines 

indicate the selected parameters for the in vivo acquisition protocol optimized for CP-mode.  

When combined, using all four optimized parameters instead of the literature parameters 

results in the following predicted changes in the achieved contrasts: pulsating vessel wall-

to-blood contrast +75%; pulsating vessel wall-to-CSF contrast +54%; stationary vessel 

wall-to-blood contrast +7%; stationary vessel wall-to-CSF contrast -3%.  

6.3.2 Simulations using a Neck-Only RF Shim 

Figure 6.7 compares the simulated (from multi-channel pTx B1+ maps) B1+ in the Circle 

of Willis and the feeding carotid arteries in the neck across 10 subjects for two RF shim 

configurations: CP-mode, and a universal RF shim designed to optimize the B1+ in the 

neck. This “neck-only” RF shim is designed to increase the B1+ magnitude in the neck with 

the goal of improving the suppression of inflowing blood. The lowest parts of the internal 

carotid arteries were excluded from the RF shim calculation since the arterial transit time 

between those locations and the Circle of Willis is longer than the time between the start 

of the DANTE preparation and the sampling of the centre of k-space in the SPACE-

readout (approximately 0.4 seconds). The results in Figure 6.7 are the average results and 

standard deviations across the 10 subjects in the multi-channel B1+ database described in 

Chapter 3. Using this shim, the average B1+ magnitude in the arteries in the neck increases 

by 30% relative to CP-mode, while the B1+ around the CoW decreases by 22%.  
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Figure 6.7: B1+ when using a “neck-only” RF shim. The B1+ magnitude in the main feeding arteries in the neck (“Neck”) 

and in the Circle of Willis (“CoW”) at 7T are shown for CP-mode (blue) and the “neck-only” RF shim (orange), calculated 

to optimize the B1+ in the neck. Subplot (a) shows the average values and standard deviations in each slice for the 10 

subjects in the B1+ database; (b) shows the increase in B1+ magnitude when using the RF shim instead of CP-mode. 

The average B1+ across the 10 subjects, as shown in Figure 6.7a, was used for DANTE in 

DANTE-SPACE simulations using the “neck-only” RF shim (CP-mode was still used 

during the SPACE readout). The resulting signals and contrasts are shown in Figure 6.8, 

using the same optimization procedure as the one shown for CP-mode in Figure 6.6. The 

only difference is the use of the neck-only RF shim B1+ profile along the vessel trajectory 

(instead of the CP-mode B1+ profile), and the corresponding reduction in B1+ near the 

Circle of Willis as shown in Figure 6.7. Figure 6.8 shows the resulting parameter sweep 

results for all four DANTE parameters. Although good blood suppression is achieved for 

most parameter options, the resulting VW/CSF contrasts are consistently lower than for 

CP-mode. This is a result of the reduced B1+ in the Circle of Willis, leading to reduced CSF 

suppression. Figure 6.8a shows that when using the neck-only RF shim, sufficient 

VW/CSF contrast can only be achieved when using very high DANTE flip angles of up 

to 20 degrees. However, this would result in a 127% increase in SAR compared to the SAR 

of the DANTE preparation when using literature parameters [35], which would exceed the 

regulatory limits. 
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Figure 6.8: 7T DANTE-SPACE simulation results when using the “neck-only” RF shim during DANTE. Vessel wall 

simulations were performed assuming slow pulsation. Separate subplots show the results when using various (a) flip 

angles; (b) numbers of pulses; (c) dephasing gradient strengths; and (d) interpulse times. Simulated signal levels for the 

three tissue types are shown in the top row, with the resulting VW/CSF and VW/blood contrasts in the bottom row. 

Dashed lines indicate the selected DANTE parameters for CP-mode (Section 6.3.1).  

6.3.3 Simulations using a Neck-and-CoW RF Shim 

The result in the previous section were achieved by using an RF shim optimized for the 

vessels in the neck, without considering the resulting B1+ around the Circle of Willis. To 

assess the effects of including the Circle of Willis in the RF shim calculation (calculated as 

described in Section 6.2.2), Figure 6.9 compares CP-mode to the simulated B1+ when using 

a universal RF shim designed to simultaneously optimize the B1+ in the neck and in the 

CoW. Using 𝜆2 = 2 in Equation 5.3, this RF shim increases the B1+ magnitude in the neck 

without reducing the B1+ in the Circle of Willis, thereby improving the suppression of 

inflowing blood without penalizing the CSF suppression. The lowest parts of the internal 

carotid arteries were again excluded from the RF shim calculation.  
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Figure 6.9: B1+ when using a “neck-and-CoW” RF shim. The B1+ magnitude in the main feeding arteries in the neck 

(“Neck”) and in the Circle of Willis (“CoW”) at 7T are shown for CP-mode (blue) and the proposed neck-and-CoW RF 

shim (orange). Subplot (a) shows the average values and standard deviations in each slice for the 10 subjects in the B1+ 

database; (b) shows the increase in B1+ magnitude when using the RF shim instead of CP-mode.  

The average B1+ across the 10 subjects, as shown in Figure 6.9a, was used for DANTE in 

DANTE-SPACE simulations using the “neck-and-CoW” RF shim (CP-mode was still 

used during the SPACE readout). Again, a similar optimization procedure to the one 

described in Section 6.3.1 was performed. The only difference was the use of the neck-

and-CoW RF shim B1+ profile along the vessel trajectory (instead of the CP-mode B1+ 

profile), and the corresponding small change in B1+ near the Circle of Willis as shown in 

Figure 6.9. Figure 6.10 shows the resulting parameter sweep results for all four DANTE 

parameters. Note that this is the equivalent of Figure 6.6, with the only difference being 

the use of the neck-and-CoW RF shim during DANTE. Due to the minimal change in B1+ 

near the Circle of Willis during DANTE (3% increase on average), the results for VW and 

CSF are highly similar between Figure 6.10 and Figure 6.6. This results in a similar set of 

optimized DANTE parameters, with the only difference relative to the CP-mode 

optimization being a reduction in the number of DANTE pulses from 170 to 160.  

The increased B1+ in the neck for the RF shim during DANTE increases the efficiency of 

the blood suppression. Whereas the simulated blood signal using the CP-mode-optimized 

parameters is already 12% lower than when using the literature parameters, the addition of 
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the proposed neck-and-CoW RF shim during DANTE improves this to a 32% reduction 

in the remaining blood signal. 

 

Figure 6.10: 7T DANTE-SPACE simulation results when using the “neck-and-CoW” RF shim during DANTE. Vessel 

wall simulations were performed assuming slow pulsation. Separate subplots show the results when using various (a) flip 

angles; (b) numbers of pulses; (c) dephasing gradient strengths; and (d) interpulse times. Simulated signal levels for the 

three tissue types are shown in the top row, with the resulting VW/CSF and VW/blood contrasts in the bottom row. 

Dashed lines indicate the selected parameters for the in vivo acquisition protocol using the neck-and-CoW RF shim. 

Overall, the predicted changes in the relevant contrasts when using optimized DANTE 

parameters combined with the proposed universal neck-and-CoW RF shim instead of the 

literature parameters are: pulsating vessel wall-to-blood contrast +78%; pulsating vessel 

wall-to-CSF contrast +52%; stationary vessel wall-to-blood contrast +7%; stationary vessel 

wall-to-CSF contrast -5%. When employing this RF shim, the SAR contribution of the 

DANTE preparation is reduced by 23% (instead of 18%) due to the use of 10 fewer 

DANTE pulses. 

The resulting predicted contrasts between healthy and pathological vessel wall tissue are 

shown in Figure 6.11. For all protocols, lipid cores consistently appear hypo-intense relative 

to healthy vessel walls, while intra-plaque haemorrhages appear hyperintense. Fibrous cap 

signal levels are consistently similar to healthy vessel wall tissue, but hyperintense relative 

to the internal lipid core. 
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Figure 6.11: Simulated contrasts between healthy vessel wall and three plaque components: lipid core, fibrous cap, and 

intra-plaque haemorrhage (IPH). For each of the three plaque components, the simulated signal level relative to the signal 

level in healthy vessel wall is shown for the literature protocol (CPlit), the CP-mode optimized protocol (CPopt) and the 

“neck-and-CoW” RF shim optimized protocol. Results are shown for (a) stationary (healthy and pathological) tissues 

and (b) slowly pulsating vessel wall. 

6.3.4 In Vivo Acquisitions 

An overview of the simulation-optimized DANTE parameter combinations based on 

Sections 6.3.1 and 6.3.3 is shown in Table 6.1. Data were acquired using the two optimized 

protocols as well as the literature-based protocol in all 6 healthy volunteers.  

 

Table 6.1: Overview of the DANTE parameters used for the three acquired 7T DANTE-SPACE protocols.  

Figure 6.12 shows an example slice segment from a representative subject acquired using 

all three acquisitions. The middle cerebral arteries and the basilar artery are visible in all 

three acquisitions. However, when using the optimized protocols an increase in SNR is 

visible in some vessel wall segments. In particular, this is visible in segments with lower 

signal when using the literature parameters, such as in the basilar artery. All acquisitions 

generally achieve good CSF and blood suppression, although some heterogeneity remains. 

When comparing the optimizations with and without the neck-and-CoW RF shim, a slight 

additional reduction in blood signal can be observed in the basilar artery and the right MCA 

when using the RF shim. 
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Figure 6.12: Transverse slice segment from a representative subject showing the bilateral middle cerebral artery M1 

segments (green arrows in (a)), and the basilar artery (blue arrow) acquired using each of the three protocols. The location 

of the slice segment shown in (a-c) is indicated by the orange arrows on the coronal slice in (d). 

6.3.5 Quantitative Comparison 

All visible segments of the MCAs, BA, and distal ICAs in the 3 datasets from the 6 subjects 

were analysed using the method described in Section 6.2.5. Figure 6.13 shows the resulting 

average 𝐺𝑅𝑀𝑆 values at different slice locations below the MCA M1-segment, as indicated 

by Figure 6.13a. When using the CP-mode optimized DANTE parameters (Figure 6.13b 

and d), the slice-wise average 𝐺𝑅𝑀𝑆 increases by 19 ± 16%, with increased values at all slice 

locations. When employing the proposed universal neck-and-CoW RF shim during 

DANTE, Figure 6.13c and e show a slightly higher average 𝐺𝑅𝑀𝑆 increase of 24 ± 23% 

relative to the literature parameter acquisitions. Again, an improvement is observed at all 

slice locations, although a larger relative increase is observed in lower slices. This difference 

is mainly driven by the inclusion of the BA, which (as is also visible in Figure 6.12) had a 

higher average 𝐺𝑅𝑀𝑆 improvement than the other arteries: an increase of 36 ± 24% when 

using the neck-and-CoW RF shim and an increase of 27 ± 15% when using CP-mode 

optimized DANTE preparation.  
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Figure 6.13: The slice-wise GRMS of the optimized DANTE-SPACE protocols in CP mode (“CPopt”) and using the neck-

and-CoW RF shim during DANTE (“RF Shim”), compared to the corresponding results using literature DANTE-

parameters in CP-mode (“CPlit”). Reported values are the mean values and standard errors in the MCA, BA, and distal 

ICA of the 6 healthy volunteers in the 17 slices in the region shaded in yellow in (a). (b): Optimized CP-mode 7T vs 

literature CP-mode 7T; (c): RF shim 7T vs literature CP-mode 7T. Figures (d) and (e) show the slice-wise ratio between 

each pair of compared protocols.  

While Figure 6.13 compares the slice-wise average 𝐺𝑅𝑀𝑆 results, Figure 6.14 shows the 

correlation of the achieved 𝐺𝑅𝑀𝑆 in the different acquisitions for each individual 60° radial 

sub-segment. Like in Figure 6.13, an increased average 𝐺𝑅𝑀𝑆 is observed when using the 

CP-mode optimized protocol (dy/dx > 1), with a slightly larger increase still when 

including the neck-and-CoW RF shim during DANTE.  

 

Figure 6.14: Segment-wise GRMS correlation between the two optimized protocols ((a): CP-mode optimized (“CPopt”); 

(b): using the neck-and-CoW RF shim) and the acquisitions using literature parameters (“CPlit”; x-axes). The results of 
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each vessel wall segment are shown based on the average values of six radial sub-segments of 60°. Dashed red lines show 

the mean ratio (and 95% variance) between the respective acquisitions, with the corresponding values indicated in red. 

The overall average 𝐺𝑅𝑀𝑆 results are shown in Figure 6.15, which also shows the resulting 

inner and outer boundary acutance. Using all three metrics, both optimized protocols (for 

CP-mode and using the RF shim) perform significantly (𝑝 < 0.001) better than the CP-

mode literature protocol. The optimized protocol using the universal neck-and-CoW RF 

shim during DANTE achieves significantly improved 𝐺𝑅𝑀𝑆 and inner boundary acutance 

compared to the CP-mode-optimized protocol, but no further significant increase in the 

outer boundary acutance is observed.  

The average percentage improvements when using the optimized protocol with the RF 

shim instead of literature parameters are +24 ± 23% for the 𝐺𝑅𝑀𝑆, +28 ± 27% for the 

inner acutance, and +28 ± 33% for the outer acutance. 

 

Figure 6.15: Summary results of the achieved contrasts using the three acquired protocols, compared using (a) GRMS, 

(b) inner boundary acutance, and (c) outer boundary acutance. Significance levels are reported for all comparisons, where 

three asterisks (***) denote 𝑝 < 0.001.  

6.4 Discussion 

In this work, two optimized versions of the DANTE preparation module for T2-weighted 

DANTE-SPACE vessel wall imaging at 7T are proposed. Both proposed protocols are 

based on simulations which compare the achieved contrasts when using different DANTE 

flip angles, numbers of pulses, gradient strengths, and interpulse durations.  

For the optimizations in CP-mode, Figure 6.5 shows that the DANTE parameters used in 

previous literature achieve close to the maximum contrasts for static vessel wall simulations 

but leave substantial room for contrast improvement for pulsating vessel walls. This 
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simulation-based result is consistent with earlier in vivo results in which large inter- and 

intrasubject variability were observed [35], indicating that including vessel wall pulsation is 

indeed required for accurate simulation of the DANTE-SPACE contrast mechanisms.  

Therefore, optimized CP-mode DANTE parameters (with 170 pulses of 12°) were 

proposed to improve the contrasts for pulsating vessel walls without substantially reducing 

the contrasts for stationary vessel wall tissue relative to the literature protocol. It should be 

noted that the CP-mode parameters proposed here differ from the parameters which we 

previously proposed in an abstract presented at the Annual Meeting of the International 

Society for Magnetic Resonance in Medicine (with 200 DANTE pulses of 9°) [136]. That 

result was based on an earlier version of the simulation framework which did not include 

the pulsatile CSF velocity variation shown in Figure 5.5. Since the addition of this CSF 

velocity variation introduces periods of very low absolute velocities (near the velocity zero-

crossing), it requires increased DANTE flip angles to properly suppress CSF during all 

stages of the pulsatile cycle. Other studies using DANTE simulations generally assumed 

vessel wall tissue to be static [35,36,39,40,133–136] and intracranial CSF to be in varying 

states of motion: either static [39,40], fast-flowing (≥ 2 cm/s) [35,134–136], and/or 

continuously flowing without pulsatile velocity variation [40,134,135]. The results 

presented here indicate that the addition of higher-order pulsatile motion for both vessel 

wall and CSF provides a more accurate representation of in vivo contrast mechanisms, and 

results in a substantial change in simulation-based optimal sequence parameters.  

While Figure 6.5 shows the achieved contrasts for different parameter combinations, 

Figure 6.6 also shows the underlying signal levels. These show that for all four studied 

DANTE parameters, a strategy that alters the parameters to retain more vessel wall signal 

(relative to the signal levels that are achieved using the proposed parameters) would result 

in the unwanted corollary of an even larger increase in CSF signal. This trade-off between 

suppressing CSF signal while retaining vessel wall signal results in the maximized contrast 

at the different (updated) proposed DANTE parameters.  

Section 6.3.2 shows that using a phase-only universal “neck-only” RF shim, it is possible 

to increase the B1+ magnitude in the neck by about 30%. However, this also results in a 

reduction in B1+ magnitude around the Circle of Willis, reducing the efficiency of the CSF 

suppression when using this shim during DANTE. Section 6.3.3 shows that when 

combining the B1+ in both the neck and the Circle of Willis in the RF shim calculation, it 

is possible to calculate a phase-only universal “neck-and-CoW” RF shim. This shim 
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increases the B1+ magnitude in the neck without reducing the B1+ in the Circle of Willis. 

The simulations in Figure 6.10 suggest that, as a result, the blood suppression can be 

improved by 32% without penalizing the resulting CSF suppression in the region of the 

Circle of Willis. 

Overall, the simulations suggest that using the optimized protocols that adopt the DANTE 

parameters as shown in Table 6.1 will lead to a substantial (up to 78%) increase the 

DANTE-SPACE contrasts for pulsating vessel walls, without reducing the contrasts for 

stationary vessel wall. This also results in an 18% (CP-mode) or 23% (neck-and-CoW RF 

Shim) reduction in the SAR contribution of the DANTE preparation. For the full 

sequence, this corresponds to a SAR reduction of 6% or 8%, respectively.  

The slice segments in Figure 6.12 indicate experimental signal changes that are consistent 

with the simulation-based predictions: higher vessel wall signal levels are visible when using 

the optimized protocols (in particular in parts of the vessels with lower initial signal levels), 

and a further reduction in blood signal is visible when using the neck-and-CoW RF shim. 

Figure 6.13 and Figure 6.14 confirm that those contrast improvements when using the 

optimized protocols are consistently detected for vessels in all slices and in all parts of the 

vessels. A substantial amount of variation in both the achieved contrasts and the changes 

in contrasts is visible (Figure 6.14) for both optimized protocols. This could be explained 

by a combination of the variation in pulsatile behaviour (velocity and direction) of vessel 

wall and CSF in different anatomical areas, and by the outer vessel wall contrasts being 

dependent on anatomical locations (e.g., well-defined vessel-to-CSF interfaces or poorly 

defined vessel-to-tissue interfaces).  

Despite this variation, Figure 6.15 confirms that both optimized protocols result in 

significantly improved contrasts (𝐺𝑅𝑀𝑆, inner acutance, and outer acutance) relative to the 

literature protocol. When employing the neck-and-CoW RF shim instead of CP-mode 

during DANTE, a small but significant further incremental improvement is achieved for 

the 𝐺𝑅𝑀𝑆 and the inner acutance, but not for the outer acutance. This is consistent with 

the hypothesis that the RF shim improves the blood suppression and therefore increases 

the inner vessel wall acutance, as well as the 𝐺𝑅𝑀𝑆 (which is sensitive to both the inner and 

outer vessel wall acutance).  

The average contrast changes when using the RF shim-optimized protocol instead of the 

literature protocol (inner acutance +28 ± 27%; outer acutance +28 ± 33%) are a 

combination of results from vessel wall segments with different levels of pulsation and 
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different outer tissue boundaries, making it hard to quantitatively compare the 

experimental results to the simulated results. However, the observed values are consistently 

between the simulated contrast changes for stationary vessel walls (as a lower bound) and 

pulsating vessel walls (as an upper bound). 

All data used in this work were acquired from healthy volunteers without any pathology or 

known vessel disease. Viessmann et al. [35] scanned one patient with MCA stenosis using 

T2w DANTE-SPACE at 7T, demonstrating the potential of the sequence for depicting 

intracranial vessel wall pathology. However, further clinical validation for our 

recommended parameters is still required. Based on the pathological vessel wall simulations 

in Figure 6.11, the contrasts between clinically relevant plaque components are expected 

to remain consistent when using the optimized protocols proposed here. However, due to 

vessel wall pathology and aging [147], reduced vessel wall motion might be expected in 

clinical populations. That would have the benefit of reducing vessel wall attenuation, 

resulting in improved DANTE-SPACE contrasts in patient populations.  

6.5 Conclusion 

The addition of vessel wall and CSF pulsation in simulations can explain experimental 

DANTE-SPACE signal variations observed at 7T. Using optimized DANTE parameters 

based on simulation results, the achieved DANTE-SPACE contrasts can be improved over 

a previous literature protocol. The adoption of a neck-and-CoW RF shim during DANTE, 

if parallel transmit capability is available, can be used for additional suppression of 

inflowing blood, resulting in a further improvement in delineation of the inner vessel wall. 
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7  

T2-Weighted DANTE-SPACE Vessel Wall 

Imaging at 3T  
 

 
 

7.1 Introduction 

Chapter 6 investigated the optimization of the three-dimensional T2-weighted DANTE-

SPACE intracranial vessel wall imaging sequence at 7T. At such ultra-high field strengths, 

for which it was first introduced by Viessmann et al. [35], the sequence benefits from the 

increased SNR and longer T1 relaxation times associated with higher magnetic fields to 

achieve vessel delineation relative to both the internal blood and the surrounding CSF. 

However, 7T MRI is currently not a part of routine clinical practice due to the limited 

number of available 7T scanners, higher associated costs, additional safety considerations 

(increased SAR and stricter implant restrictions), and remaining limitations from regulatory 

bodies [48,163,164]. In contrast, 3T MRI, which is considered the minimum magnetic field 

strength for intracranial vessel wall imaging [26], is widely available in a clinical setting.  

At 3T, DANTE-SPACE has frequently been used as a 3D T1-weighted intracranial vessel 

wall imaging (VWI) sequence [30,36–38,40–43], where compared to T2-weighted 

acquisitions it benefits from relatively short acquisition times due to a shorter TR, increased 

DANTE efficiency due to the shorter TR and TE, and lower native CSF signal. In 2021, 

Zhang et al. [39] acquired T2-weighted DANTE-SPACE images at 3T as part of a 

comparison of different CSF-suppression methods for 3D T2-weighted SPACE. For this, 

they used the same DANTE parameters as previously used in the literature for T1-weighted 

DANTE-SPACE at 3T [37,38,40] (consisting of 150 DANTE pulses of 8°) and observed 

insufficient CSF suppression for accurate vessel wall delineation [39]. Wang et al. [133] 

Key Conclusions 

▪ T2-weighted DANTE-SPACE vessel wall imaging at 3T requires 

more DANTE preparation than at 7T to achieve sufficient CSF 

suppression  

▪ DANTE-SPACE at 3T provides 2× lower contrast than at 7T 
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used DANTE preparation in 2D T2-weighted and 3D proton-density-weighted turbo-

spin-echo acquisitions at 3T and reported overall satisfactory CSF suppression around the 

major intracranial arteries, resulting in a 28% increase in CSF-to-wall contrast for proton-

density-weighted DANTE-SPACE. However, no conclusive information is available about 

the optimization and performance of DANTE for intracranial T2-weighted DANTE-

SPACE.  

Secondly, no information is currently available about the achieved intracranial vessel signal, 

CSF suppression, and resulting contrasts of the (T2-weighted) DANTE-SPACE sequence 

at 3T compared to 7T. Acquisitions at 7T benefit from increased inherent SNR [50] and 

longer T1 relaxation times, providing more efficient DANTE suppression. However, 

higher field strengths also introduce limitations. Quadratically increasing SAR leads to 

more restrictive limits on the allowed sequence parameters, including the minimum 

repetition time and the allowed DANTE flip angle and number of pulses, while smaller 

transmit field coverage limits the suppression of inflowing blood. Finally, the simulations 

in Figure 5.11 indicate that while the typically longer T1 and shorter T2 times at 7T benefit 

CSF suppression, they also result in reduced vessel wall signal. Therefore, it is not entirely 

clear whether and by how much DANTE-SPACE acquisitions benefit from higher field 

strengths. 

Here, the simulation framework presented in Chapter 5 is first used to propose an 

optimized T2-weighted DANTE-SPACE protocol at 3T. Subsequently, in vivo data from 

healthy volunteers at both field strengths are used to compare the performance of the 

simulation-optimized 3T and 7T protocols for T2-weighted VWI at both field strengths.  

7.2 Methods 

7.2.1 Simulations 

The extended phase graph DANTE-SPACE simulation framework described in Chapter 

5 was used for all simulations. 

For 3T, the same physiological simulation parameters (mean velocity, diffusion coefficient, 

proton density) were used as at 7T. T1 and T2 relaxation times for vessel wall, CSF, and 

blood at 3T were estimated based on various sources. 3T vessel wall relaxation times were 

based on carotid artery measurements presented by Koning et al. [138]; for blood at 3T, 

the T1 and T2 values were based on measurements by Shimada et al. [165] and Zhao et al. 
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[166], respectively; for CSF at 3T, the same T1 as at 7T was used based on previous studies 

[140,167] that found it to be constant for different field strengths, while the CSF T2 at 3T 

was interpolated from measurements at various other field strengths [141,167–169]. Table 

7.1 shows an overview of all relaxation time and physiological properties as used in the 

simulations.  

Because of the improved transmit field homogeneity and extent at 3T compared to 7T [58], 

B1+ fields were assumed to be homogeneous in all 3T simulations. As for the 7T 

simulations, all CSF and vessel wall signal levels were calculated based on the values during 

the second TR to account for magnetization history effects from previous repetitions. 

The 7T optimum protocol (as proposed in Chapter 6) was used as the starting point for 

the simulation-based optimization at 3T. From there, simulations were first used to 

propose a T2-weighted SPACE protocol at 3T (still using DANTE-preparation as 

optimized for 7T). This consisted of optimizing the repetition time and the SPACE echo 

spacing, after which the echo train length was adjusted to match the total scan time at 7T. 

After this SPACE optimization, additional simulations were used for a separate DANTE 

parameter optimization (while adopting the 3T optimized SPACE protocol). As for 7T in 

the previous chapter (Section 6.3.1), this DANTE parameter optimization was used to 

determine the DANTE flip angle, the number of DANTE pulses, the DANTE gradient 

strength, and the DANTE interpulse time which provide the highest contrast between the 

vessel wall and both CSF and blood. All simulations were first performed assuming slowly 

pulsating vessel walls as the worst-case scenario, and then repeated to ensure that the 

determined protocol parameters provide consistently high contrasts for simulations 

assuming stationary vessel walls. 
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Table 7.1: Overview of the relaxation parameters, mean absolute velocities, and diffusion coefficients used for the 

simulation of vessel wall tissue, CSF, and blood. 

7.2.2 Data Acquisition 

DANTE-SPACE data at 3T were acquired for the same 6 healthy volunteers (24-57 years 

old; 33 years average) as in Chapter 6 using the simulation-based optimized protocol. Data 

were acquired using a Siemens (Erlangen, Germany) Prisma 3T scanner with a 32-channel 

receive head coil under an agreed institutional ethics agreement. Manual (non-oblique) slice 

positioning was used for each subject, independent from the corresponding acquisitions at 

7T. 

At 7T, a field-of-view (FOV) in the head-foot direction of 176 mm was used with non-

selective SPACE refocusing pulses without resulting in wrap-around artefacts due to the 

inherently limited spatial extent of the transmit and receive fields at ultra-high field [58,170]. 

To suppress longitudinal wraparound artefacts due to the larger spatial extent of the B1 

fields into the neck at 3T, an additional spatial saturation pulse was used between the 

DANTE-modules and the SPACE-readouts. Preliminary in vivo DANTE-SPACE data 

using various FOV sizes in the longitudinal direction were used to assess the required size 

and location of this spatial saturation region. Phantom data were then acquired to confirm 

the performance of the saturation band in preventing longitudinal wraparound when 

acquiring data using the desired FOV. For the phantom acquisitions, 60 slices of 2.93 mm 

were used (instead of the regular 176 slices of 1 mm) for faster acquisition of the same 

FOV. 
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To account for the lower spatial variation in the receive coil sensitivity profiles at 3T 

compared to 7T, a lower GRAPPA acceleration factor was used at 3T (𝑅 = 3) than at 7T 

(𝑅 = 4). Most other SPACE parameters, including the total scan time, field-of-view, 

matrix size, equivalent echo time, and receive bandwidth were matched between 3T and 

7T (see Results section below for a full overview of the parameters). The SPACE echo 

spacing (defined as the time between consecutive pulses) and repetition time were selected 

based on simulation results. After all SPACE parameters were selected, the echo train 

length was adjusted to achieve the same total scan time at 3T as at 7T. Additional SPACE 

data without DANTE preparation were acquired at 3T for three volunteers.  

7.2.3 Reconstruction 

Data acquired at 3T and at 7T were reconstructed using the offline reconstruction method 

described in Section 6.2.4. However, the correction of spiking artefacts which was used for 

the 7T data was excluded at 3T since no spiking was encountered. All other reconstruction 

steps, including ESPIRiT coil sensitivity estimation [63], 2D-multislice GRAPPA [65], 

zero-padding with a 2D Fermi filter (Equation 6.2), and reconstruction in B1-weighted 

SNR units [155,158] (Equation 6.3) were performed using the same MATLAB tools. 

Datasets acquired from each subject at 3T and 7T were rigidly registered using three-

dimensional translation and in-plane rotation (yaw). The other two rotation orientations 

(pitch and roll) were excluded from the registration to prevent confounds in the calculated 

image properties due to interpolation-induced blurring when rotating along anisotropic 

voxel directions, as would be the case for pitch and roll re-registration. Although this 

method of image registration means that full slices may not be properly registered, it should 

ensure that local patches of the slice can be compared with accuracy between 3T and 7T. 

This is all that is necessary to compare local vessel walls across the two field strengths, 

despite possible differences in the original slice locations and orientations. 

7.2.4 Quantification of Vessel Visibility 

Data acquired using the proposed T2-weighted DANTE-SPACE protocol at 3T were 

compared to the proposed 7T protocol which used the neck-and-CoW RF shim (Section 

6.3.3). This protocol provided the highest DANTE-SPACE contrasts and vessel acutance 

at 7T and was therefore selected to facilitate comparison of the best-case performance 

between the two field strengths. 
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After registration of the reconstructed datasets, the boundary delineation tool described in 

Section 6.3.5 (available at git.fmrib.ox.ac.uk/ndcn0873/acutance_TdB) was used for vessel 

acutance quantification. This boundary delineation method was previously found to 

achieve excellent inter- and intra-observer agreement, as well as high reproducibility of 

results on repeated measurements of the same vessel from different scan sessions [159]. 

The latter makes this a particularly useful approach for the quantitative comparison of data 

acquired from the same volunteers in separate scan sessions (at 3T and 7T). The resulting 

contrasts for data acquired at 3T and at 7T were compared slice-wise and vessel segment-

wise.  

The significance of differences in acutance between the various acquisitions was assessed 

using paired-sample one-tailed t-tests which test the null hypothesis that the optimized 

version of a protocol does not result in increased vessel visibility (𝐺𝑅𝑀𝑆 or inner/outer 

boundary acutance). The null hypothesis is rejected and results are considered significant 

for 𝑝 < 0.05. 

7.3 Results 

7.3.1 Longitudinal Field-of-View and Spatial Saturation 

A field-of-view in the longitudinal direction of 176 mm (176 slices) can be used with 

nonselective SPACE pulses at 7T without resulting in wraparound artefacts due to the 

limited spatial extent of both the transmit and receive fields. However, at 3T those fields 

reach further into the neck, as shown in Figure 7.1a. When using a smaller field-of-view 

(Figure 7.1c), this results in wraparound from the bottom to the top of the reconstructed 

image. Figure 7.1b indicates that when using 240 slices of 1 mm, a small amount of 

wraparound is visible on the image only when a 10-fold boosted scale is used, while 

artefacts of substantial size and intensity appear when using 176 slices. Based on this, a 

spatial saturation pulse covering a 70 mm slab below the FOV was included between the 

DANTE preparation module and the SPACE readout for further signal suppression 

inferior to the 176 mm FOV used for all acquisitions.  

https://git.fmrib.ox.ac.uk/ndcn0873/acutance_TdB
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Figure 7.1: Central sagittal DANTE-SPACE slices at 3T using a longitudinal field-of-view of (a) 288 mm, (b) 240 mm, 

or (c) 176 mm. The top row shows reconstructions using a regular intensity scale (in arbitrary units), and the bottom row 

shows the same data on a 10× boosted scale to emphasize the increased bottom-to-top wraparound for smaller FOVs.  

The performance in a phantom of this 70 mm spatial saturation band is shown in Figure 

7.2, where the phantom bottle extends below the shown field-of-view. Again, longitudinal 

wraparound is visible in Figures (a) and (b), but this is successfully suppressed using the 

saturation band when it is placed at the bottom of the field-of-view in Figure (c).  

 

Figure 7.2: Central sagittal DANTE-SPACE slices at 3T in a phantom for acquisitions using (a) no spatial saturation, 

(b) a saturation region (RSat) of 70 mm in the centre of the phantom, and (c) a saturation region of 70 mm located 

inferior to the FOV with 14 mm overlap. The top row shows reconstructions using a regular intensity scale (in arbitrary 
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units), and the bottom row shows the same data on a 4× boosted scale. The green arrow in (c) indicates the region where 

longitudinal wrap-around is suppressed when using the proposed saturation band. 

7.3.2 3T DANTE-SPACE Simulations 

Figure 7.3 shows example initial DANTE-SPACE simulations of the vessel wall, CSF, and 

blood magnetization using the tissue parameters described in Table 7.1 and using the 7T-

optimized DANTE-SPACE parameters for both 3T and 7T. The simulations are described 

in more detail in Chapter 5. 

Both the longitudinal and transverse magnetization of vessel wall and CSF are highly similar 

between the simulations for 3T and 7T, although the resulting transverse magnetization 

during SPACE is higher for both tissues at 3T. The magnetization of spins in the blood 

changes more quickly at 3T due to the increased B1+ coverage in the neck.   

 

Figure 7.3: Example DANTE-SPACE simulations at 3T (a-c) and 7T (d-f) for vessel wall, CSF, and blood. The results 

during the second TR are shown for vessel wall and CSF to account for magnetization history effects from the previous 

repetition.  

Expected signal levels for all tissue types were calculated from the transverse magnetization 

during the SPACE readout. Based on the resulting contrasts, the effects of changing the 

repetition time and echo spacing of the SPACE readout were first compared as shown in 

Figure 7.4. Results are shown as the signal levels of vessel wall, CSF, and blood as well as 

the resulting contrast between the vessel wall and both CSF and blood. Note that these 

simulations still make use of the 7T-optimized DANTE preparation (i.e., including 170 
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pulses of 12 degrees), which will be separately optimized later. The optimized vessel wall-

CSF and vessel wall-blood contrasts are achieved using a TR of 2.10 seconds and SPACE 

echo spacing of 4.76 ms. Shorter echo spacing would further increase the vessel wall signal, 

but the minimum value is constrained by the durations of the gradients and RF pulses. 

 

Figure 7.4: 3T simulation results when using different (a) repetition times and (b) SPACE echo spacings. Simulated 

signal levels for the vessel wall, CSF, and blood are shown in the top row, with the resulting VW/CSF and VW/blood 

contrasts in the bottom row. Dashed lines indicate the parameters selected for the ‘optimized’ protocol at 3T. The results 

in (a) are presented in terms of “Signal / √(TR)” such that the highest value corresponds to the parameters which would 

provide the highest contrast for scan time-matched acquisitions. The shaded red area in (b) indicates unattainable echo 

spacings on the scanner. 

The SPACE echo train was automatically adjusted based on the selected scan parameters 

(echo train length, TR, TEeq) and vessel wall relaxation times (T1, T2). The resulting flip 

angles at 3T and 7T are compared in Figure 7.5. Note that the generally higher flip angles 

at 3T result in a 40% increase in SAR (compared to when using the 7T flip angle train), but 

this was not found to be a limitation due to the inherently lower SAR at 3T. 
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Figure 7.5: The SPACE flip angle trains for the optimized protocols at 7T and at 3T. Both start with the 90° excitation 

pulse, followed by 74 variable flip angle pulses with an echo spacing for of 4.62 ms at 7T or 72 variable flip angle pulses 

with an echo spacing of 4.76 ms at 3T. The exact values of each pulse are listed in Appendix A.3. 

Using this optimized T2-weighted SPACE protocol, Figure 7.6 compares 3T SPACE 

(Figure 7.6a) to 3T DANTE-SPACE (Figure 7.6b-c) using two different arbitrary sets of 

DANTE parameters. Without DANTE preparation, very bright CSF signal is observed as 

expected for T2-weighted acquisitions, hindering vessel wall delineation. Both DANTE-

prepared acquisitions successfully suppress most of this CSF signal, with slightly more 

remaining CSF signal when using less aggressive DANTE-preparation (fewer pulses, lower 

flip angles, and reduced gradient strengths), as indicated by the green arrows in Figure 7.6c.  

 

Figure 7.6: Two example transverse slice segments in the Circle of Willis showing acquisitions using the optimized 

SPACE protocol, (a) without DANTE-preparation, (b) with aggressive DANTE-preparation, and (c) with less 

aggressive DANTE-preparation. Green arrows indicate examples of notable CSF signal change between different 

acquisitions. 

The preliminary results in Figure 7.6 indicate that, like at 7T, the exact choice of DANTE 

parameters affects the resulting vessel visibility for DANTE-SPACE acquisitions at 3T. 
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Therefore, the effects of varying the four main DANTE parameters were again simulated. 

As for the various optimizations at 7T shown in Chapter 6, those four parameters were the 

DANTE flip angle, the number of DANTE pulses, the DANTE gradient strength, and 

the DANTE interpulse duration. Figure 7.7 shows the simulation results for all four 

DANTE parameters, simulated for slowly pulsating vessel walls. The simulations indicate 

that good blood suppression is achieved using most DANTE parameter combinations at 

3T, provided a sufficiently high DANTE flip angle is used. For all parameters, the highest 

contrasts are defined based on the trade-off between reduced CSF suppression (when using 

low parameter values) and reduced vessel wall signal (when using high parameter values). 

For the DANTE flip angles and the number of pulses, this results in the highest contrasts 

being achieved when using 250 pulses of 12°. The optimized DANTE gradient strength 

corresponds to the hardware-limited maximum of 28 mT/m, while the optimized DANTE 

interpulse time is 1.4 ms.  

Compared to acquisitions without DANTE, the use of DANTE preparation using the 

proposed parameters reduces the CSF signal by 96% (-0.12 M0) while reducing the vessel 

wall signal by 39% (-0.06 M0). The blood signal is reduced by a further 94% (-0.01 M0) but 

is already very low when DANTE is not used. 

 

Figure 7.7: 3T simulation results for sweeps of the four main DANTE-parameters, simulated using slowly pulsating 

vessel walls. Separate subplots show the results when using various DANTE (a) flip angles; (b) numbers of pulses; (c) 

dephasing gradient strengths (with hardware-restricted values indicated in red); and (d) interpulse times. Simulated signal 

levels for the three tissue types are shown in the top row, with the resulting VW/CSF and VW/blood contrasts in the 

bottom row. Dashed lines indicate the parameters selected for the ‘optimized’ protocol at 3T.  
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7.3.3 In Vivo Acquisitions 

An overview of the simulation-optimized T2-weighted DANTE-SPACE protocols for 3T 

(based on the previous sections) and for 7T (using the neck-and-CoW RF shim proposed 

in Section 6.3.3) is shown in Table 7.2, with the 7T literature protocol [35] also shown for 

reference. Data were acquired using the two optimized protocols as well as the 7T 

literature-based protocol in all 6 healthy volunteers. Additional SPACE-only acquisitions 

(without DANTE) were acquired in 3 out of 6 subjects. 

 

Table 7.2: Overview of the optimized T2-weighted DANTE-SPACE protocols at 3T and 7T.  The first two columns 

show the respective optimized protocol, with the literature protocol shown in the third column for comparison. 

An example slice segment in the CoW of a representative subject acquired at both 3T (with 

and without DANTE) and 7T (with DANTE) is shown in Figure 7.8. Slice segments are 

shown after rigid-body registration as described in Section 7.2.3. For the 3T acquisition 

without DANTE preparation (Figure 7.8a), black-blood contrast allowing for generally 

clear delineation of the inner vessel boundary is achieved in the MCAs. However, outer 

boundary delineation is impeded by bright CSF signal. The 3T DANTE-SPACE 

acquisition in Figure 7.8b achieves the desired CSF suppression, but at the cost of 

substantially decreased vessel wall signal. This limits the overall delineation of the vessel 

walls, which are generally more clearly defined in the registered 7T acquisition shown in 

Figure 7.8c. 
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Figure 7.8: Transverse slice segment from a representative subject showing Circle of Willis as acquired using (a) T2-

weighted SPACE without DANTE preparation at 3T; (b) T2-weighted DANTE-SPACE with optimized DANTE 

preparation at 3T; and (c) the registered slice segment acquired using DANTE-SPACE at 7T. The anatomical location 

of the slice segments in (a-c) is indicated by the orange arrows in the coronal slice shown in (d). 

7.3.4 Quantitative Comparison 

All visible segments of the middle cerebral arteries (MCAs), basilar artery (BA), and distal 

internal carotid arteries (ICAs) in the 3 datasets from the 6 subjects were analysed using 

the method described in Section 6.3.5. Figure 7.9a shows the resulting average 𝐺𝑅𝑀𝑆 values 

at different slice locations below the MCA M1-segment. As shown in Figure 7.9b, the 𝐺𝑅𝑀𝑆 

is consistently nearly two times higher at 7T than at 3T, with consistently increased values 

at all slice locations.  

Figure 7.9c shows the correlation of the achieved 𝐺𝑅𝑀𝑆 in both acquisitions for each 

individual 60° radial sub-segment. Again, substantially higher 𝐺𝑅𝑀𝑆 is consistently observed 

at 7T than at 3T, with nearly two times higher contrast on average (dy/dx = 1.95). 
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Figure 7.9: Comparison between the GRMS on DANTE-SPACE data acquired at 3T and at 7T. The average results for 

all 6 subjects are shown using (a) the slice-wise GRMS (corresponding to the slices shown in Figure 6.13), (b) the slice-

wise ratio between the GRMS of both protocols, and (c) the segment-wise GRMS correlation between the two protocols, 

shown for radial sub-segments of 60°. The dashed red line and red shaded area indicate the mean ratio and 95% variance 

between the respective acquisitions, with the corresponding values indicated in red. 

When comparing all vessel segments in all slices of the 6 subjects, the average 𝐺𝑅𝑀𝑆 at 7T 

is again nearly two times higher, with an average difference in 𝐺𝑅𝑀𝑆 of 8.0 ± 

1.7 ΔSNR/mm (𝑝 < 0.001). The inner and outer boundary acutance are also significantly 

higher at 7T, with an average difference in inner acutance of 13.8 ± 3.2 CNR/mm (𝑝 <

0.001) and an average difference in outer acutance of 7.6 ± 1.8 CNR/mm (𝑝 < 0.001). 

7.4 Discussion 

In this work, the use of DANTE-SPACE as a 3D T2-weighted intracranial vessel wall 

imaging sequence at 3T was studied. The sequence parameters were first optimized using 

the previously presented simulation framework, after which the resulting achieved vessel 

delineation was compared between 3T and 7T. 

The SPACE simulations in Figure 7.4 indicate that a shorter TR can be used at 3T than at 

7T (2.12 s instead of 2.62 s). In the proposed protocol, this reduced TR makes it possible 

to acquire data at 3T using a lower GRAPPA acceleration factor (𝑅 = 3 instead of 𝑅 = 4) 

without requiring a large change in the SPACE echo train length. The echo train length is 

the only SPACE parameter which was not either determined based on simulation results 

or matched to the 7T protocol. Instead, it was selected to achieve matched scan times at 

both field strengths. The resulting echo train length of 72 at 3T is similar to that of 74 at 

7T (both shown in Figure 7.5), and only slightly shorter than the echo train length of 77 

used in previous T2-weighted SPACE implementations at 3T [39]. 
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Figure 7.7 shows the simulation results for various DANTE parameters, which directly 

affect the amounts of CSF signal suppression as indicated by the preliminary data shown 

in Figure 7.6. Compared to the result of the corresponding optimizations at 7T (Figure 

6.6), the biggest difference in the resulting optimized parameters is an increased number of 

DANTE pulses at 3T (250 pulses at 3T versus 170 pulses at 7T). This is mainly a result of 

the lower maximum gradient strength available on the scanner used at 3T and the longer 

T2 relaxation time of CSF, both of which result in a slower suppression of the CSF signal. 

In addition to those differences in DANTE-SPACE parameters, data acquired at 3T also 

require the addition of a spatial saturation band inferior to the acquired FOV to prevent 

longitudinal (head-neck) wraparound, as is visible in Figure 7.1 and Figure 7.2.  

The full proposed T2-weighted DANTE-SPACE protocol for 3T is shown in Table 7.2 

alongside the corresponding optimized protocol at 7T. The total scan time, resolution, and 

matrix size of the two protocols were matched for fair comparison, while the TE and 

bandwidth remained similar. Most other values were optimized based on the various 

simulation results.  

The registered CoW segment in Figure 7.8, acquired using T2w DANTE-SPACE at 3T 

and 7T as well as 3T SPACE without DANTE, shows that rigid-body registration limited 

to 3D shift and in-plane rotation achieves accurate registration. Good qualitative agreement 

was observed for all volunteers after registration using those 4 out of 6 possible degrees of 

freedom. This is consistent with the expectation of there being only small absolute 

displacements arising from any remaining rotations near the CoW due to its anatomical 

location near the centre of rotation. 

The 3T (no DANTE) SPACE acquisition in Figure 7.8a shows high CSF signal levels 

around all vessels, obscuring vessel delineation as expected for T2-weighted acquisitions. 

Consistent with the simulations, the addition of the proposed DANTE preparation (Figure 

7.8b) achieves good CSF suppression, while a substantial SNR reduction is visible 

throughout the soft tissue, and in particular in the vessel walls. When comparing the 

DANTE-SPACE acquisitions at 3T and 7T (Figure 7.8b-c), similar CSF suppression can 

be observed but with substantially higher vessel wall signal at 7T. This allows for better 

delineation of all visible vessels, although that still remains inherently limited by variations 

in vessel wall signal levels and poor contrast relative to brain parenchyma. 

Quantitatively, T2-weighted DANTE-SPACE images at 7T achieve significantly higher 

vessel contrasts at all slice locations (Figure 7.9a-b) and for the vast majority of the vessel 
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segments (Figure 7.8c). Overall, a near two-fold increase in 𝐺𝑅𝑀𝑆 is observed at 7T 

compared to 3T, with significant improvements in both the inner and outer vessel 

acutance. All data (3T and 7T) presented here were acquired using head-only 32-channel 

receive coils for fair comparison. However, acquisitions at 3T could benefit from the use 

of an integrated head/neck receive coil, which has previously been shown to facilitate 

simultaneous carotid and intracranial vessel wall evaluation using a T1-weighted DANTE-

SPACE acquisition [36].  

The proposed 3T T2-weighted DANTE-SPACE protocol uses a long DANTE 

preparation consisting of 250 pulses with relatively high flip angles of 12°, which was 

required to achieve sufficient CSF suppression. For comparison, Zhang et al. [39] 

previously acquired T2-weighted DANTE-SPACE data at 3T using 150 DANTE pulses 

of 8°. Based on the resulting acquisitions, they concluded that the CSF signal was not well 

suppressed and obstructed vessel wall visualization. This observation is consistent with the 

results of additional simulations using our simulation framework with the parameters as 

used by Zhang et al. [39], which suggest that their DANTE preparation results in a 

reduction in CSF signal of only 51%, as opposed to a 96% reduction when simulating using 

the parameters proposed here. 

T1-weighted DANTE-SPACE protocols (as used in the literature [30,36–38,40–43]) 

require shorter repetition and echo times, resulting in shorter scan times to achieve a similar 

resolution. T1-weighted acquisitions also benefit from lower native DANTE signal, and 

the use of DANTE for further CSF suppression is more efficient when using shorter TRs 

due to the reduced time for signal recovery between consecutive DANTE-SPACE 

modules. This explains why good black-CSF contrast can be achieved using less aggressive 

DANTE preparation (e.g., 150 pulses of 8° [37,38,40], 94 pulses of 13° [43], or 100 pulses 

of 10° [36]) for T1-weighted DANTE-SPACE protocols. Less aggressive DANTE 

preparation also results in minimal vessel wall signal suppression, whereas using the greater 

degree of DANTE preparation that is required for T2-weighted DANTE-SPACE we 

observe a substantial decrease in the vessel wall signal (both in simulations and in vivo). This 

suggests that DANTE preparation might not be the ideal CSF suppression method for T2-

weighted SPACE protocols at 3T, where T2-dependent inversion-recovery approaches 

(such as T2IR [39,171]) have previously been found to provide CSF suppression with 

minimal vessel wall signal reduction. However, our results indicate that, compared to 3T, 

DANTE-SPACE at 7T benefits from more efficient CSF-suppression (requiring fewer 
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DANTE pulses), while methods such as T2IR would be less feasible at ultra-high field due 

to high SAR requirements (2.4× higher than the proposed DANTE preparation). 

Therefore, DANTE preparation is a good option for CSF-suppression in T1-weighted and 

7T T2-weighted vessel wall imaging, but better options might be available for T2-weighted 

imaging at lower field strengths. 

7.5 Conclusion 

Compared to 7T, T2-weighted DANTE-SPACE vessel wall imaging at 3T requires more 

DANTE pulses to achieve sufficient CSF suppression. This also leads to a substantial 

reduction in vessel wall signal, resulting in vessel contrasts which are 2× lower than at 7T. 

Therefore, DANTE-preparation might be more suitable for VWI at ultra-high field 

strengths or with different contrasts. 
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8  

Summary and Future Directions 
 

The aim of this thesis was to improve cerebrovascular imaging at 7T, both to image the 

vessels themselves, and to image the vessel wall. In general, this means utilizing the higher 

SNR at 7T while overcoming the intrinsic limitations of ultra-high field MRI, such as field 

inhomogeneity, increased energy deposition, and long scan times. This chapter briefly 

discusses the main results of the research presented in this thesis and presents possible 

future directions to further improve cerebrovascular imaging at 7T based on this thesis.  

8.1 Head-and-Neck B1+ Mapping and Shimming 

Chapter 3 provides a method to simultaneously characterize the transmit field in both the 

head and the neck. This method was used to produce a 10-subject multi-channel B1+ 

database using the widely-used Nova Medical 8-channel transmit coil, which was made 

publicly available. Using this multi-channel B1+ data, it is shown that the fields in the 

feeding arteries in the neck can relatively easily be optimized using universal RF shims. As 

a result, it is possible to reduce the required SAR of acquisitions at 7T by locally increasing 

the B1+ efficiency using RF shims. This is in particular useful for modalities which greatly 

benefit from the increased SNR at 7T but are limited by high SAR, such as pseudo-

continuous ASL (PCASL). Current PCASL implementations at 7T use very long repetition 

times of up to 9 seconds [86,102] to remain within SAR limits. This SAR stringency is 

predominantly caused by the high-SAR ASL tagging pulses in the neck, which account for 

up to 80% of the sequence SAR [102]. The results in Chapter 3 show that universal RF 

shims can reduce the SAR to achieve a given flip angle in a slice in the neck by over 50%, 

which should facilitate a substantial reduction in the acquisition times of PCASL at 7T. 

The head-and-neck multi-channel B1+ data presented in Chapter 3 also make it possible to 

characterize and manipulate the effect of B1+ variations on the suppression of inflowing 

arterial blood for intracranial vessel wall imaging. This is used in Chapters 5 and 6, where 

the black-blood contrast of DANTE-SPACE intracranial vessel wall imaging is simulated 

and improved based on the measured B1+ in both the head and the neck. 
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The scope of the results presented in Chapter 3 is limited to the improvements that can be 

achieved using RF shims with head-only pTx coils. Further work could look into additional 

improvement in the B1+ in the neck by combining pTx with dielectric pads. Although this 

might enhance the total available B1+ in the neck, the potential impact of variability in pad 

positioning on the use of universal RF shims needs to be evaluated.  

8.2 Compressed Sensing MR Angiography 

In Chapter 4, retrospectively undersampled TOF MRA data were used to determine 

undersampling parameters which optimize the visibility of (in particular) small vessels in 

the brain within reasonable scan times. Using those optimized parameters (which include 

very small calibration regions of 12 × 12 k-space lines), small vessels such as the 

lenticulostriate arteries can be visualized at very high isotropic resolutions within a few 

minutes at 7T. Shorter scan times improve patient comfort and clinical workflows but can 

also provide improved image quality compared to longer (less undersampled) acquisitions 

in the presence of subject motion, as is also visible in some of the data presented in Chapter 

4. Since those data were acquired from healthy volunteers with previous MRI experience, 

increased subject motion can be expected in patients and elderly populations. Although 

accelerated acquisitions benefit from reduced motion in such cases, individual motion-

corrupted k-space lines can have a more detrimental effect on the reconstructed image 

quality due to propagation of inaccuracies into missing k-space lines. Therefore, 

compressed sensing reconstructions could achieve improved robustness through the 

correction or reacquisition of motion-corrupted k-space lines. 

The optimization of TOF MRA undersampling parameters in Chapter 4 provides the 

largest improvement in the visibility of small arteries. This includes the lenticulostriate 

arteries, which are of particular clinical interest due to their expected involvement in the 

early stages of vascular dementia [3] and association with lacunar infarcts [172]. Therefore, 

7T MRI studies into the lenticulostriate arteries could provide further understanding of the 

progression and possible treatment of such diseases. 

8.3 DANTE-SPACE 

Chapters 5, 6, and 7 introduce and use an EPG-based simulation framework for the 

optimization of the T2-weighted DANTE-SPACE sequence. Although various previous 



 154 

DANTE-SPACE implementations in the literature used simulations to propose sets of 

optimized DANTE-SPACE parameters, the addition of B1+ effects and various 

physiological processes was found to result in a more accurate representation of the 

resulting contrast mechanisms. As a result, the simulations provided optimized protocols 

for T2-weighted DANTE-SPACE at 3T and 7T, which are shown again in Table 8.1. 

Direct comparison of data acquired at both field strengths showed that the sequence 

provides nearly two times higher contrast-to-noise ratio at 7T than at 3T.  

 

Table 8.1: Optimized T2-weighted DANTE-SPACE protocols at 3T and 7T. 

8.3.1 Further Sequence Optimization 

The optimization at 7T included the use of neck-and-CoW pTx RF shims during the 

DANTE preparation, which provided slightly improved suppression of the inflowing 

blood. Future work could further employ the potential of pTx. In particular, direct signal 

control [173], in which different RF shims are used for different pulses in a sequence to 

generate uniform resulting signal despite nonuniform B1+ fields, has previously been 

shown to provide excellent results for 3D fast spin-echo acquisitions at 3T. Therefore, 

using direct signal control for the SPACE readout element of DANTE-SPACE 

acquisitions could provide improved signal homogeneity throughout the brain. Another 

possible modification to the SPACE readout would be to account for the magnetization 

history from the DANTE preparation in the calculation of the SPACE flip angle train, 

which could provide a modest improvement to the signal level and sharpness of the vessel 

walls. 
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Currently, T2-weighted DANTE-SPACE acquisitions are limited by long scan times (> 10 

minutes). Further studies could look into reducing this scan time, for example by 

employing compressed sensing reconstruction (which has previously successfully been 

used for T1-weighted DANTE-SPACE at 3T [37]). In additional to a scan time reduction, 

compressed sensing acceleration could potentially also reduce the noise amplification 

relative to our current T2-weighted DANTE-SPACE protocol at 7T (which uses GRAPPA 

with 𝑅 = 4), improving the SNR and CNR in central brain regions such as the CoW. 

Typical DANTE-SPACE acquisitions are also limited by the achieved resolution, and the 

acquisition of anisotropic voxels hinders the analysis of vessel segments along their cross-

sectional plane. However, increasing the resolution along one or multiple dimensions leads 

to further increased scan times and reduced contrast, and disagreement in the typical wall 

thickness estimates from histological and MRI assessments makes it unclear to what extent 

increased resolutions are desirable [26].   

Furthermore, turbo-spin echo acquisitions typically suffer from blurring due to the 

inherently different echo times at different k-space locations (which were sampled at 

different echo times). Based on transverse magnetization evolutions simulated using the 

simulation framework presented in Chapter 5, it should be possible to reduce this effect by 

scaling the various acquired k-space lines based on the relative simulated signal at their 

acquired echo time. Finally, the presented simulation framework can also be used in future 

work for further parameter optimizations. For that, direct experimental validation of the 

simulation results (e.g., comparison of simulation-based and in vivo acquisition results using 

different sets of protocol parameters) would be helpful to assess the accuracy of the 

simulations. However, such comparisons are difficult due to the currently required large 

FOV for each acquisition, resulting in long scan times (and therefore limiting the possible 

number of acquired datasets in a single scan session). For this, it would be helpful to either 

employ further acceleration methods as described above, or to reduce the acquired FOV 

as described in Appendix A.2 to reduce the scan time per acquisition. 

8.3.2 Motion Correction 

The optimized DANTE-SPACE protocols at 3T and 7T use a repetition time of 2.10 s 

and 2.62 s, respectively. Since the corresponding DANTE-SPACE modules only take 0.7 

s and 0.6 s, this leaves a TR delay of up to 2 seconds during each repetition. Since high-

resolution and long-acquisition time scans are susceptible to subject motion, this down 

time could be used to identify and correct for motion between different readouts. 
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Navigator-based motion detection methods like fat navigators [174] could be used within 

these long down times, as well as methods such as pilot tone [175] or pTx scattering [176] 

which rely on the transmission (either from an external transmitter or from a pTx coil) of 

signals at non-resonance frequencies. 

Besides bulk subject motion, various results presented in this thesis showed that pulsatile 

motion in the vessel wall has a substantial but undesired attenuating effect on the achieved 

signal level. It might be possible to reduce this effect by implementing cardiac gating such 

that the motion-sensitized DANTE preparation is played out during periods of the cardiac 

cycle with limited vessel wall motion. The simulation framework presented in Chapter 5 

could be used to estimate the resulting signal improvement, and whether the benefits of 

such gating would outweigh the resulting scan time increase. Furthermore, it should be 

considered that periods of limited vessel wall motion might correspond to times with lower 

CSF velocities, thereby reducing the CSF suppression.  

8.3.3 T1-Weighted DANTE-SPACE 

All DANTE-SPACE results presented in this thesis are specific for T2-weighted DANTE-

SPACE. However, comprehensive assessment of vascular pathology also requires, in 

addition to other image contrasts, T1-weighted acquisitions. Although T1-weighted 

DANTE-SPACE has extensively been studied at 3T, it has not yet been implemented at 

7T. Using the simulations framework presented in this thesis, it should also be possible to 

assess and optimize T1-weighted vessel wall imaging using DANTE-SPACE at 7T.  

Modification of the simulation framework from T2-weighted to T1-weighted protocols 

requires two changes, which are shown in Figure 8.1: the use of SPACE flip angle trains 

corresponding to T1-weighted acquisitions, and the modified scheme for the allocation of 

different SPACE echoes to the corresponding k-space locations. The latter was not 

required for T2-weighted simulations since the centre of k-space corresponds to the central 

echo, such that the PSF can directly be calculated from the readout train. However, the 

shorter TE of T1-weighted acquisitions requires a modification of the k-space sampling 

scheme in which the centre of k-space is sampled near the start of the readout train. 
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Figure 8.1: The SPACE flip angle train (a) and k-space sampling (b) used for T1-weighted DANTE-SPACE simulations 

at 7T. Results were based on IDEA simulations of a low-resolution T1w-protocol using literature parameters used at 3T 

[40], including TE = 24 ms, TR = 1.14 s, and a SPACE echo train length of 85. Note that for each partition, measured 

values from two SPACE readouts (shown in blue and orange) are used to fill the k-space plane.  

It should be noted that the data in Figure 8.1 were generated using a simplified (i.e., low 

resolution with a relatively long echo train length) protocol based on the TE and TR used 

at 3T. Therefore, the results discussed in this section should be considered as proof-of-

principle indications of T1-weighted simulations using the framework presented in Chapter 

5.  

Figure 8.2 shows the results of VW, CSF, and blood simulations using the SPACE flip 

angle train in Figure 8.1a. Without DANTE, the desired constant transverse magnetization 

is observed throughout the centre of k-space (note that the first two SPACE pulses are 

introduction pulses during which no data are acquired). As expected for T1-weighted 

acquisitions, low SPACE signal is observed for both the CSF and the blood. When 

including DANTE, signal suppression is observed for all three tissue types. 
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Figure 8.2: Initial T1-weighted SPACE (first row) and DANTE-SPACE (second row) simulations of (a) vessel wall, (b) 

CSF, and (c) blood.  

By allocating the simulated signal intensities during SPACE (as shown in Figure 8.2) to the 

corresponding k-space locations (as shown in Figure 8.1b) and calculating the resulting 

point-spread function, the resulting signal from each simulation can be calculated. This 

makes it possible to assess the achieved signal levels and contrasts when using different 

protocol parameters. For example, the results when using different DANTE parameters 

are shown in Figure 8.3. Since the CSF and blood signal levels are inherently low for T1-

weighted acquisitions, the addition of DANTE preparation does not make a big difference 

to the resulting contrasts (2nd row). Therefore, optimization of the CNR (which was 

generally used as the optimization target in this thesis) does not provide the most 

informative results. Alternatively, one could optimize parameters by requiring the CSF and 

blood signal levels (in the first row) to be below the noise threshold (which we, based on 

T2-weighted comparisons, expect to be around 0.006𝑀0), or by aiming for high signal 

ratios (3rd row) while maintaining a certain minimum amount of contrast.    
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Figure 8.3: Example parameter optimization for T1-weighted DANTE-SPACE. Results are shown for (a) different 

DANTE flip angles, (b) different numbers of DANTE pulses, and (c) different DANTE gradient strengths. The three 

rows show the signal levels for the individual tissue types, the resulting contrasts, and the corresponding signal ratios (i.e., 

SigA / SigB). Results are shown assuming stationary vessel walls. 

The results in Figure 8.3 show simulations for the case of stationary vessel wall. However, 

various results in this thesis suggested that (at least for T2-weighted optimization) it is 

important to include the attenuating effects of slowly pulsating vessel walls. Therefore, the 

simulations were repeated with vessel wall motion, and are reported in Figure 8.4. This 

again shows that the resulting contrasts and signal ratios are different when considering 

pulsating vessel walls, although the effect is less influential than for T2-weighted 

acquisitions (indicating that T1-weighted acquisitions might be more robust to contrast 

variations due to VW pulsation). 
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Figure 8.4: Example parameter optimization for T1-weighted DANTE-SPACE. Results are shown for (a) different 

DANTE flip angles, (b) different numbers of DANTE pulses, and (c) different DANTE gradient strengths, all simulated 

using slowly pulsating vessel wall as described in Chapter 5. 

As a final remark it should be noted that different SAR considerations can be expected for 

T1-weighted acquisitions compared to T2-weighted acquisitions. For the data shown here, 

the T1-weighted TR (1.14 s) is 2.3× shorter than the T2-weighted TR (2.62 s). However, 

the T1-weighted SPACE flip angles are typically lower. As the sum-of-squares of the 

SPACE pulse flip angles (which is proportional to the resulting SAR) is 1.7× lower, this 

suggests an increase in SAR for T1-weighted acquisitions using the protocols used here of 

roughly 39%. The exact change in SAR directly depends on the choice of (amongst other 

parameters) TR, SPACE echo train length, DANTE flip angles and number of pulses. 

However, this indicates that SAR limitations should be carefully considered when designing 

a T1-weighted DANTE-SPACE protocol at 7T. 

8.3.4 Further Validation 

All DANTE-SPACE data presented in this thesis were acquired from healthy volunteers. 

However, the acquired image quality could be different in patient populations. The two 

main likely differences are increased patient motion, which would decrease the overall 

image quality, and increased vessel wall stiffness, which reduces wall signal attenuation and 

could therefore improve the acquired vessel wall delineation. Furthermore, validation in 

patients is also required to assess to what extent plaque components can be distinguished 
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using T2-weighted DANTE-SPACE at 7T. Therefore, patient validation of the sequence 

is essential to determine its clinical potential, both in general and compared to other 

intracranial vessel wall imaging modalities.  
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A 

  Appendices 

A.1 TOF MRA: Slab Boundary Artefacts 

Despite the use of 19.64% slab overlap for the multi-slab TOF MRA acquisitions in 

Chapter 4, the presented coronal MIPs (e.g., in Figure 4.7) suffer from horizontal slab 

overlap artefacts (i.e., horizontal areas of increased background signal at the slab interfaces). 

These artefacts can appear when the excited slab is thicker than the acquired slab, resulting 

in signal pile up due to wrap-around at the edges of the acquired slab. The original Siemens 

a_fl_tof product sequence aims to suppress this by targeting an excitation slab which is 

thinner than the acquired slab. However, after the work presented in Chapter 4 was 

completed, we found that this correction was no longer performed in our modified 

(compressed sensing undersampled) sequence. Therefore, we further modified the 

sequence to facilitate a reduction of the target excitation slab thickness relative to the size 

of the acquired slab by a predefined factor (Fexc). In terms of this factor the previously 

presented data effectively used Fexc = 100%. 

Figure A.1 shows a phantom comparison of the signal intensity in a single slab when using 

this updated sequence with different values for Fexc. These results confirm that Fexc =

100% results in a signal increase at the edge of the slab. Since low values (Fexc ≤ 70%) 

result in a signal reduction within the non-overlapping acquired slab region, Fexc = 80% 

was used for an (N = 1) in vivo validation acquisition. 
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Figure A.1: Phantom data showing the mean signal intensity within the phantom per acquired slice within a single slab. 

Different lines indicate different values for 𝐹𝑒𝑥𝑐 , as indicated by the percentages in the legend. Red shaded areas indicate 

the areas of the slice-direction FOV which will be removed to correct for slab overlap. 

The results of this validation acquisition are shown in Figure A.2, confirming that the use 

of a reduced excitation slab thickness (Fexc = 80%) largely removes the previously 

observed artefacts. 

 

Figure A.2: Coronal MIPs surrounding the LSAs in a healthy volunteer using (a) 𝐹𝑒𝑥𝑐 = 100% and (b) 𝐹𝑒𝑥𝑐 = 80%. 

The bottom row shows reconstructions using an additional intensity correction (with gradually overlapping slabs) at the 

slab interface. Data were acquired using the optimized protocol used in Chapter 4 with R = 15. 
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A.2 DANTE-SPACE at 7T: Field-of-View Reduction 

The 7T DANTE-SPACE sequence used in this thesis acquires a 3D field-of-view of 17.6 

cm in the head-food direction using 176 partitions. Due to the low spatial extent of the 

transmit and receive fields at 7T, this results in data without longitudinal wrap-around 

artefacts. However, the true region of interest (consisting of the arteries near the Circle of 

Willis) only spans a few centimetres at the centre of the acquired volume. Therefore, 

reducing the DANTE-SPACE field-of-view could facilitate a substantial scan time 

reduction while still providing all desired information. This appendix compares three 

possible approaches for acquiring a smaller field-of-view without longitudinal aliasing, by 

suppressing signal from outside the acquired slab.  

A.2.1 Spatial Saturation and Selective Excitation 

The first approach is the use of spatial saturation bands inferior and superior to the 

acquired volume. For this, we modified the sequence timing such that the saturation pulses 

were played out between the DANTE preparation and the SPACE readout (by default the 

spatial saturation module played out before the DANTE module). The resulting 

suppression was first tested using a phantom, as shown in Figure A.3. Figure A.3c confirms 

that, without saturation, the acquired signal when using a smaller FOV changes 

substantially due to signal wrap-around. This signal change (when using a smaller FOV) is 

reduced when using the saturation bands, which (as shown in Figure A.3a) substantially 

but not completely suppresses the signal in the saturated area.  

 

Figure A.3: Comparison of phantom data acquired with and without spatial saturation bands (at both sides of the 

phantom), acquired for (a) the full field-of-view (17.6 cm), (b) 77% of the field-of-view (13.6 cm), and (c) 54% of the 

field-of-view (9.5 cm), as indicated by the black curved braces. The average value within the phantom is shown for each 

slice. Areas shaded in pink indicate the areas covered by the saturation slabs. 

Similar results are observed in vivo, as shown in Figure A.4b: the signal in a central slice 

remains similar with and without the use of a saturation band, while the signal in a 
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suppressed superior slice is substantially reduced (as desired). However, some remaining 

signal is still observed, especially in the fat around the scalp. To attempt to further reduce 

this remaining signal, an additional dataset was acquired using saturation pulses in 

combination with selective excitation in the slab of interest. The result is shown in Figure 

A.4c.  

 

Figure A.4: DANTE-SPACE data acquired at 7T from a healthy volunteer using a 17.6 cm FOV (a) without any spatial 

saturation or selective excitation, (b) using spatial saturation bands as used in Figure A.4, and (c) using saturation bands 

in addition to slab-selective excitation (but full acquisition). Data are shown for a slice in the centre of the FOV (first 

row) and at a superior slice location within the suppressed area for (b) and (c) (second row). Data were acquired at an 

increased resolution of 4.5 mm in the longitudinal direction for scan time reduction. All data are shown with the same 

colour scaling. 

This slab-selectivity can be achieved by replacing the non-selective 90° SPACE excitation 

pulse by a slab-selective pulse. However, this would increase the duration of this excitation 

pulse, which is not possible within the rapid sequence timing (in which the excitation pulse 

duration is typically of the order of 100s of μs) of the SPACE readout. Therefore, a slab-

selective 90° excitation pulse followed by a non-selective 180° refocusing pulse is used 

instead, as described by Mugler [28]. The time interval between those two pulses can then 

be increased as needed based on the desired pulse profile, as long as the resulting spin echo 

is generated exactly half the SPACE echo spacing duration before the first variable flip 

angle SPACE pulse is played out. 
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Although the addition of such selective excitation provides improved suppression of the 

fat around the head, as is visible in Figure A.4c, a substantial reduction in the acquired 

signal in the central slice is also observed. This reduction is mainly visible outside the centre 

of the brain, indicating that it might be caused by the effect of B1+ inhomogeneity on the 

nonselective 180° refocusing pulse required for slab-selective TSE [28]. Furthermore, it 

should be noted that to suppress out-of-slab FID artefacts, slab-selective TSE requires 

averaging of at least 40% of k-space with additional data acquired using the opposite phase 

of the refocusing pulse. This results in a scan time increase by at least the same factor.  

In conclusion, saturation bands efficiently suppress most signal, but high fat signal and 

some background signals remain in the saturated area. Although selective excitation can 

suppress this remaining signal, it requires additional scan time and reduces the signal in 

(especially) low-B1+ areas. For this reason, we did not deploy the SPACE readout sequence 

with a selective excitation preparation. 

A.2.2 ROVir Coils 

Region-optimized virtual (ROVir) coils [177] are a receive coil compression technique to 

calculate coil combinations aiming to retain maximum sensitivity in a specified region of 

interest, while suppressing the signal from a predefined interference region (i.e., the region 

outside the acquired slab). In ROVir, a subset of the calculated virtual coils can be selected 

to retain at least a certain percentage (𝐼𝑚𝑖𝑛) of the sensitivity in the region of interest, while 

retaining as little sensitivity as possible in the interference region. The results presented in 

the original ROVir paper show excellent suppression of signal outside of a slab covering 

the brain (Figures 3-6 in Ref. [177]). Therefore, the use of ROVir for the suppression of 

signal outside of a specific slab seemed to offer a possible method for reducing the acquired 

DANTE-SPACE field-of-view.  

A ROVir reconstruction algorithm was implemented in MATLAB and applied to a 

DANTE-SPACE acquisition using various combinations of signal and interference 

regions. The best results were generally achieved with a small signal region, a large 

interference region, and a sizeable gap between the two. Figure A.5 shows an example of 

one of the best performing realistic combinations. However, the results in Figure A.5b 

indicate that when, for example, using 𝐼𝑚𝑖𝑛 = 85%, this requires the use of 28 virtual coils 

which gives 86% retained signal but leaves 35% of the signal in the interference region. 

This means that its use results in a substantial SNR reduction while still leaving around a 

third of the interfering signal, as is visible in Figure A.5c. 
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Figure A.5: Example ROVir implementation. Subplots show (a) the selected 3D signal and interference regions and (b) 

the retained signal and interference when using 𝑁𝑉 out of the resulting 32 ROVir channels, and (c) the reconstruction 

using the first 28 ROVir coils (such that 𝐼𝑚𝑖𝑛 > 85%). Figures (a) and (c) are shown using the same colour bar range. 

Based on these results, we concluded that the best way to reduce the field-of-view in the 

head-foot direction would be to use a combination of techniques, such as spatial saturation 

to remove most unwanted signal and ROVir to reduce the fat signal. An alternative option, 

which was not explored in this work, would be to also include spectral fat saturation pulses 

to reduce the remaining fat signal, although this could possibly affect the signal in lipid 

plaque components. 

Acquiring DANTE-SPACE data with a smaller FOV using the approaches discussed here 

would reduce the data quality through the combination of the reduced signal when using 

ROVir coils, the √𝑅 penalty, and possible remaining artefacts. Given the relatively low 

inherent contrasts of the DANTE-SPACE sequence, this could obstruct vessel delineation. 

Therefore, this thesis mainly focused on improving the VW contrasts. Further work could 

consider reducing the scan time using the approaches discussed here. 

A.3 SPACE: Flip Angle Trains 

The following SPACE flip angle train (in degrees) was used for all DANTE-SPACE 

acquisitions at 7T (starting with the 90° excitation pulse): 

90.0, 87.7, 48.2, 38.0, 32.3, 29.2, 26.6, 24.9, 23.2, 21.9, 21.1, 22.1,

 22.6, 23.2, 23.8, 24.6, 25.4, 26.3, 27.1, 28.1, 29.1, 30.2, 31.2,

 32.4, 33.5, 34.7, 36.0, 37.3, 38.8, 40.3, 41.9, 43.7, 45.6, 47.6,

 49.9, 52.4, 55.1s, 58.2, 61.6, 65.7, 70.3, 72.5, 73.6, 74.0, 74.2,

 74.7, 75.1, 75.6, 76.0, 76.5, 77.0, 77.5, 78.1, 78.6, 79.3, 80.0,

 80.7, 81.5, 82.3, 83.2, 84.3, 85.4, 86.6, 88.1, 89.6, 91.5, 93.5,

 95.9, 98.7, 102.0, 105.9, 110.9, 117.3, 125.9, 139.1 
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And the following flip angles were used at 3T: 

90.0, 100.9, 58.5, 46.6, 40.1, 36.6, 33.5, 31.3, 29.1, 27.3, 26.7, 

 27.5, 27.9, 28.6, 29.3, 30.2, 31.1, 32.2, 33.4, 34.7, 36.0, 

 37.4, 38.7, 40.2, 41.6, 43.2, 44.9, 46.7, 48.7, 50.8, 53.1, 

 55.6, 58.2, 61.3, 64.6, 68.4, 72.7, 77.6, 83.5, 90.4, 93.9, 

 95.0, 95.0, 95.2, 95.7, 96.0, 96.3, 96.7, 97.2, 97.6, 98.0, 

 98.5, 99.1, 99.6, 100.2, 100.9, 101.6, 102.4, 103.3, 104.2, 105.3,

 106.4, 107.8, 109.2, 110.9, 112.8, 114.9, 117.4, 120.4, 123.9, 128.1,

 133.5, 140.6 

A graph comparing those two flip angle trains can be found in Figure 7.5. 


