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Welcome from the Workshop Co-Chairs 
It is our pleasure to share with you the Proceedings of the 2nd International Workshop on Digital 
Language Archives (LangArc-2023)!  The proceedings include 10 peer-reviewed accepted 
submissions from Asia, Australia, Europe, and North America. The workshop, held as a virtual 
event on June 30, 2023, US Central time (June 30-July 1, 2023, Coordinated Universal Time 
UTC), is part of the ACM/IEEE Joint Conference on Digital Libraries 2023 https://2023.jcdl.org/ .  

This interactive virtual workshop seeks to address a growing need. It explores a broad scope of 
issues related to digital language archives -- digital libraries that preserve and provide online 
access to language data. The objective of this workshop is to bring together researchers, 
practitioners, educators, and students from around the world who are currently working or are 
interested in working in different areas related to collecting, archiving, curating, organizing, and 
providing access to born-digital or digitized language data, and evaluation of digital language 
archives. The workshop will help foster collaborations among information professionals; library 
and information science, linguistics, data science, computer science, and humanities 
researchers; educators; representatives of language communities (including indigenous 
communities, refugees, speakers of under-resourced languages); and other interested 
audiences. The event is the second one in the series of regular workshops focused on the digital 
language archives. The 1st International Workshop on Digital Language Archives was held 
online on September 30, 2021, as part of the ACM/IEEE Joint Conference on Digital Libraries 
2021. 

We hope you find these proceedings interesting and useful and will consider attending or 
actively participating by authoring submissions for the upcoming meetings of the International 
Workshop on Digital Language Archives.  

Dr. Oksana L. Zavalina, Professor at the Department 
of Information Science at the University of North Texas 
Oksana.Zavalina@unt.edu  

Dr. Shobhana L. Chelliah, Professor at the Department 
of Linguistics at the Indiana University Bloomington 
schellia@iu.edu   
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ABSTRACT 
The Bharatavani project, launched in 2016 initiated by the 
Government of India, addresses the crucial need to preserve and 
promote indigenous languages and cultures. The paper presents an 
overview of the project, which focuses on recording socio-cultural 
and linguistic information about 121 Indian languages and making 
it accessible to a broader audience. The project leverages 
technological advancements to document significantly smaller and 
lesser-known languages and mother tongues in India, to raise 
awareness and maintain and promote the country's rich linguistic 
diversity. The Bharatavani project aims to bridge the digital divide 
and ensure equal access to knowledge and information by 
emphasising the importance of incorporating these languages into 
the digital sphere. Through the creation of e-content, the project 
offers multimedia resources, including text, audio, video, and 
images, through the online portal www.bharatavani.in and the 
Bharatavani Android App. This research highlights the significance 
of content generation, software development, and web portal 
creation for selected languages in the first phase, with subsequent 
plans for translation, online teaching-learning, and language 
teacher training in the second phase. By embracing the potential of 
technology, the Bharatavani project aspires to create a Knowledge 
Society in the digital era, enabling individuals across India to 
explore and celebrate their linguistic heritage.  

CCS CONCEPTS 
  • Applied computing → Computers in other domains → Digital 
libraries and archives • General and reference → Document types 
→ Surveys and overviews • Social and professional topics → 
Computing / technology policy → Government technology policy 
• Human-centered computing → Accessibility→ Accessibility 
technologies. 

KEYWORDS 

Digital Archives, Bharatavani, Ministry of Education, E-content, 
Indigenous Languages  

ACM Reference format: 
Narayan Choudhary, LR Premkumar, Chandan Singh, Shubhanan Mondal, 
Shivangi Priya, Beluru Sudarshan, P. Perumal Samy, and Shailendra 
Mohan. 2023. Bharatavani project - Reviving linguistic diversity and 
cultural heritage in India: A Case Study. In Proceedings of the 2nd 
International Workshop on Digital Language Archives (LangArc-2023), 
ACM/IEEE Joint Conference on Digital Libraries. USA, 3 pages. 
https://doi.org/10.12794/langarc2114300  

1 INTRODUCTION 
As a nation, India is known for its linguistic diversity and 

pluralism. Languages of India primarily belong to five linguistic 
families: Indo-European, Dravidian, Austro-Asiatic, Tibeto-
Burman, and Samito-Hamitic [1]. According to the Census of 2011, 
there are 121 languages and 270 mother tongues with speakers' 
strength of 10 000 and above at the national level [3]. Twenty-two 
of these languages are included in the VIII Schedule of the 
Constitution of India, and there are 100 non-scheduled languages 
spoken by more than 10,000 speakers each. Moreover, there are 
several languages/mother tongues that are spoken by fewer than 
10,000 persons each. The scheduled and non-scheduled languages 
and some other languages/mother tongues have writing systems.  

In contrast, hundreds of languages/mother tongues remain oral. 
However, in the face of globalisation and the dominance of a few 
major regional languages, many regional and indigenous languages 
have been marginalised, risking the cultural heritage they embody. 
In response to this challenge, the Government of India launched the 
Bharatavani Project to preserve, promote, and propagate linguistic 
diversity by leveraging digital technologies. This research article 
provides an overview of the Bharatavani Project, its objectives, 
implementation strategies, and its impact on language 
documentation, promotion, and revitalisation. Additionally, it 
explores the project's significance in the broader context of 
linguistic heritage preservation and the challenges that need to be 
addressed for its sustained success.  

Electronic content came rather late into Indian languages. In 
order to preserve knowledge about indigenous languages and 
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cultures, it is crucial to record socio-cultural and linguistic 
information about these languages and make it accessible to a wider 
audience. It is essential to utilise technological advancements for 
documenting vernaculars, mainly smaller and lesser-known 
languages/mother tongues in India. This project can effectively 
raise awareness about these languages/mother tongues, thus 
contributing to maintaining India's rich linguistic diversity.  

In India, the exclusion of mother tongues from formal education 
is closely tied to the perception of inferiority and reduced vitality 
[2] attributed to minor, minority, and tribal languages compared to 
dominant majority languages like English. Furthermore, the 
preference for English-medium education has marginalised other 
major regional and constitutional languages, significantly 
weakening them across all aspects of Indian society. Globalising 
information through the internet primarily occurs in English and a 
few scheduled languages, leaving hundreds of languages/mother 
tongues absent in the digital content realm. Moreover, content 
development in these languages/mother tongues, including their 
cultural components (textual, auditory, or visual), progresses 
slowly. As a result, a significant portion of the population needs 
help to utilise the information available in cyberspace to enhance 
their knowledge and foster social and economic growth. The need 
for technology to incorporate these languages/mother tongues into 
digital networks or provide translation services further compounds 
the issue.  

To overcome this gap, the Ministry of Education, Government 
of India, launched the Bharatavani Project to address these 
challenges and safeguard India's linguistic heritage. The 
Bharatavani Project is implemented by the Central Institute of 
Indian Languages, Mysore, in the form of a web portal and mobile 
application where registered users can access books dealing with 
encyclopaedia, language learning materials, dictionaries & 
glossaries, textbooks, grammar and more in 121 Indian languages 
for free. Till March 2021, Bharatavani had accomplished the task 
of hosting more than 5500 resources in 92 Indian languages. 
Besides books, Bharatavani hosts multimedia content describing 
various literary and cultural aspects of Indic linguistic 
communities. Already the biggest single knowledge portal in the 
world, Bharatavani mobile application is now operational with 
200+ digital dictionaries in multiple languages and subject 
combinations, the first of its kind in the world. Bharatavani has 
become the world's largest single-point hub of important 
indigenous content. The objective is to make indigenous 
knowledge resources in their respective languages available 
through a robust digital platform. 

One of the project's key objectives is to develop e-content in 
different languages/mother tongues and showcase India's linguistic 
diversity in cyberspace. It is an integral part of the broader mission 
of creating a Knowledge Society in the Digital India. The project 
ran in two phases. In the first year, 18 Scheduled languages 
(Assamese, Bengali, Bodo, Dogri, Gujarati, Kannada, Kashmiri, 
Konkani, Malayalam, Manipuri, Maithili, Marathi, Nepali, Oriya, 
Punjabi, Santali, Tamil, Telugu) and 32 non-scheduled languages 
were be covered. In the second year, 68 non-scheduled (excluding 

Arabic, Afghani, English and Persian) Indian languages/mother 
tongues were covered. 

The project revolves around an online portal called 
www.bharatavani.in and a corresponding Bharatavani Android 
App. These platforms deliver knowledge in multimedia formats, 
including text, audio, video, and images, for all languages in India. 
The project's initial focus is on content aggregation and developing 
a corner on the web portal for selected languages. The project aims 
to encompass translation, online teaching-learning, and online 
language teacher training in the second phase. Overall, the 
Bharatavani Project aims to leverage digital platforms to facilitate 
access to knowledge and information in and about all languages in 
India. By doing so, it seeks to embrace the country's linguistic 
diversity and contribute to advancing a Knowledge Society in the 
digital age. 

2  OBJECTIVES OF THE BHARATAVANI 
PROJECT 

The primary objectives of the Bharatavani Project include:  

1. Creating a digital repository of linguistic resources: The 
project focuses on collecting, digitising, and archiving 
language-related materials, such as dictionaries, grammar, 
texts, and audio-visual content, to build a comprehensive 
repository.  

2. Development of linguistic tools and technologies: The project 
emphasises the development of language learning tools, 
machine translation systems, text-to-speech synthesisers, and 
other language technologies to facilitate linguistic research 
and communication.  

3. Dissemination of linguistic resources: Bharatavani aims to 
make linguistic resources accessible to a wide range of users 
through online platforms, mobile applications, and offline 
modes to promote language learning and research.  

3  IMPLEMENTATION STRATEGIES 
The Bharatavani Project employs a multi-faceted approach to 
achieve its objectives:  

1. Language documentation and digitisation: Linguistic scholars 
and experts collaborate to document and digitise linguistic 
resources in various Indian languages, ensuring their 
preservation and accessibility.  

2. Technology development: The project invests in research and 
development of language technologies to facilitate language 
learning, content generation, and translation services.  

3. Language promotion and awareness: Bharatavani conducts 
workshops, seminars, and awareness campaigns to promote 
linguistic diversity and foster pride in regional languages 
among communities. 
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4 IMPACT AND ACHIEVEMENTS 
Since its inception, the Bharatavani Project has made significant 

strides in language preservation and revitalisation. Some of the 
notable impacts and achievements include. 
1. Preservation of endangered languages: By digitising and 

archiving endangered languages, the project has helped 
prevent the loss of linguistic knowledge and cultural heritage 
associated with these languages.  

2. Language learning and dissemination: The project has 
provided digital platforms and mobile applications that enable 
users to learn Indian languages, facilitating cross-cultural 
understanding and communication.  

3. Academic and research support: The availability of linguistic 
resources and technologies has enhanced linguistic research, 
enabling scholars to delve into the grammatical structures, 
dialects, and socio-cultural aspects of different languages. 

4 CONCLUSIONS 
Despite its successes, the Bharatavani Project faces several 

challenges that need to be addressed for its continued effectiveness. 
Indian language scripts are complex and challenging to connect 
with digitally generating software programmes. In contrast to 
English, where consonants and vowels have different 
representations in word creation, the alphabet, which consists of 
both, is written as a single unit for Indian languages. Indian scripts, 
sometimes known as abugida scripts due to this distinguishing trait, 

are challenging to create and incorporate into programmes. Also, 
making the Indic scripts compatible across devices is a major task 
for developing language technologies-based applications. In 
addition, for error-free performances, the unique glyphs used by 
Indian languages that cause issues with various devices must be 
fixed.  

The Bharatavani Project is a significant initiative to protect 
India's linguistic diversity and preserve the cultural heritage 
embedded within these languages. The project has made 
commendable progress in language preservation, dissemination, 
and research by leveraging digital technologies and fostering 
community involvement. However, to ensure its sustained success, 
continued support, collaboration, and innovative strategies are 
necessary to overcome the challenges and propel the project 
towards a more inclusive and linguistically vibrant future for India.  

REFERENCES 
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ABSTRACT 
Collections in language archives typically include photographs.  
The purpose of these photographs is to supplement linguistic 
information about materials, places, and people related to cultural 
activities that are being forgotten.  Instruction on metadata creation 
for these photograph deposits must take into consideration the 
variety of depositors to and users of language archives. In addition 
to the use of existing controlled vocabularies, classification lists, or 
thesauri in metadata creation, we observe in metadata for 
photographs the need for open-ended descriptions of personal 
experience related to the objects, places, and things photographed. 

CCS CONCEPTS 
• Applied computing → Computers in other domains → Digital 
libraries and archives • Applied computing → Document 
management and text processing → Document management → 
Document metadata • Information systems → Users and interactive 
retrieval; Multilingual and cross-lingual retrieval 

KEYWORDS 

Language archives, photographs, metadata guidelines, language 
revitalization, community documentation, lexicography, dictionary 

ACM Reference format: 
Shobhana L. Chelliah. 2023. Making photographs in language archives 
maximally useful:  metadata guidelines for community and academic 
depositors. In Proceedings of the 2nd International Workshop on Digital 
Language Archives (LangArc-2023), ACM/IEEE Joint Conference on 
Digital Libraries. USA, 3 pages. https://doi.org/10.12794/langarc2114301 

1  RESEARCH PROBLEM 
Collections in language archives typically include photographs.  

The purpose of these photographs is to supplement linguistic 
information about materials, places, and people related to cultural 
activities that are being forgotten.  See for example The Language 
Archive 
(https://archive.mpi.nl/tla/islandora/object/tla%3A1839_00_0000_
0000_0018_206F_2).  The photograph is a key part of recovery of 
cultural information - a picture can supplement in invaluable ways 

words used to describe an object, person, or place or evoke memory 
of that object and its use, or a person and the relationship of that 
person to place or event.   

The protocols for the digital preservation of photographs and the 
standard metadata needed for cataloging a photograph are well 
known (see for example, 
https://archivingforthefuture.teachable.com/  and 
https://vrc.uchicago.edu/guide-cataloging-your-images).  An 
additional question posed by endangered language archival 
collections is the need for depositors where languages are in a state 
of attrition.  Here, we ask two questions related to depositors and 
users.  For depositors we ask, given that language documentation 
is undertaken by different stakeholders and researchers, 
• What help can be provided in the selection and metadata 

collection process for photographs included in collections?   
• What should depositors be aware of regarding the 

cataloging, cross-referencing and description of these items?   
• How should they create metadata for these items?  The 

traditional practices represented in the photographs may be 
linked by keywords, but speakers may not know those 
keywords because they have lost or are losing terms related 
to traditional practices.  In this case, what additional 
information or guide is necessary to support access to 
culture and language documentation as provided in the 
photographs? 

Using six anonymized depositor profiles, we first describe the 
differing goals and needs of depositors.  We also consider how 
these needs and goals impact the kinds and number of photographs 
included in collections along with the metadata provided and how 
this metadata may provide access to community users of the 
archive.  Previous guidelines on photograph metadata are not 
necessarily modeled for nonacademic community depositors and 
users.  Take, for example, this explanation of descriptive metadata 
for relating files from Archiving for the Future: “…if a set of digital 
photographs of woven designs in fabric are meant to accompany a 
PDF document that describes weaving techniques, this information 
should be included in the descriptive metadata about these objects. 
Note that such relationships between files are also relevant 
structural metadata.” [1] This statement is accurate and clear but 
with some reframing could be useful for a wider population. 
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2  BACKGROUND 
Language documentation is a sub-discipline of linguistics based 

on awareness that all languages are valuable in the investigation of 
the extent and limits of cultural and linguistic diversity [2].  
Linguists and communities speaking languages that have yet to be 
fully described face the danger of irrevocable loss of these sources 
of information as intergenerational transmission of language and 
culture is no longer guaranteed due to the pressures of world 
languages and additional factors such as displacement [3,4]. 
Documentary linguistics has placed a great effort on the creation of 
comprehensive digital, long-lasting records of at-risk or 
endangered language through language archiving.  Language 
archives are the result of this effort.    

 
The linguistic and cultural information in language collections 

may be used by those who robustly know and use the language, 
those who are heritage speakers with only a few words or phrases 
in their repertory, or someone with linguistic fluency between these 
situations ([5] and [6] on levels of proficiency).   Depositors may 
have an academic connection to the language and be experts in the 
interpretation and use of the materials deposited (e.g., a verb 
paradigm, a traditional narrative with morphological glossing) or 
be non-academics involved in community or individual 
revitalization efforts [7].  It is against this backdrop that we look at 
metadata and guidance for depositors and users of photographs in 
language archives.    

3  DEPOSITOR AND USER PROFILES 
As part of our mission at the Computational Resource for South 

Asian Languages archive (CoRSAL: https://corsal.unt.edu/), we 
provide for would-be depositors the workshops and one-on-one 
sessions on metadata creation. Based on these, I list six scenarios 
of photograph deposits and challenges to metadata creation. 

3.1  Non-community academic depositors 
 
Our non-community academic depositors often include 

photographs with particular texts, such as traditional narratives, to 
provide additional tools for interpreting and contextualizing those 
texts.  For example, the collection may include a traditional 
narrative about a particular type of building, so the depositor may 
include pictures of the building, its rooms, and materials used to 
construct the room.  In this case, the depositor must be aware that 
in most digital repositories each picture will be entered as an 
independent item in a digital collection, and that the metadata 
would be the only way for a user to access these items together.  
Thus, the depositor must link the text in all its forms (audio, video, 
and transcriptions) with all the photographs.   

Another type of photograph included by non-community 
academics are pictures of events such as story-telling festivals and 
literacy workshops.  Some reasons it makes sense for a resource of 
an endangered language to include pictures of such events are to 
document who in the community is involved in language work, 
which elders’ speech is represented, and which varieties (such as 

which village) are represented.  The metadata for such items would 
be useful if they included relevance to the revitalization process and 
links with relevant audio and video (such as narratives provided by 
elders in the pictures). 

A third category of photograph we have seen in the deposits of 
academic depositors is project staff at conferences or on field trips. 
Here, we provide our depositors with the following rule of thumb: 
if when creating metadata, the photograph does not link to any 
culturally or linguistically relevant place, person, or thing, consider 
excluding the photograph from the archival collection and 
including it on the project website.   

3.2  Community depositors 
Community members may contribute photographs to cultural 

heritage sites such as the Boro and Dimasa Heritage Digital 
Archive (https://bododimasaarchive.org/digital-heritage).   
Photographs are a very common upload to such sites but as we 
learned when listening to depositors at a workshop for this 
platform, metadata creation can be difficult.  On the one hand, it 
seemed to the depositor unnecessary to include information that 
was well known to the community and on the other it was almost 
overwhelming as there was so much to be said about each item.   In 
most cases, depositors wrote a few words and left it at that.  Here, 
some training is needed for community members to examine why 
they included a photograph (what is the larger cultural significance, 
how is the photograph relevant to an event being documented, or 
how does the photograph have personal significance), what 
elements would need to be understood by future generations 
(including key ethnographic descriptors as described in [8]), and 
their own experience with or position vis-à-vis the item, place, 
event, or person.  Again, the depositor needs to be aware that the 
photograph will be an independent item and in order to link with 
related items, the depositor must keep track of keywords and 
descriptions to repeat these in items that need to be linked together.  
One method of metadata creation we are now investigating is for 
the depositor to turn on a recorder, say the file name of the 
photograph, and record answers to a list of questions on the who, 
what, which, when, where, and how about the photograph along 
with room for why-  that is, why has the depositor chosen to include 
this photograph in their collection.  We feel that this low-stress 
method will free the community depositor to be more informative.  
A challenge here will be to acquire a contact language that is 
familiar to both the depositor and the curator.  

Several CoRSAL depositors are expert photographers and 
videographers.  We refer, for example, to the Daniel Tholung 
deposit of photographs in the Lamkang Language Resource digital 
collection. This deposit includes many pictures of dancers in 
traditional attire.   The metadata directs viewers to specific aspects 
of the items pictured and provides names of items, ways they are 
created, who wears them and when.  Items and metadata such as 
these can be used as a guide for community depositors about what 
to aim for in terms of completeness and relatedness of items. 
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3.3  Lexicographer depositors 
Another category of depositors to CoRSAL are dictionary 

creators who include photographs illustrating words in a dictionary 
and deposit both the lexical database and the photographs for 
archiving.  The result for a digital collection is potentially hundreds 
of individual photographs all related to a single dictionary project.  
The metadata creator needs to be aware that some users will browse 
the collection without knowledge of the overarching lexicography 
project, so the photographs must be relevant as a standalone piece.  
For this reason, the description of the item could include the full 
dictionary entry including pronunciation, translation and 
description and refer to related sound files where available. 

4 CONCLUSION 
Photographs can be an important tool in language and culture 

revitalization efforts and therefore are included in language 
archives.  Depositors need guidelines on how to select and describe 
their photographs.  Users need to know which photographs are best 
viewed together through relevant and transparent keywords.  The 
onus of knowing keywords beforehand and details of traditional 
practices to support searching, cannot be placed on the user since, 
in the revitalization context, exact practices may be only weakly 
known. Rather, metadata must be overly specific and maximally 
linked to provide access. The main metadata takeaways are that: 
1. Those depositing photographs used to illustrate dictionaries 

should fully fill out the metadata fields with the information 
in the dictionary entry so that the photograph tells a story as 
an independent item.  In addition to this, the photograph 
should be linked back to the dictionary as a whole. 

2. Those depositing pictures of events should note in the 
description the significance of the event for the goal of the 
collection as a whole.  Each picture should tell a different 
part of the story so that there are no duplicates. Photographs 
not relevant to the goal of the collection should be omitted. 

3. Photographs are a useful mechanism for enriching verbal 
descriptions of cultural practices.  Depositors can be guided 
on how to express cultural details including the personal 
significance of the photographed items, persons, and 
places.  Training is needed in the use of keywords to link 
related photographs. 

4. Sample community deposits can be a great way to 
demonstrate how community depositors can create useful 
metadata for photographs. 
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ABSTRACT 
A high proportion of materials held by archives in Arabian Gulf 
and included in digital collections are oral histories, manuscripts, 
and other language content. As metadata is important for resource 
discovery, this study aimed to develop understanding of the current 
state of metadata practices in digital collections of archival 
institutions in the Arabian Gulf region. It also explored perspectives 
(including attitudes and possible barriers) for development of large-
scale regional portals that would facilitate discovery of Arab digital 
archives (including language collections) by aggregating metadata. 
This research project used semi-structured interviews of the 
managers of 4 out of 5 digital language archives in Kuwait. Results 
provide insights into perspectives of metadata interoperability 
among archives and suggest the need for metadata training, and 
documenting metadata creation guidelines. Findings contribute to 
evaluating the feasibility of and planning for future functional 
regional aggregations of cultural heritage digital collections. 

CCS CONCEPTS 
• Information systems → Database administration • Applied 
computing → Computers in other domains → Digital libraries and 
archives • Applied computing → Document management and text 
processing → Document management → Document metadata • 
General and reference → Evaluation 
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Arabic language archives, information organization, information 
access, metadata interoperability  
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1 INTRODUCTION AND LITERATURE 
REVIEW  

Archives are cultural heritage institutions whose main function is 
to provide access to information. This access is enabled through 
information organization, which includes development and 
application of data content standards that guide metadata creation, 
for example, Describing Archives: A Content Standard (DACS). In 
information science and practice, the term metadata refers to 
bibliographic records that represent materials held by cultural 
heritage institutions (archives, libraries, and museums). Metadata 
is considered according to the type, function, domain, etc. (e.g., 
[4],[17]). Metadata must provide easy access and retrieval for the 
users, as well as support for the work tasks of collection managers 
[18]. Frameworks for evaluating metadata quality formulated 
metadata quality criteria (e.g., [7]). 

Metadata schemes (e.g., Dublin Core, Encoded Archival 
Description, Machine Readable Cataloging: MARC, Open 
Language Archives Community Metadata: OLAC) include 
metadata element sets accompanied by metadata creation 
guidelines. Organization of information also entails development 
and application of the controlled vocabularies for names of persons 
and institutions (e.g., Union List of Artist Names, Thesaurus of 
Geographic Names), subject, genre, language, and other terms 
(e.g., Library of Congress Subject Headings, OLAC Discourse 
Type Vocabulary, Glottolog), and classification systems (e.g., 
Dewey Decimal Classification: DDC, etc.). In addition to these 
international standards for information organization, institutions 
often develop their own local metadata schemes, controlled 
vocabularies, and guidelines, or create adaptations of existing 
standards for their digital collections to better meet their target 
audience’s needs. 

To facilitate access and improve user experience, metadata 
records that represent materials held by archives, libraries, and 
museums are brought together in aggregations that serve as 
centralized points of access. Well-known examples of such 
aggregations include multinational (Europeana), and regional (e.g., 
Digital Library of the Caribbean). For a portal like that to function 
properly and support resource discovery, metadata aggregated in a 
portal needs to be interoperable. Metadata interoperability can be 
defined as “the compatibility of two or more systems such that they 
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can exchange information and data and can use the exchanged 
information and data without any special manipulation” [8]. 
Quality of metadata has been evaluated and discussed in relation to 
its interoperability when brought together into aggregations of 
digital content (e.g., [20]). 

Metadata interoperability is commonly achieved through 
development of mappings between different metadata schemes, and 
aggregation-wide metadata guidelines (e.g., metadata application 
profile) that metadata harvested into the aggregation needs to 
conform to (e.g., [9], [14]). The first step in this process is the 
background exploration of metadata practices and standards used 
by institutions that will likely participate in the portal as 
contributors. The first centralized portal – the Digital Library of the 
Middle East that aims to provide access to digital content from the 
Arabian Gulf archives, libraries, and museums – was launched in 
2021. 

Cultural heritage institutions in the Middle East have a long 
history of using international information organization standards. 
For example, Egyptian Organization for Standardization and 
Quality Control helped translate international information 
organization standards since 1957; Jordan Library and Information 
Association modified Dewey Decimal Classification system to 
better meet the needs of regional users since 1970s [10]. Arabian 
Gulf countries embrace the opportunity to share their knowledge 
with other countries through digital collections. The digitization 
movement in the region was pioneered by Qatar that launched its 
digital library in 2012 (Qatar National Library, no date). UNESCO 
special envoy for basic and higher education believes that 
digitization efforts could help the world better understand Arab 
culture [5]. 

Arabic language, along with e-government and information 
retrieval is among the most common research topics of the articles 
by authors from the Arabian Gulf published in top journals [19]. At 
the same time, there is shortage of investigations into the 
information organization practices in Arabian Gulf counties, 
especially in archives. So far, only one published paper and one 
poster abstract focused on the creation or adoption of metadata, 
metadata quality assurance, metadata interoperability in Arabian 
Gulf institutions, including one Kuwaiti archive that provides 
access to Arab language and culture data [2, 3]. No research has yet 
been published on aggregation of metadata in the portals that 
provide central point of access to collections of cultural heritage 
institutions, including archives. Our exploratory study examined 
the status of the organization of knowledge in archives in an 
Arabian Gulf country that can be characterized as digital language 
archives as they: 
• have been developed largely by collecting oral histories 

after the Gulf war of 1990 when most Kuwaiti archival 
collections perished [1] 

• provide access to digitized and/or born-digital Arab 
language materials. 

2 METHOD 
The research questions addressed by this study were:  

• What are the techniques and approaches used in archives’ 
information organization: metadata schema, data content 
standards, controlled vocabularies, content management tools, 
search options, metadata harvesting, etc.?  

• What are the archive metadata managers’ perceived readiness 
for and barrier to aggregating metadata in regional portals that 
would facilitate discovery of Arab digital archives (including 
language collections)?  

This study focused on one Arabian Gulf country:  Kuwait. 
Archives were selected based on criteria which included location 
of headquarters in Kuwait, and availability of one or more digital 
collections managed by the archive. At the time of data collection, 
only 5 archives in Kuwait met these criteria. Potential respondents 
were selected from the lists of employees available on their 
institutions’ websites. Interviewing those employees of Kuwaiti 
archives who make decisions about information organization in 
digital collections allowed to identify similarities and differences, 
as well as opportunities and challenges for providing access to 
digital collections via large-scale centralized portals. The interview 
recruitment email was sent in two languages (English and Arabic) 
and invited to respond in the language of respondent’s choice. The 
response rate constituted 80%, with representatives of 4 archives 
participating in the study.  

 We used email interviews as they allow participants to find time 
in their schedule to provide more thoughtful, reflective responses 
[13]. Previous studies on metadata-related topics relied on email 
interviews and found this approach effective [15]. The semi-
structured interview questions were sent to the participants in both 
English and Arabic and participants had the freedom to choose the 
language of their answers. 

3 FINDINGS AND DISCUSSION 
The participants’ views regarding large scale portals that would 

aggregate metadata records representing items in the Arabian Gulf 
countries’ digital collections were very positive overall. All 4 
participants believed this to be a necessary development. 
Respondents also raised some concerns, specifically emphasizing 
the associated costs. Despite Arabian Gulf countries’ generally 
strong economies, governments are not necessarily ready to invest 
in such projects due to various reasons, including the post-
pandemic shift of focus to other areas, and traditional lack of 
government support to archives.  Participants also pointed out the 
lack of the workforce with the expertise and preparation necessary 
to design and implement projects like this in the Arabian Gulf 
countries, as there are no established large-scale aggregations in the 
region. Participants suggested that as a possible solution, which 
would however increase project costs, international experts with 
experience implementing and maintaining such portals could be 
hired. Relying on professionals from other countries is already an 
established practice.  

The study revealed a variety of training levels among those 
responsible for metadata in digital collections. One respondent 
reported having a graduate degree in Library and Information 
Science, another in Library and Information Technology, and one 
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more in Computer Science.  One participant had an International 
Baccalaureate 2-year degree in unrelated field although took some 
archiving coursework In addition to formal education, one 
archive’s metadata manager reported that they were trained by 
more experienced colleagues/professionals, another one stated that 
they received personal on-the-job training, one participant was 
entirely self-trained in the archive metadata management tasks of 
their job, and the 4th participant reported a combination of self-
training and attending workshops. Respondents had a wide range 
of years of experience in the field: one worked in archives since as 
early as 1989 and the most recently hired of our study participants 
started in 2008. 

In the digital collections of two archives, searching is available 
in both Arabic and English languages. Two other archives only 
provide Arabic-language search capability. In 3 digital archives 
that participated in the study users can print and save/download 
digital items, as well as send them over email. Sharing on social 
media is also available in 2 archives. One archive implemented 
only the search function and no other navigation/interaction 
functions. 

No single digital content management system was found to be 
used by more than one archive. Respondents were found to rely on 
VIRTUA, SQL, and Symphony. One archive developed its own in-
house digital content management system. None of the participants 
reported that their metadata records are exposed for harvesting 
using Open Archives Initiative Protocol for Metadata Harvesting 
(OAI-PMH). 

Three respondents reported using MARC 21 as the metadata 
scheme for their digital collections. One archive developed a local 
metadata scheme based on Dublin Core as shown in Figure 1 
below, with 13 descriptive metadata elements based on 12 Dublin 
Core elements. None of the participants used the archive-specific 
metadata scheme Encoded Archival Description (EAD).  

Two Kuwaiti digital language archives used standard Dewey 
Decimal Classification (DDC), and one developed the DDC-
inspired local “Islamic Dewey” classification system.  One archive 
relied on the outdated version 20 of the DDC released in 1989, 
while 3 newer versions have appeared since then (the latest in 2012) 
due to the limited budget not allowing for upgrade. One 
respondent’s’ answer to the question about classification scheme(s) 
used was invalid as they referred to the Anglo-American 
Cataloging Rules which is not a classification system.  

Two study participants reported using subject headings lists 
developed by and for Arabian Gulf countries: El-Khazindar list of 
Arabic Subject Headings (Khazindar, 1983) or The Major List of 
Arab Subject Headings (https://www.amazon.com/-القائمة-الكبرى
 ebook/dp/B07FXFCNNN/). Maknaz-لرؤوس-الموضوعات-العربیة
Expanded Thesaurus (http://en.maknaz.org/) developed in the 
Arabian Gulf and available based on subscription is used in one 
archive as a controlled vocabulary for genre terms and names, in 
addition to subject terms. Participants did not mention any other 
controlled vocabularies used and relied on free-text keywords for 
metadata fields other that those representing aboutness, genre, and 
creators or contributors. 

 
Figure 1: Metadata record example 

To the question about availability of local metadata creation 
guidelines that are used to document and guide the metadata 
practices at their institutions, two interview participants responded 
negatively (with one of them commenting that they follow the 
guidelines of an existing standard: MARC 21). One interviewee 
reported having metadata creation guidelines restricted for internal 
use only on the site of the archive. None of the participants 
mentioned following the metadata guidelines found in the 
international standards for archival description: ISAD[G] and 
ISAAR[CPF]. 

4 CONCLUSION 
This exploratory study’s findings will be useful as a benchmark 

for future research. Results show that some international standards 
of information organization have been adopted or adapted for the 
regional needs by those archives in Kuwait that include digital 
collections of Arabic-language materials and therefore fit the 
definition of a digital language archive. Our study found lack of 
metadata creation guidelines documenting local practices in 
application of the standards or locally developed information 
organization tools, and lack of participation in metadata harvesting 
with OAI-PMH or equivalents, which indicate potential challenges 
for interoperability of metadata.  Other potential challenges include 
limited technical skill sets and financial resources available to 
support aggregations of archival digital collections. 

Future research is needed to investigate metadata quality in 
digital archive collections with Arabian language content. Future 
studies will also examine the status of the organization of 
knowledge in other digital language archives in Kuwait, as more 
such archives are developed, and in other Arabian Gulf countries: 
Bahrain, Oman, Qatar, Saudi Arabia, and United Emirates. The 
observed metadata quality and metadata-related practices in these 
countries might affect the establishment of large-scale portals that 
include metadata records from entire region. 

To ensure functionality of aggregations the demand for which is 
growing, Arabian digital language archives will need to take 
several steps towards ensuring metadata interoperability. This 
includes adopting and applying unified metadata creation 
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guidelines. Generating crosswalks that show equivalences between 
metadata fields used by different archives in the region, as well as 
mapping between different controlled vocabularies used, is another 
important step worth considering. 
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ABSTRACT 
There is a growing demand to make historic linguistic field 
recordings accessible not only to the scientific community but also 
to the language communities as well as the interested public. 
However, when dealing with a corpus of historic language 
recordings, a number of challenges must be faced before 
dissemination issues can even be addressed. The present paper 
reports the experiences made in preparing a corpus of historic 
Austrian dialect recordings from the Phonogrammarchiv’s 
holdings and the real-life issues encountered in the process and 
discusses what needs to be done with such a corpus before 
something can be done with that corpus. 
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libraries and archives • Applied computing → Document 
management and text processing → Document management → 
Document metadata • Security and privacy → Human and societal 
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computing → Law, social and behavioral sciences → 
Anthropology → Ethnography 
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1 INTRODUCTION 
The Phonogrammarchiv of the Austrian Academy of Sciences has 
been engaged in making linguistic recordings from its inception [1], 
its first recording of an Austrian dialect of German dating from 
1901 [2]. Over the decades, a collection of several thousand 
recordings of German dialects of Austria and adjacent areas has 

been created [3][4]. However, historically grown collections of 
language recordings pose challenges that are rarely discussed, as 
they do not arise in modern corpora that are generated within a 
specific research context and infrastructure. In such collections, the 
recordings were made not only at different times, but also with 
different objectives, according to different methods, with different 
recording technologies, and using different documentation 
practices [5]. Therefore, before such corpora can be exploited in 
linguistic or other research, one must deal with questions of data 
organisation as well as the preservation of their sonic content. 

 

Figure 1. Locations of documented dialect points (audio 
recordings) (© OpenStreetMap contributors) 

In accordance with the then-prospective budget, we selected 
approximately 2450 recordings of spontaneous language on 
magnetic tape (and some digital audio tape cassettes) from, roughly, 
1000 places and 2500 speakers (see Figures 1 and 2), covering 
almost five decades (early 1950s to mid-1990s). In a cooperation of 
the Phonogrammarchiv with the Austrian Science Fund Special 
Research Programme F60 German in Austria and the Austrian 
Centre for Digital Humanities that started in 2016, we digitised 
these recordings and provided a structured and searchable 
description building on the Phonogrammarchiv’s database and aim 
to annotate them utilising the corpus-linguistic structures 
developed in the German in Austria programme, and finally to 
present the results in a common platform. 
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2 DIGITISING THE TAPES 
Traditional analogue sound carriers, e.g., wax cylinders or 
magnetic tape, are subject to natural decay. Once the carrier can no 
longer be played, the recordings on it are lost forever. Therefore, 
perishable sound documents must be digitised as long as the 
carriers can still be properly played in order to preserve the 
recorded contents in the long term. Digital audio data are no longer 
bound to an individual data carrier but can be losslessly copied as 
often as desired. In this way they can be electronically preserved 
for a virtually indefinite period of time. 

At the start of the project, less than half of the recordings had 
already been digitised. The remainder was contained on around 400 
tape reels that were digitised to 24bit/96kHz .wav files and 
subsequently segmented, so that each recording is now available as 
a separate file. We also discovered that among the previously 
digitised materials, a considerable number of digital copies of tapes 
had not been segmented, or only incompletely so, and other tapes 
had been digitised only partially. We therefore had to include the 
completion of these tasks in our workflow. 

 

Figure 2. Fieldwork in Carinthia (1951) 
(©Phonogrammarchiv) 

3 METADATA 
The original historical archival documentation consists of data 
sheets on paper for each recording (for a long time handwritten, 
later typewritten) that were already available in a scanned format 
(.pdf files; for an example see Figure 3). Metadata include, e.g., the 
archive signature, the date and place of the recording, its duration, 
the recordees’ names and social data, the involved fieldworker(s), 
recorded languages/varieties or musical forms, topics and other 
content-related indications, a time protocol detailing the contents 
of the recording, and technical metadata (e.g., technical equipment 
involved, track positions, tape speed). 

3.1 Metadata enrichment 
For handling the metadata, we utilised the pre-existing, very fine-
grained, structures provided by the Phonogrammarchiv’s relational 
database, and the metadata entries already available in it. However, 
these entries were often incomplete and in need of granularisation. 
When the Phonogrammarchiv introduced the electronic 
documentation of recordings in a database around 1990, there were 
already tens of thousands of recordings with archival 
documentation on paper. To save time and to have all recordings 
represented in the database quickly, most often only some basic 
metadata had been entered. An important task in the project was 
therefore to enrich the electronic metadata pertaining to our corpus 

based on the available analogue documentary materials (to be typed 
out or subjected to optical character recognition), and also to 
correct possible errors. 

 

Figure 3. Archive protocol of recording B 33 from 1951 
(excerpt) (©Phonogrammarchiv) 

3.2 Granularisation 
However, when switching to electronic documentation in the 
1990s, it had also been decided to set up the database in such a way 
that it does not document individual recordings but only bundles of 
recordings: the metadata of the individual recordings made by a 
fieldworker on the same day were collapsed and lumped together 
into a single general bundled entry composed of the metadata of all 
recordings in the bundle, thereby dissociating the metadata from 
the actual recordings to which they pertain, as schematically shown 
in Figure 4. In such bundle entries the metadata are no longer 
associated with individual recordings but only with the bundle as 
such. Thus, from Bundle A in Figure 4 it can no longer be told 
whether Mary, or folk song, or Croatian, or any of the other entries, 
pertains to recording 1, 2, or 3. 

 

Figure 4. Lumping together metadata in a bundle entry 
(schematically) 

Therefore, search results can be severely contaminated, since a 
particular search criterion does not return individual recordings in 
the search results but only bundles of recordings that contain one 
or more recordings to which the search criterion applies. In 
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addition, the search results cannot specify which recordings these 
are, and the search may also return a number of recordings to which 
the search criterion does not apply. Similarly, a combined search, 
e.g., a search involving two search criteria, may return bundles in 
the search results in which one or more recordings correspond to 
one of the search criteria at a time but with no recording to which 
both criteria apply. Since with bundles containing more than one 
recording, the search criterion may apply to minimally one and 
maximally all recordings in the bundle in the search results, the 
original protocols on paper must be consulted to determine the 
precise recording(s) to which the search criterion applies. Thus, a 
huge number of recordings cannot be unambiguously found by a 
search in the database, and the database often returns search results 
that do not conform to the search criteria. 

In our corpus, roughly 50% of the recordings were included in 
such metadata bundles. Since sometimes up to 20 speakers (each 
representing the local variety of a different village) were recorded 
on a single day in the field, we were faced with a number of very 
complex bundles. To make the electronic documentation usable for 
any search-related purposes and corpus exploitation tasks, it was 
therefore necessary to granularise all metadata bundles and re-
associate all pieces of metadata with those individual recordings to 
which they actually pertain. Since the problem is not restricted to 
our corpus but extends across the Phonogrammarchiv’s database, 
we decided that the procedures to achieve this must be applicable 
to the database in general. For practical reasons we created an 
excerpt of the Phonogrammarchiv’s database that contains only the 
data sets relevant to our corpus. Later, these data sets will be re-
transferred and will replace the original entries. 

In the next step we granularised all bundle entries composed of 
the metadata of several recordings into as many single-recording 
bundles as there were recordings in the bundle, together with 
extending the bundle signature by a delimiter followed by internal 
consecutive numbering (schematically shown in Figure 5). 

 

Figure 5: Granularisation of multi-recording bundles 

With the help of a matrix tool, each piece of metadata from the 
original bundle entry was then assigned to the single-recording 
bundle to which it pertains. Since in the original multi-recording 
entries all links between the metadata and the respective recordings 
were lost, this reassignment of metadata had to be done manually 
by falling back on the original hand- or typewritten documentation. 

3.3 Timelines in protocols 
Since the timelines in the original protocols of recordings 
(indicating what happens when in a recording) often do not start at 
the beginning of the respective recording but at the beginning of the 
tape reel containing it (which usually contains several other 

recordings), we had to correct the time markers in about 900 
protocols and align them with the sound files (as, e.g., in Figure 6), 
later to be linked to the sound files in the database. 

 

Figure 6: Adapted and original time markers in a protocol 

4 GEODATA 
Due to the large number of villages and towns covered in the corpus 
it was necessary to implement a uniform and unambiguous 
representation of geographical information using a controlled list 
of places and converting mentions of toponyms (recording site, a 
speaker’s place of birth or residence, etc.) into references to entries 
in the list of places. A local authority, Statistik Austria, provided us 
with an up-do-date and official dataset of all towns in Austria, 
including their official administrative names and geodata as well as 
the larger administrative units (municipalities, districts, provinces). 
With the help of this data set, it was possible to set up a 
representation of place names in such a way that they are not only 
identified by their official designations and reference numbers 
(beside geographical coordinates) but also are embedded in the 
hierarchy of the respective administrative units, where each level is 
embedded under the next higher level (i.e., PLACE 
<  MUNICIPALITY < DISTRICT < PROVINCE < STATE), with 
the option of also adding alternative names of a toponym (e.g., 
potential historical names, or its name in other languages), or other 
information. 

5 DISSEMINATION: LEGAL AND ETHICAL 
QUESTIONS 

While it is a noble goal to make historic dialect recordings 
accessible to all interested parties (researchers, communities, or 
also the interested taxpayer who often financed the fieldwork and 
archiving), legal regulations have still to be obeyed, and ethical 
questions must be considered. 

The recordings in the corpus were generally made under the 
stipulation that they would be used only for research purposes but 
would not be made publicly accessible. Thus, the recordings at 
times also feature sensitive or rather personal content (identified as 
such by the fieldworkers, the informants themselves, or also 
archivists), and great care must be taken when considering what 
should be made accessible to whom, even if several decades have 
passed since the recordings were made. 

On the legal side, it must be kept in mind that the recordings 
were made at a time before it became common practice to record 
an agreement with the speaker as to how a recording could be used. 
A crucial question is whether what a speaker utters on a recording 
surpasses the threshold of originality and is protected by copyright 
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law. In most cases this question cannot be decided outside a court 
of law, and permission to publish a recording had to be obtained 
from the speakers or their legal successors. However, in most cases, 
the personal data given in the protocols is not sufficient to track 
down speakers or their heirs (e.g., no date of birth is mentioned but 
only the year of birth, or the age at the time of the recording). If 
speakers or their heirs are not known or cannot be located, the 
respective recordings might be registered as orphan works. 

In some types of research, e.g., sociolinguistics, certain personal 
data may be relevant. Since according to the General Data 
Protection Regulation the protection of an individual’s personal 
data expires with the individual’s passing (see, e.g., [8]), the 
personal data of speakers who are known, or can safely be assumed, 
to be deceased (e.g., if a speaker had reached a higher age than the 
oldest living individual in Austria, or on Earth), could in principle 
be shared. However, ethical considerations may come into play 
here as well. While it is standard practice to anonymise (or rather, 
pseudonymise [7]) personal data in written accounts, sound 
recordings pose the problem of the human voice. Whether or not a 
speaker’s voice counts as personal data is still a matter of debate 
(see, e.g., [8] vs. [9]). 

For such reasons, making the recordings openly accessible is not 
a trivial matter, and affordable solutions generally applicable not 
only to isolated recordings but to larger portions of the corpus, or 
to the entire corpus, are not yet in sight. 

6 CONCLUSION 
The preparation of a corpus of historic language recordings can be 
laden with more complications than first meets the eye. The dire 
funding situation in Austria for such projects often requires 
dividing the work between several cooperation partners 
contributing their respective expertise, and requires the partners’ 
goodwill, and much in-kind work. A high degree of flexibility is 
asked for, since a change of priorities on the part of a cooperation 
partner (or even one’s own department) may soon have the 
consequence that the project’s objectives cannot be achieved 
according to the original planning, so that alternative ways must be 
found. Thus, we hope to be finally able to tackle the issue of 
merging the Phonogrammarchiv’s metadata with German in 
Austria’s corpus-linguistic structure and to start annotating selected 
recordings, which has been delayed for several years. So far, about 
70 transcripts in various formats (from the 1970s) are available. For 
increasing the number of transcripts, we have meanwhile decided 
to also include contributions from parties external to the 
cooperation who work on recordings from the corpus in other 
contexts. It is clear, however, that it will still take time until a 
substantial number of fully described and annotated recordings 
become available. 
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ABSTRACT 
This paper discusses linguistic data and their creation with a focus 
on the human actions and decisions that shape them. The human 
factor and positionalities are often obscured by current practices in 
data handling. Obscuring the human agency does not only reduce 
the transparency of the research but also disenfranchises the 
humans behind the data. The language archive takes a dual role as 
a host for discourse and an agent within it. It cannot claim 
impartiality but adds perspectives to research data and narratives.  

CCS CONCEPTS 
  • Applied computing → Computers in other domains → Digital 
libraries and archives • General and reference → General literature 
• Security and privacy → Digital rights management; Data 
anonymization and sanitization; Information accountability and 
usage control; Social aspects of security and privacy • Human-
centered computing → Interaction design theory, concepts and 
paradigms; Collaborative and social computing theory, concepts 
and paradigms. 
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1 INTRODUCTION 
Humans take a central role in shaping language documentation 

projects and their outputs. These outputs are subsequently archived 
or disseminated to stakeholders and interest groups, e.g., scientific 
publications, text collections, pedagogical materials. In the process, 
the artefactually contained interaction between researcher(s) and 
their consultant(s) is also preserved and offers insights to the 
documentation project [26]. Following Windfeld Lund, all 
documentation has a communicative intent [34]; documentation 
efforts are communicative events that convey the relevance of an 

observation or interaction through time [12]. In linguistic data, 
there are at least two layers of communication, one directed to the 
researcher and the immediate audience by the speaker, the other to 
the envisioned audience of the documentation outputs, e.g., elders 
telling stories for future generations, researchers eliciting a 
phenomenon of particular interest to the research community. This 
constitutes an instance of audience design [6] whereby different 
communicative goals are served by a single interaction. This may 
occasionally cause difficulties in handling data, for example in 
cases where information was shared that should be kept within a 
defined community (e.g., secret knowledge, personal narratives), or 
where communicative intent was biased, or the situation is not clear 
to outsiders. The latter are prominently reported for older data, such 
as legacy materials [4, 28, 29], but can affect new data alike. There 
are different positionalities and perspectives in each archival 
deposit, and interaction with this discourse is facilitated through the 
archive. Thus, the focus of this paper is to discuss the role of 
memory institutions in academic discourse, beyond providing data. 

2 HUMANS IN LINGUISTIC DATA 
A major factor contributing to the commodification of language 

data is the structuralist view of language and society. While a 
structural approach to language is not problematic as such, i.e., 
aiming to describe languages systematically and generalise 
language use by individuals into abstract descriptions, this research 
requires a fundamental transformation of the data: Human agents 
often need to be replaced by variables describing their 
sociodemographic features. This initial step in data handling allows 
for clustering and characterisation of language use by different 
parts of the speaking communities, e.g., by regional distribution, 
age, gender, language biography. While this does not remove the 
consultant from the data record, the combination of features 
becomes more prominent, as it allows for the combination and 
comparison with other data points elicited from other consultants. 
It is, thus, the basis for generalisation and accounts of any language 
X or language use in/by a given context or a particular 
demographic. The latter also includes data collected automatically 
through crawling the internet, social networks, or digital databases 
(as used for research in computational linguistics and the 
computational social sciences). 
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 In these contexts, analyses and associated data sets often aim 
for reproducibility, a goal also formulated for linguistic data [7, 11, 
24]. Yet, these goals and standards, e.g., for FAIR data [32], are 
concerned with the use and reuse by academics and not primarily 
with facilitating access and use by community members. They 
stand at the opposite end of the spectrum and will be, bar citizen 
science, more interested in the stories told by their relatives or 
neighbours, mediated by their personal experiences and 
interactions with the people [16]. The language documenters’ 
conduct and personal interactions with the community are more 
relevant than the technical details of the language data – and these 
data sets, independent of their quality or relevance for linguistic 
enquiry, may be a symbol of historical injuries for the communities, 
as often encountered with older data sets [4, 11]. In this view, the 
human factor in language documentation is more than the roles 
fulfilled by consultants, on which the documentation projects still 
crucially depend. 

Through their decisions in setting the research agenda, the 
researchers may inadvertently reproduce injustices, e.g., from a 
colonial past [18]. They bear the responsibility for conducting 
ethical research and maintaining positive community relationships 
[2]; linguistic data sets must be transparent on the provenance of 
the data and the methods used in generating them1  

. This can be facilitated by comprehensive descriptions of the 
data sets, i.e., a meta-documentation [3]. Yet again, a focus on 
standardised descriptions for the descriptive metadata, e.g., 
ontologies for metadata, can obscure the interactions between 
researcher and consultant. 

As a consequence, the human influence in the research process 
is less evident and secondary to the data itself. Considering ethical 
principles for language work and community relationships, privacy 
protection and personality rights are of central importance. Once 
these prerequisites for sharing and making data accessible are 
agreed, it is furthermore important to acknowledge each 
contribution in the creation, transcription, annotation, and analysis 
of the data, ideally naming all individuals involved in a task [1, 23]. 
Ontologies may offer standardised description of contributor roles, 
but they do not reflect the decisions made by each individual – a 
detailed documentation of workflows additionally increases 
transparency and allows all involved to receive merit for their 
contributions [27, 29]. 

3 HUMANISING DATA – HUMANISING 
RESEARCH 
In adopting the stance that humans should be regarded as more 

than a set of characteristics or associated data, the human factor in 
the creation and dissemination of language data remains visible. 
The danger of generating highly structured but anonymous data lies 
in reducing human roles in the creation, annotation, and analysis of 
linguistic data. Returning to the issue of reproducibility, language 

                                                                 
1 This can be understood as fulfilling the three principles outlined by Labov [17] and 
Wolfram [35]: the principle of error correction, the principle of debt incurred, and 
the principle of linguistic gratuity. 

data is unique to the particular contexts of their creation. With 
different consultants, different researchers, other research 
objectives, or altered spatiotemporal settings, we expect to observe 
changes in the language (use). While it is possible to get identically 
reproduced language data, this is confined to highly standardised 
genres, e.g., related to customs and religion. And even within these 
standardised or formulaic language forms, it is possible to find 
variance and innovations introduced by individual speakers. For 
example, folk tales and songs exhibit different wording that can be 
analysed in terms of its historical development and geographical 
spread [14]. 

Apart from oral tradition, philologists have a long-standing 
tradition of studying differences between copies of manuscripts and 
other artefacts bearing written language data (e.g., inscriptions), 
even for standardised and canonised texts such as religious 
scriptures. While differences might appear negligible on a global 
scale, the study of variance between versions constitutes an 
independent research objective. In such projects, the aim is to 
explain divergent readings through the origins of each version, 
where human involvement is a central factor for explaining 
differences. Consequently, information on human agents and their 
involvement in the creation and use of a textual artefact is crucial 
to obtain – projected to the case of linguistic data and artefacts of 
research, a similar need for accounts of human actions can be 
observed for linguistic legacy data [11, 26]. Researchers working 
with orphan data and legacy materials often need to reconstruct 
information, despite the availability of metadata. The need to 
humanise linguistic data and to keep the human influence 
transparent is, thus, a prerequisite for maintaining understandable 
data sets. The necessary amount of information is difficult to 
estimate without knowing the research questions, yet examples 
from conversation analysis (and other fields based on an 
ethnomethodological approach) show that contextual clues that 
would not be routinely recorded in the ‘thick’ metadata shape the 
language data at hand [9, 30]. There might be no upper boundary 
for relevant metadata. 

The call for complete accounts of the contexts underlying the 
data sets and the research generated with them is not restricted to 
the Humanities. Data provenance is also topical in natural and 
social sciences, linking humans and their actions to alterations in 
the data [20, 23]. Anonymous data of unclear provenance is more 
difficult to understand and replicate – it is less likely that data 
fabrication 2  and other instances of scientific misconduct are 
detected if contextual information is incomplete. If individual 
researchers (and consultants) are associated with data sets and their 
actions attributable to them, they have to accept the responsibility 
for their contributions. At the same time, they can claim full merit 
for their work [1, 27]. Thus, unless there are concerns about privacy 
and the protection of vulnerable groups, it is most ethical to keep 
human influence in the data visible, thereby allowing for the 
reconstruction of research contexts, data provenance, and the 
narrative of a research project. 

2 Although this is a serious infringement of academic integrity and unethical, it is 
possible to learn about academic practices from these ‘breaching experiments’ [21, 
22] 
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4 THE ROLE OF THE ARCHIVE 
As discussed, technical metadata and descriptors cannot fully 

cover the contexts in the required detail. This also holds true for 
mere accounts of researchers, consultants, and other roles in the 
creation of data. And while language data contains traces of human 
actions and decisions that link them to their authors, the issue lies 
in the structural nature of these metadata. The story of the data, the 
research project, or a consultant is not self-contained – data do not 
talk for themselves. As with other instances of meaning making, 
understanding requires knowledge about the processes at work. A 
focus on interaction and actions and the rationale behind them 
allows peers in the present and future to comprehend and retrace 
the research trajectory, to find the ‘human in the loop’ [8], and, 
ultimately, creates transparency about the data and associated 
research. This is where an archive offers insights to the various 
positions and perspectives within the data and all accompanying 
metadata. An evident account of human action is more relatable to 
the layperson, including past and future consultants, than complex 
metadata accounts.  

We may ask whether the archive itself a ‘forum’ or ‘arena’ for 
this discourse is just [15, 28], where the focus lies on presenting 
data and metadata. Yet, in the decision of what to present and how 
to portrait or collate artefacts, the archive, and any curator or 
archivist, becomes a part in the discourse. This has been noted by 
Derrida [10, p. 12], who outlines ‘[a]n eco-nomic archive in this 
double sense: it keeps, it puts in reserve, it saves, but in an unnatural 
fashion, that is to say in making the law (nomos) or in making 
people respect the law’. By adopting standards and ontologies, or 
in rejecting data sets [5], the archive takes an active position in 
academic discourse. It is not just a ‘locus’ [28] but an agent with 
certain positionalities and active contributions to discourse; the 
archive is both a player and the stage. 

Thus, the archive does not just offer a starting point in the 
investigation of discourse surrounding data or an artefact, as in 
Foucault’s archaeology of knowledge [13], but must itself be 
investigated in terms of its own positions – multiperspectivity is 
facilitated by the archive but also involves the archive and its own 
perspective. While there are strands in archival science that aim to 
investigate tacit assumptions and professional self-conceptions of 
archivists [33], the goal of multiperspectivity and open discourse 
must go beyond tracking archivists’ decisions. The view of the 
archive as a neutral venue must be reconsidered, as it hosts a 
multiplicity of positions through the various embedded discourses 
and communicative goals in the data and adds layers of information 
through its own processes. The use of standards or standardised 
procedures can never replace accounts of human involvement in 
data creation and dissemination. Knowledge and ‘truth’ are shaped 
from the discourse in and on the deposits – it is co-located in the 
archive but decentralised in its form. A user contributes their own 
ideas, (research) questions, and perspectives through accessing the 
archive and enters the multiple discourses within. In this work, they 
reconstruct meaning from different sources and perspectives, 
thereby humanising research and adding new perspectives to old 
ones. The language archive needs to account for this exchange 

through and with itself, yet without claiming a neutral or unbiased 
stance. 

5 CONCLUSION 
This paper has emphasised different dualities and multiplicities 

regarding memory institutions and their positionality. There are 
different axes and perspectives in conceptualising and describing a 
language archive that either affect the institution itself or the data 
within it. Both can be tied to multiple contexts and functions, as the 
purposes for storing and accessing knowledge in an archive are 
manifold. The key to investigating these dual and multiple 
perspectives lies in keeping human decisions and actions in the 
archived data as well as in interaction with the deposits visible and 
retraceable. Since artefactual histories and research narratives are 
shaped by these (inter-)actions, special attention must be given to 
situations involving historical data sets (e.g., legacy data) or 
minoritised language communities; data in these contexts merit 
special ethical considerations and control for communities over 
their data [19, 25, 31, 36]. Ultimately, the archive itself cannot 
claim a neutral stance in this respect, as it, either through its statutes 
as an organisation or through the actions of associated humans, 
influences data preservation, presentation, and reuse. Likewise, 
language data are not neutral, and need to be investigated from a 
variety of perspectives. The archive can support this endeavour by 
allowing multiperspectivity in the archived data and in the work 
with deposits, thereby inviting discourse on and through language 
data within its various contexts.  
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ABSTRACT 
The Language Data Commons of Australia (LDaCA) makes 
nationally significant language data available for academic and 
non-academic use, managing the data in a culturally, ethically, and 
legally appropriate manner guided by FAIR and CARE principles. 
Here, we describe the approach which we are taking to access 
control and a design for a distributed access control system which 
can look after the A-is-for-accessible in FAIR data while respecting 
the CARE principles. We also describe and demonstrate a pilot 
system based on that design, showing how data licenses that allow 
access by identified groups of people can be used by adding 
functionality, CILogon for non-institutional identification and 
REMS for managing access to resources, to the existing Australian 
Access Federation infrastructure. 

CCS CONCEPTS 
• Applied computing → Computers in other domains → Digital 
libraries and archives • Applied computing → Arts and humanities 
• Security and privacy → Human and societal aspects of security 
and privacy  
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1 INTRODUCTION 
The Language Data Commons of Australia (LDaCA) focuses on 
preservation and discovery of distributed multi-modal language 
data collections under a variety of governance frameworks. This 

will include access control that reflects ethical constraints and 
intellectual property rights, including those of Aboriginal and 
Torres Strait Islander, migrant and Pacific communities. Regarding 
rights, our project is informed by the CARE principle 
(https://www.gida-global.org/care) for Indigenous data which also 
describe the level of respect which should be given to any data 
collected from individuals or communities. 

Language archiving has received considerable attention in the 
last 20 years because of the importance of the practice in the 
documentary linguistics tradition originating with Himmelmann 
[4]. Discussions of access to language archives [1,3] concentrate on 
the need for access control, who should be involved in making 
decisions and how those decisions can be documented. Perhaps 
understandably, the details and implementation of processes at a 
technical level have received less attention. Two exceptions to this 
generalisation must be mentioned. Broeder et al. [2] present a 
technical architecture for access control in a federated repository 
system, and Nathan [6] discusses a system based on the roles which 
can be taken by those interacting with the archive, an approach 
which emphasises that technical solutions must be based on human 
behaviour.  In this paper, we present a design for a distributed 
access control system which could look after the A-is-for-
accessible in FAIR data while respecting the CARE principles; and 
describe and demonstrate a pilot system based on that design, 
showing how data licenses that allow access by identified groups 
of people can be used with an Australian Access Federation (AAF) 
pilot system (CILogon) to give the right people access to data 
resources. We suggest that our approach combines desirable 
features of the designs described by [2] and by [6]. 

2. BASIC PRINCIPLES 
Our system must be able to implement data access policies with 
real-world complexity and one of our challenges has been 
developing a data access policy that works across a range of 
different collections of language data. Accessibility, the A of FAIR 
data [8], means that data is accessible to the right people and who 
is included in ‘right people’ varies from collection to collection and 
even within a single collection. Another challenge is to make sure 
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that the information about access is sustainable; that is, the 
information is not locked in a specific software solution and can be 
easily reused when delivery systems change. 

The key idea is to separate safe storage of data from its delivery. 
Each item in a repository is stored with licensing information in 
natural language and the repository defers access decisions to an 
Authorization system, where data custodians can design whatever 
process they like for granting license access. 

3. LICENSES  
A license in this context is a natural language document in which 
a copyright holder sets out the terms and conditions of use for data. 
Licenses may have metadata that describes them, e.g., a property to 
say that this is an open license and such metadata about a license 
can be used to automate decision making. If it is labelled as being 
an open license, then a repository can serve data and include that 
data, if it is labelled as “closed” or more aptly, “authorization-
required” then repository software can perform an authorization 
step, which we cover in detail later. 

In the world of research data generated by or about human 
participants, licenses can’t always allow unauthenticated access 
and data redistribution, and they may permit distribution only to 
certain people, or classes of person. So, a license is a document that 
expresses conditions such as “Data can be used by other 
researchers”, but unfortunately we don’t have systems in the 
research-data ecosystem which can automatically identify a user as 
“a researcher” (see also [2]). 

The access control system we have been prototyping is based 
on licenses. For any data object, we store a license with it, and we 
give the license an ID which is a URL we can use to identify it 
uniquely (see Figure 1). Figure 2 shows how a license is explicitly 
linked to the data using a metadata description standard known as 
“Research Object Crate” (RO-Crate) [7]. Each object in the 
repository is a crate, with a metadata file that describes the object 
and (optionally) its component files, including the data license. 
Every item in a repository has a license, which may be an open one 
like CC Share Alike or a custom license derived from the ethics and 
participant agreements for a study in the context of local laws and 
institutional policy.  

Using this license, distributed access portals in our architecture 
can check against an authorization system for each request for data. 
The portals may host data with the same licensing but do not need 
to maintain access control lists. 

4. AUTHENTICATION 
 
When we first developed access controls for LDaCA in 2021 it was 
a requirement that data licensing and access control decisions be 
decoupled from each other, and from particular repository software. 
We could not find an available open-source system for managing 
license-based access to data, so our starting approach used groups 
as a proxy for granting licenses on the basis that all common user-
directory services such as LDAP include the concept of user groups. 

A proof-of-concept Github based system demonstrated that 
authorization can be delegated from a data repository service to an 

external service. For each of the licenses there was a Github group 
(organization). The data repository, when requested to serve data 
would get the user to login using the Github Authentication services 
(no Github repositories were used), then check if the user was in 
the correct license group. Although this worked, there were no 
workflow options and it supported only a single logon service, 
which is not widely used in academia or by community groups. 

The AAF were already working with other research groups on 
a service called CILogon (https://www.cilogon.org/). Like Github, 
this service has groups but also allows users to log in with a variety 
of Authentication providers, including research institutions, via the 
AAF as well as social logins such as Google and Microsoft (and 
our old friend Github). 

Again, this worked, but the current version of CILogon does not 
have particularly easy-to-use ways for a license-holder to create 
groups. The AAF team made us aware of the Resource Entitlement 
Management System, (REM: https://github.com/CSCfi/REMS), 
which is an open source application out of Finland which has been 
used previously in at least one language data repository [5]. This 
software is the missing link for LDaCA in that it allows a data 
custodian to grant licenses to users. And it works with CILogon as 
an Authentication layer so we can let users log in using a variety of 
services. 

At the core of REMS is a set of licenses which can be associated 
with Resources - in our design this is (almost always) a one-to-one 
correspondence, for example we would have a license “Sydney 
Speaks Data Researcher Access license” corresponding to a 
resource that represents ALL data with that license. These 
Resources can then be made available through a catalogue, and 
workflows can be set up for pre-authorization processes ranging 
from single-click authorizations where a user just accepts a license 
and a bot approves it, to complex forms where users upload 
credentials, and one or more data custodians approve their request 
and grant them the license (see Figure 3). Once a user has been 
granted a license then a repository can authorize access to a 
resource by checking with REMS to see if a given user holds the 
license. Users do not have to find REMS on their own - they will 
be directed to it from data and computing services when they need 
to apply for authorization. Figure 4 shows the interactions involved 
in accessing data once a user has been granted the license in REMS 
via a data portal which gives access to data in a repository or 
archive. 

5. DISCUSSION 
Access Control Lists (ACLs) are a popular approach to the 

problem we are addressing but we suggest that the more modular 
approach which we advocate has several advantages over ACLs. 
Firstly, ACLs need maintenance over time - people's identities 
change, they retire and die, so storing a list of identifiers such as 
email addresses alongside content is not a viable long-term 
preservation strategy. Rather, we will encourage data custodians to 
describe in words what are permitted uses for the data, and by 
whom, in a license, then allow whoever is the current data custodian 
to manage that access in a separate administrative system.
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Figure 1: Data packaging architecture 

 
 
 

 

Figure 2: Relationships between repositories, portals, and the Authentication System 
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Figure 3: Interaction diagram showing the flow involved in a user applying for a data license via REMS. 

 

 

Figure 4: The “access-control dance” for a user who has been granted a license in REMS 
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Secondly, LDaCA data will be stored in a variety of places with 
separate portal applications serving data for specific purposes; if 
these systems all have in-built authorization schemes, even if they 
are the same, then we have the problem of synchronizing access 
control lists around a network of services. Thirdly, accessing data 
that requires some sort of authorization process is not a language or 
humanities specific problem, so working with an existing 
application that can handle pre-authorization workflows and 
access-control authorization decisions is an attractive choice and 
should allow LDaCA to take advantage of centrally managed 
services with relevant functionality. Fourthly, if complex access 
controls are implemented inside a system, then there is a risk that 
data becomes stranded inside that system and cannot be reused 
without completely re-implementing the access control. For 
example, imagine an archive of cultural material with complex 
access controls encoded into the business logic such as “this item 
is accessible only to male initiates”. Applications like this need to 
store user accounts with attributes on both data and user records 
that can be used to authorize access. There is a high risk of data 
being stranded in a system such as this if it is no longer supported.  

Our approach may seem to involve more work than an ACL 
based system. We believe that our emphasis on licenses as the basis 
for access control has advantages which outweigh the possibility of 
additional work (although we are not convinced that extra work will 
be needed in the long term). Reuse of data (the R in FAIR) means 
that users, including researchers and community members, should 
be able to download data for certain authorised purposes and 
activities. The license is the way that data custodians communicate 
to data users (and future administrators) what those purposes and 
activities are. A license, which is always packaged with data will 
allow: 
• A user to inspect a five-year-old dataset in their downloads 

folder and work out what they are allowed to do with it. 
• An IT professional to clean up laptop that has been handed in 

by (or seized from – it happens) a departing faculty member. 
• A developer to re-create an access control replacing a 

decommissioned system. 
We expect that the overhead of writing licenses will diminish 
greatly over time and standard clauses and complete licenses will 
be established.  

It might seem that using REMS to administer access control 
means that we are locked into a specific software solution. This is 
not really the case; REMS is an app for establishing relationships 
between resources (licenses) and users. Both these components can 
be exported and used in another system for other purposes (e.g., 
auditing). In other words, if there is lock-in, it is temporary. But, 
because our process requires a governance step first in writing a 
license, then there is a statement of intent for re-building those 
processes later if needed - a step which is very likely to be missing 
in a system with built-in access control. 
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ABSTRACT 
This paper reports on how journal articles are presented within the 
Open Language Archive Community’s (OLAC) OAI-PMH 
aggregator for language resources. It discusses metadata record 
composition across data providers. The conceptual category of 
"Language resource" is a broad agglomeration including original 
creative works captured in handwritten, audio, and video mediums, 
annotations to the raw captures, and analysis of those annotations. 
Discovery of language resources is a challenge given the diversity 
of resource origins. Original creative works and annotations are 
products often available via archives while analysis, theory, and 
advice are often released via formal publishing venues such as 
journals. Scholars benefit from a view where resources from 
various release sources can be displayed with their inter-resource 
relationships, e.g., source material and analysis. Understanding 
how secondary journal materials are presented in OLAC records is 
a first step towards increasing the end-user utility of the OLAC 
aggregator.  
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1 INTRODUCTION  
The Open Language Archives Community (OLAC) aggregator 

is a web service which combines and re-presents the catalogs of 
over 60 data providers [2]. It was originally conceived as an 
aggregator for resources ‘in and about languages’ including 

references to advice, data, and tools [11]. It is unique among 
aggregators in that it offers a view, by language, of stewarded 
resources. This view is especially beneficial to language scholars 
and language users who seek out language resources for research 
and educational purposes. End-users benefit from visualizations 
presented during the discovery process which overtly connect 
original media resources demonstrating language-use to analysis 
and advice which is often contained within formally published 
resources discussing said media. In 2022, the OLAC aggregator 
contained nearly 449,000 entries [8]. The best estimates show that 
only 0.4 percent of those catalog records represent journal articles. 
This suggests that there is still much work left to do to implement 
the original vision laid out in the OLAC documents [11]. In 2022, 
an initial analysis was conducted on how journal articles and serial 
works were presented within aggregated records. This was done to 
prepare for ongoing work related to making more published 
resource records available via OLAC, thereby contributing to its 
original vision. The research objective was not to discover all the 
journal articles present within the OLAC record set, but rather to 
investigate the diversity in how they were recorded within the 
OLAC metadata application profile. 

2  METHODS 
The goal of this study, using data collected in 2022 and 2023, 

was to search OLAC records for the purpose of documenting how 
different data providers were reporting journal articles. To 
investigate records the OLAC-provided full-text, faceted search 
tool was used. The search apparatus at OLAC is not case sensitive. 
Three investigative terms were chosen due to their semantic 
relationship in English. The terms were journal, article, and serial. 
The count for each term was recorded for each contributing data-
provider. Counts are provided in Section 3. The returned results 
were then manually qualitatively assessed for relevance. The search 
terms used in this study overlap with terms-of-art within linguistics. 
For example, serial is used in the context of serial verb construction, 
and article is a term for a category of words which generally 
introduce a noun phrase such as the English words: a, an, and the. 
The manual review process produced a smaller set of records. 
Select examples from this smaller set are then discussed in Section 
4. 
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2.1  Reproducibility 
The methods employed in this study are not significantly 

complex and therefore easily reproducible. However, the exact 
results will vary as the aggregator collects more records. No data 
capture for the comprehensive set of search results was attempted. 
However, records discussed in Section 4 were captured, committed 
to a .git repository, and submitted to Zenodo [9]. While no back up 
copy of the searched records or comprehensive OLAC data dump 
from the time of the investigation exists, scholars may be interested 
in a comprehensive OLAC data dump from 2021 available via 
Zenodo [7].  

2.2  Known Resources 
The specific search method was chosen even though there is one 

data-provider, the journal Language Documentation & 
Conservation (LD&C), which provides over 1500 article records to 
OLAC. Additionally, SIL International’s Language & Culture 
Archives’ (L&CA) OAI-PMH feed provides records from several 
of SIL’s serial publications as well as many records of journal 
publications by SIL affiliated authors. Data from these sources 
were not excluded from the results, but the goal of the investigation 
was to find records which reference or represent serials across as 
many data providers as possible. 

3  DATA 

3.1  Summary Tables 
For the sake of space, the data is only partially presented in this 

paper. Over three hundred records were viewed in the investigation. 
Two summary tables are provided via Zenodo [9]. Table A 
provides the quantitative results by OLAC data-provider for each 
of the search terms. Table B presents a short summary of the kinds 
of things recovered from each of the data providers for that search 
term. 

3.2  Examples 
 The three example records replicated here were drawn from the 

investigation. Their full XML records are available via Zenodo [9]. 
Figure 1 presents a record for a journal article cataloged by the 
Alaska Native Language Archive. Figure 2 presents a record for a 
journal article by the L&CA. In this case SIL International is the 
publisher of the journal through their Dallas, Texas, based 
publishing unit. Figure 3 is the record of a journal article published 
by LD&C via the University of Hawai’i Press. 

 
Figure 1: OLAC record oai:anla.uaf.edu:KO936S1942. 

 
Figure 2: OLAC record oai:siLorg:40239. 
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3 DISCUSSION 
Thirty-one of the sixty-plus OLAC data providers have records 

within the search parameters. There is a significant amount of 
diversity in the structure of records representing or referencing 
journal articles. Several re-occurring inconsistencies persisted in 
records related to the completeness and appropriate semantics of 
metadata element usage. In the following sub-sections I briefly 
address the usage of the description field, source relationships, and 
part-whole relationships. Significant other inconsistencies involved 
the following elements and are the subject of ongoing investigation: 
dcterms:bibliographicCitation, dc:title, dc:contributor, 
dcterms:format, dcterms:extent. These inconsistencies disrupt end-
user continuity for the OLAC discovery experience. 

4.1  Description Field 
Discontinuity in metadata semantics can be observed when 

comparing the three selected records for journal articles. The 
journal article record shown in Figure 2 is provided by the L&CA, 
for an article appearing in the Journal of Translation. The 
description field contains a URL. The field is qualified with an 
invalid qualifier: dc:terms URI. Neither OLAC documentation [12] 
nor the Dublin Core documentation [5] have any indication that the 
dc:description field can be qualified with a URI. In contrast, the 
description field in Figure 3 provides something like an abstract 
(the data-provider doesn’t qualify the description). Both of these 
records contrast with the description field from Figure 1, which has 
various kinds of bibliographic content in the description.  

Within the dc:description field of the record shown in Figure 1, 
one can find the article’s contributor, genre type, extent, and most 
of the elements needed for a bibliographic citation. No content-
oriented description is provided in the description field. For 
readability the description field is replicated in Figure 4. 

4.2  Source Relationships 
 An important element of this inquiry was to investigate how 
journal articles were related to the language resources which 
motivated their creation via overt metadata relationships. The 
record for the resource presented in Figure 3 is the classic example. 
The journal article described is a guide to a specific archival 
collection of language resources stewarded by the Endangered 
Language Archive (ELAR). ELAR happens to also be an OLAC 
data contributor. The OLAC record does mention in the description 
field that the collection is deposited at ELAR, but there is no 
hyperlink between the OLAC record and the OLAC record for the 
ELAR deposit, or even between the OLAC record for the journal 
article and the deposit profile on the ELAR website. The broader 
finding applicable to records from all data providers is that no 
records for journal articles contained, dcterms:isReferencedBy, 
dc:source, or dcterms:references relationships. These are the kinds 
of relationship fields in which one would expect to find declared 
links between publications and their source or supporting materials. 

 

 
Figure 3: OLAC record 

oai:scholarspace.manoa.hawaii.edu:10125/24768. 

 
Figure 4: Figure 3: OLAC record 

oai:scholarspace.manoa.hawaii.edu:10125/24768.  

 
Figure 5: Part-whole relationship indication in record from 

Figure 2. 
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4.3  Container Relationships 
Relationships play a significant role in positioning journal 

articles within discovery systems. The metadata fields discussed in 
Section 4.2 facilitate discovery based on related source context, but 
this is not the only important relationship to consider. The record 
in Figure 2 illustrates a different type of relationship which was 
only found in records by L&CA but is extremely important for the 
discovery of serial resources (code snippet show in Figure 5). This 
is the part-whole/whole-part relationship which is also sometimes 
known as the part-container relationship. Serials vary by how many 
levels of whole-part relationship they exhibit. Some serial patterns 
have optional components such as volumes in the pattern Series-
Book-(Volume)-Chapter, while others have patterns with optional 
issues such as Journal-Volume-(Issue)-Article. 

In contrasting the records illustrated in Figures 2 and 3, one can 
also see that Figure 3 with the article appearing in LD&C contains 
an International Standard Serial Number (ISSN) identifier. This 
identifier is for the journal or serial and applies to the whole entity, 
rather than the part entity. The data feed for LD&C does not include 
any container records (e.g., volume, issue, journal), whereas the 
L&CA feed only includes volume records, and then only in some 
cases. The L&CA does not supply records for the whole 
journal/serial. The result is that L&CA records have a relation field 
with a complex container identifier in plain text, rather than a link 
to a full record. The absence of declared part-whole relationships 
across many records impacts the ability of metadata consuming 
services to dynamically create record and navigation interfaces. 

5 CONCLUSION 
The data show that there is significant diversity among the 

records representing serials. Even though there is a low volume 
level of records compared to the total number of records, resources 
appearing in serials have not been a traditional focus of the current 
OLAC community. The absence of any formal guidance via the 
OLAC metadata application profile to address serial publications 
including their part-whole and source-analysis components has left 
data providers to their own devices. Record consistency and 
completeness could be improved. Formally adding a best practice 
recommendation to the OLAC application profile which addresses 
relationship metadata would improve the ability for end-users to 
navigate complex relationships between resources cataloged and 
held by different institutions. Figure 6 illustrates a model which 
does not require the addition of any elements or vocabularies to the 
OLAC metadata profile. It simply lays out that green and gray 
boxes need individual records and need to contain relationships 
already provided via the foundation upon which OLAC is built [1]. 
This stands in contrast to numerous other claims regarding the 
insufficiency of Dublin Core to describe journal articles [4, 6, 13]. 

The diversity in how journal articles and other serial-contained 
resources are cataloged presents a challenge to the end-user 
discovery of language resources. One approach towards reaching 
coherent data-provider behavior across the OLAC community is to 
release an OLAC best practice recommendation for documents 

published in serials. This would bring a more consistent discovery 
experience to end-users. 

 
Figure 6: Dublin Core compliant model for serials in OLAC. 

Journal, volume, and issue container-records should be marked 
with the DCMIType collection. This study found that these 
container records were absent from OLAC in most cases, and 
where provided, fail to provide the DCMIType collection. 
Therefore, observations of their absence in this study support 
previously to end-users but also the materiality of the objects for 
which they are searching. 
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ABSTRACT 
This paper presents two methods for connecting aggregated records 
to their source institutional metadata profiles. The use case of the 
Open Language Archives Community (OLAC) application profile 
is considered and evaluated. The design purpose of OLAC is to 
share knowledge about language resources. To that end, the OLAC 
metadata application profile supports the exchange of metadata so 
that it can be aggregated and serve the needs of end-users. 
Uniformity in the semantic use of elements within the application 
profile provides the greatest utility for end-users. Discovering the 
source of semantic diversity remains a challenge. A first step in 
providing scholars access to the semantics of aggregated metadata 
is to publish the local metadata profiles used by institutions.  
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1 INTRODUCTION  
Several scholars [13, 36, 37] note that stewards of language 

resources must strategize to engage with multiple audiences. That 
is, stewardship institutions need to consider multiple audiences and 
communication channels as they look to increase engagement with 
stewarded resources. This impacts cataloging (metadata record 
creation), resource discovery, and user interface design. The search 
and discovery process directly relates to successful stewardship. 

Undergirding search and discovery success is the issue of metadata 
quality. Yasser [38] summarizes Zeng and Qin [40] in describing 
the relationship between metadata quality and the ability of a digital 
library to meet its goals: “... poorly created metadata records result 
in poor retrieval and limit accessibility to collections, ultimately 
exercising a detrimental impact on the continuing adoption and use 
of a digital library. In consequence, problematic metadata is highly 
undesirable and needs to be understood for further action in 
developing remedial solutions.” 

The Open Language Archives Community (OLAC) has for 
twenty years [4, 5] provided a metadata application profile to 
archives and other data providers to help them meet their resource 
engagement goals. Recent research on language resource 
stewardship practices has reported on both user interface [39] and 
the content of description records [10]. These teams of scholars 
source their evidence directly via the web presentations of language 
resource stewards. Alongside these efforts, other work has focused 
on the display and presentation of records via the OLAC interface, 
which is often a derivative from the native metadata application 
profiles at institutions [29, 30]. The research that has analyzed 
OLAC records [29, 30] has focused on the semantics [22, 27] and 
usage of the metadata elements within records relative to the nature 
of the artifact being described. As such, it falls broadly into 
“metadata quality” research which investigates the accuracy, 
completeness, and consistency in records and across record sets [9, 
23, 35]. This more recent work contrasts with previous models 
measuring metadata quality of OLAC records which used 
quantitative approaches to measure the number of elements 
provided per record [14]. 

Metadata accuracy and consistency has been addressed in large 
scale aggregation projects in a variety of ways, often including 
metadata utilities which attempt to regularize records for the benefit 
of end-users [12, 19, 24, 25, 31]. However, completeness can 
remain a challenge due to the variety of semantic options. 
Completeness is a measure of the totality of description versus the 
total possible description within the metadata schema based on an 
object’s nature. Accessing source metadata schema documentation 
brings clarity to evaluation processes. 

The issue of metadata quality is central to the idea of creating 
shareable and interoperable data which end-users will find useful 
in their searches [32]. Resource descriptions need to be 
interoperable not only at the syntactic level (Dublin Core Elements) 
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but also at the semantic level, e.g., which elements are used and 
how the information values in the elements are derived. Consistent 
metadata quality—including semantics—is important to end-user 
experience. High-quality metadata is especially impactful when the 
engagement platform becomes dynamic or when visual 
representations are dependent on the content within the record. 
These are critical issues for the OLAC community to address if 
OLAC is to survive in the digital libraries’ “mainstream” as Bird 
and Simons [4] envision. 

2  OLAC METADATA 
To fully appreciate the context of OLAC records, a deeper 

understanding of the processes by which OLAC records are 
generated is needed. For many OLAC data providers, the metadata 
records offered for aggregation are transformed (i.e., cross-walked) 
from a “native” or institutional metadata schema into the Open 
Archives Initiative Protocol for Metadata Harvesting (OAI-PMH) 
and Dublin Core-based OLAC metadata application profile [1–3, 
33]. For example, SIL International’s Language & Culture 
Archives uses a Dublin Core based application profile which has 
no public documentation but can be investigated via the open-
source application RAMP [26].  

Archive of the Indigenous Languages of Latin America 
(AILLA) has no public documentation on its website regarding its 
metadata schema, but it has been stated that it uses an IMDI based 
application profile [15]. IMDI (ISLE Meta Data Initiative) is a 
metadata profile which started out in Europe with projects such as 
DoBeS [7, 8, 17, 18]. It evolved into CMDI, a modular metadata 
schema used by various CLARIN entities [6, 11]. Some portion of 
the metadata schemas of several language resource stewards 
including The Endangered Languages Archive (ELAR) and The 
Pacific and Regional Archive for Digital Sources in Endangered 
Cultures (PARADISEC) can be seen in the LaMeta application’s 
code.  Broadly across aggregation efforts cross-walking metadata 
is a common architectural process data providers support to 
communicate with aggregators [16]. The conceptual process is 
illustrated in Figure 1.  

The OLAC metadata application profile (OLAC-AP) provides 
specific access points for end-users to discover and engage with 
resource records. Data-provider- or institution-specific metadata 
application profiles may be designed to facilitate institution-
specific user interfaces or reporting requirements. These may be in 
addition to, or in lieu of, access points provided via OLAC 
interfaces. The use of institution-specific metadata application 
profiles is not uncommon across digital library projects. This is the 
very reason that OAI-PMH was created, and that Dublin Core 
remains so pervasive across the digital libraries landscape—there 
is a clear need for (1) a generalizable super-set of metadata and (2) 
interface-building around generalized metadata.  

 
Figure 1: Moving metadata from data-provider “local” 

formats to the OLAC format. 
 
The semantics of specific fields in institutional metadata 

application profiles may differ from the semantics of the most 
appropriate field in the OLAC-AP. Additionally, certain fields in 
the OLAC-AP may be inferred during the transformation process, 
e.g., the SIL Language & Culture Archives does not record the 
DCMI Type in their local application profile but generate this field 
for OLAC consumption based on several other factors. This means 
that inconsistencies or low-quality metadata may have several 
sources. Primary among these are signal noise via the 
transformation process and low-quality cataloging at the point of 
data origin. As metadata professionals look at OLAC metadata to 
evaluate record quality and interface utility for end-users, it is 
useful to consult the documentation for the transformation process 
and the institution-specific metadata application profiles. 
Additionally, institutional metadata application profiles and 
cataloging practices may evolve over time. 

These changes may have different evolutionary cycles from 
metadata transformation processes. This can leave OLAC metadata 
in a discombobulated state while metadata is well-formed (to local 
standards) at data providers. However, many of the institution-
specific metadata application profiles for OLAC data contributors 
are not accessible to the public and neither is documentation on the 
transformation process. The state of documentation access for 
OLAC data providers is not entirely out of the norm. Park and 
Tosaka [28], when investigating metadata aggregators, their 
application profiles, and the use of Dublin Core, observed that 
many data providers add to application profiles and frequently do 
not make their local metadata profiles public. They say: “the survey 
shows that the use of locally added homegrown metadata elements 
is allowed in nearly 70% of them. Only about one-fifth of local 
application profiles (19.6%) are made available online to the 
public. This means that not only is it difficult to create shareable 
metadata but also it is very difficult to have a quality assurance 
mechanism that is shareable beyond the local environment.” 

3 PROPOSAL 
The rest of this paper discusses two ways in which records can 

be related to the cataloging schema used in their creation by the 
OLAC network of data providers. By granting access to metadata 
records via OLAC and access to the documentation for the 
metadata schemas at participating data providers, institutions 
support the flourishing of ethnolinguistic minority communities 
through metadata and language related artifacts, and they also 
support the scholarly networks which support them.  

34



Towards Making Shared Metadata Interoperable across the Open 
Language Archives Community ACM/IEEE JCDL’23, LangArc-2023 workshop 

 

 

3.1  Modifying the data-provider description 
The first way in which records can be related to the cataloging 

schema is to add an XML element with the source schema in the 
data provider’s description record. The OAI-PMH implementation 
guidelines [21, §3.1] outline a series of optional containers. One 
container type provides information about a data provider. The 
OLAC-AP has implemented a container for providing identifying 
information about the data provider [34] as illustrated in Figure 2. 

 
Figure 2: OLAC-AP structure for the description of a data 

provider. 
One approach to providing contextual information about the 

data provider’s native metadata application profile is to modify this 
section of the OLAC-AP to include the title, version, and location 
of access for the native metadata application profile used by the 
data contributor. Following the patterns in the existing 
documentation, something like what is illustrated in Figure 3 would 
work. 

 
Figure 3: Placement of OLAC-AP content within the OAI 

record structure. 
 

This method provides some basic access to the native metadata 
application profiles of OLAC data providers. This approach, 
however, has several drawbacks. For example, it does not specify 
at a record level which metadata schema or cataloging policy was 
current at the time a record was created. Cataloging policy can also 
affect metadata quality. However, if the proposed XML element 
were repeatable, then some change history would be accessible. A 
fourth attribute for dateActive="YYYY-MM-DD" would then 
indicate, in addition to the version number of the metadata profile, 
the dates a version was active. The method also does not address 
the change cycle in the metadata transformation technology if 
metadata is also transformed, which most is. A second repeatable 
element would be needed to track the metadata transformation 
technology life cycle. Good metadata application profile 
documentation should track changes, assigning version numbers to 
documentation versions and include dates of version changes 
within the documentation. 

3.2  Record level association 
Using OAI-PMH’s built-in record provenance feature [21, §3.4] 

provides a second solution for addressing the documentation of the 
native data provider metadata application profile. This approach 
would require a modification to the current OLAC database. 
Current OLAC architecture harvests records via OAI-PMH but 
only writes certain fields and attributes to the SQL database from 
which the User Interface is driven. The current architecture 
disregards any data provider information supplied within an OAI-
PMH <provenance> container. Unlike the first proposed solution, 
the second solution applies at the record level. The OAI-PMH 
<provenance> container has specific elements useful for tracking 
both changes within the record, for example those conducted by 
metadata utilities after harvesting but prior to display, and sources 
of the record [20]. OLAC data providers can use the <provenance> 
container to acknowledge archival deposit curation activities.   

The two options presented need not be considered mutually 
exclusive. That is, they can be and likely should be used in concerts. 
The first one provides a general link to a presumably well 
documented metadata schema and the second one indicates record 
level provenance.  

4 CONCLUSION 
In considering the future of OLAC, Bird and Simons [4] say: 

“we hope to shift from an idiosyncratic community-specific 
infrastructure to a mainstream infrastructure that interoperates with 
the global Web of Data”. By identifying and linking to data-
provider application profiles and implementing provenance 
tracking for archival records, OLAC further connects with the 
global availability of bibliographic records. OLAC data, and the 
narrative of the data providers, moves towards greater transparency 
and interoperability. Altering OLAC infrastructure to support 
record level provenance will build upon OLAC’s theme of 
openness. Well-formed provenance records can support a variety 
of scholarly activity metrics demonstrating scholarly effort. 
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Provenance recording and semantic inference can provide the 
mechanisms by which a metadata utility can engage with data 
providers to support their metadata curation processes at a scale 
they would not be able to achieve independently. Such a service 
changes the dynamics around involvement for data providers. 
Instead of simply providing metadata to OLAC, the ability to 
receive suggestions from a metadata utility can start to prompt data 
providers with record level nudges related to quality enhancements.  
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ABSTRACT 
The purpose of metadata is to enable information users to find, 
identify, select, obtain, and explore information resources. The 
largest global database of machine-readable bibliographic 
metadata, WorldCat includes over 500 million records that 
represent information resources in 483 languages. While most of 
these records describe individual officially published or released 
materials (print and electronic books and journals, VHS, CD, and 
DVD releases of documentary and feature films, officially 
distributed audio albums of songs and instrumental music), over 2.3 
million of metadata records included in WorldCat represent 
archival materials of various kinds. Our study examined a sample 
of WorldCat records representing Ukrainian-language archival 
materials (including digital resources) that were not officially 
published or released with the goal to examine the extent to which 
these metadata records support the user tasks of find, identify, 
select, obtain, and explore.  
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1 INTRODUCTION AND BRIEF REVIEW OF 
LITERATURE 
The International Federation of Library Associations and 

Institutions formulates 5 tasks of information users that metadata 
should support so that resources described by this metadata can be 
discovered and utilized. These user tasks include finding, 

identifying, selecting, obtaining, and exploring information [2]. 
The metadata record supports a user task if it contains information 
important for satisfying the associated user need. For example, to 
support the obtain user task, the metadata record that represents an 
online resource must include the URL where this resource is 
accessible.  

Society of American Archivists’ Dictionary of Archives 
Terminology defines archival materials broadly as “records in any 
format retained for their continuing value […]” 
(https://dictionary.archivists.org/entry/archival-material.html) and 
further explains that  archival materials’ synonym term archival 
records “connotes documents rather than artifacts or published 
materials […] may be in any format, including text on paper or in 
electronic formats, photographs, motion pictures, videos, sound 
recordings” (https://dictionary.archivists.org/entry/archival-
record.html). Information access to archival materials – individual 
items and often collections – is provided through metadata that 
describes these items and collections, and allows the users to 
discover archival resources of interest to them, to support their 
learning, teaching or research of history, culture, language, etc. 

International archival description standards ISAD[G] and 
ISAAR[CPF] as well as their U.S. implementation Describing 
Archives: A Data Content Standard (DACS) list typical attributes 
of archival resources and provide guidelines on how to identify and 
represent these attributes. For example, Part 1 of the DACS 
document  suggests that every metadata record representing an 
archival resource must include 6 “identity elements”: reference 
code, name and location of the repository, title, date, extent, and 
name(s) of creator(s) – if these names are known – in addition  to  
elements from other element groups: scope and content, conditions 
governing access, and languages and scripts of the materials.    

DACS guidelines apply to representing both individual archival 
items and collections of these items. In the archiving profession, 
collection-level descriptions that represent entire collections are 
very common traditionally, and as collections can be very large, 
often there is only a collection-level metadata record for an archival 
collection. The major metadata standard developed specifically to 
be used for representing archival collections is Encoded Archival 
Description (EAD), currently in version 3, issued in 2019.  

The databases that provide centralized access to archival 
metadata exist at state or country levels (for example, Texas 
Archival Resources Online), as well as at the regional and 
international level, with the largest such database ArchiveGrid  
aggregating over 7 million metadata records. Many metadata 
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records follow the EAD standard: according to the ArchiveGrid 
Index Growth, as of April 2022 – the latest date for which 
information is available – the database contained almost 213 
thousand EAD records. This represents approximately a 6-fold 
increase since February 2011 when ArchiveGrid first started 
including EAD records and reported having 35470 of them 
(https://researchworks.oclc.org/archivegrid/about/). Most archival 
metadata records that are included in the ArchiveGrid discovery 
tool, however, follow the Machine-Readable Cataloging (MARC) 
metadata standard developed in the library community in the late 
1960s and widely used around the globe today.  MARC, maintained 
by the United States Library of Congress, which also maintains 
EAD, is currently called MARC21 Bibliographic Format, and is 
updated at least twice a year to keep up with the technological 
developments, evolving user needs and expectations, and trends in 
organizing information. 

As of April 2023, the largest global database of MARC21 
metadata, WorldCat includes more than 547 million records that 
represent various information resources held at libraries, archives, 
museums, and other organizations in many countries 
(https://www.oclc.org/en/worldcat/inside-worldcat.html). As of 
the time of writing this paper, the WorldCat search for archival 
materials results in the notification that 2328586 metadata records 
in the database are for resources of this broad type. 

The current WorldCat statistics indicate that this database 
represents resources in 483 languages. As of the time of writing this 
paper, the WorldCat search for Ukrainian-language resources 
results in the notification that 858712 metadata records in the 
database are for resources in this Cyrillic-script language that 
belongs to the East Slavic group of languages. Of these, 1953 
WorldCat metadata records represent Ukrainian-language archival 
resources.  

MARC21 records representing non-Latin script resources 
traditionally contain Romanized information that is generated by 
metadata creators by following the US Library of Congress 
Romanization tables (https://www.loc.gov/catdir/cpso/roman.html 
). For example, to enter in the metadata record the Ukrainian-
language title “Мавка. Лісова пісня” of the 2023 Ukraine-
produced animated picture Mavka. The Forest Song (based on the 
famous 19th -century folklore-inspired poetic play by the Ukrainian 
author Lesia Ukrainka), a metadata creator would follow the 
Ukrainian transliteration table 
(https://www.loc.gov/catdir/cpso/romanization/ukrainia.pdf)  to 
obtain the following Romanized text: “Mavka. Lisova pisnia”.  

In the past 15 years, the vernacular text (such as “Мавка. Лісова 
пісня”) is sometimes being added to Romanized text in the 
WorldCat records representing non-Latin-script resources, 
including Ukrainian-language resources. The Smith-Yoshimura’s 
report shows that as of December 2015, 8% of WorldCat records 
representing Ukrainian-language materials included the text in the 
original Cyrillic script in addition to Romanized text [5]. Toves at 
al. reported on intensifying these efforts for Ukrainian-language 
materials in recent years [7]. The WorldCat search conducted in 
May of 2023 demonstrates that the number of those metadata 

records representing Ukrainian-language materials that include any 
Cyrillic script data has increased to 112961 (or 13.45%).  

Over the years, many studies with a focus on MARC21 
metadata records have been published. This includes publications 
resulting from the study conducted in the 2000s that examined all 
(over 50 million) metadata records contained in WorldCat at the 
time [1, 3, 4] as well as a recent study that examined the data in 
various fields and subfields of a large sample of WorldCat records 
that were added to the database in 2020 [8]. Also, one study looked 
at the quality of the MARC21 records representing materials in 
Slavic languages [6].  However, no research has yet analyzed the 
WorldCat metadata records that represent Ukrainian-language 
archival resources, particularly in relation to the user tasks metadata 
is aimed to support. This study sought to address this gap. 

2 METHOD 
This study relied on the content analysis (qualitative and 

quantitative) of the sample of 339 MARC21 WorldCat records. The 
sample selection criterion was that the data in MARC21 field 008 
subfields Ctrl and Lang indicates that the record represents a 
Ukrainian-language archival resource and that the keyword 
“Ukraine” is included in any other MARC21 field(s). The goal of 
the study was to explore the extent to which the user tasks of find, 
identify, select, obtain, and explore are supported in these metadata 
records. 

The following questions were addressed by this study: 
1. How do the records support the find user task by including: 

1.1. Vernacular data in the Cyrillic script? 
1.2. Fields representing creators of archival materials and 

what these archival resources are about? 
2. How do the records support the identify user task by: 

2.1. Correctly marking the resource as an archival material? 
2.2. Including fields that represent the language? 

3. How do the records support the select user task by providing: 
3.1. A descriptive summary for any archival resource? 
3.2. A list of items in the archival collection? 
3.3. A link to the archival finding aid? 
3.4. Information about duration of the sound recording or 

video recording in records representing individual 
archival resources (e.g., oral histories)? 

3.5. Information about file formats and system requirements 
for electronic resources? 

4. How do the records support the obtain user task by providing: 
4.1. Access conditions/restrictions information? 
4.2. A URL for a digital resource or a call number for an 

analog resource? 
5. How do the records support the explore user task by providing: 

5.1. Information on relations of the resource described by the 
record to persons, organizations? 

5.2. Provenance (aka custodial history) information? 
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3 PRELIMINARY FINDINGS AND 
DISCUSSION 
The first research question addressed was 2.1. Our qualitative 

examination of the 339 records revealed that 34 of them (10.03%) 
did not meet the criteria of this study. They represented materials 
that are officially published, released, or distributed. These 34 
records were excluded from further analysis, resulting in 305 
records.  

With regards to the find user task, finding Ukrainian-language 
archival resources by representation of its aboutness was overall 
well supported: 93.44% of records included the topical subject 
headings (with over 9 per record on average), 86.23% included 
representation of the geographic location the archival resource is 
about, and between 32.77% and 39.67% records included names of 
persons and/or institutions the resource is about. Similarly, 
discovery by creator name was supported at a relatively high level: 
80.33% of records included the personal creator’s name, and 9.51% 
included the name of the institution that created archival resource 
for a total of almost 90% of records. However, a very low level of 
inclusion of vernacular data was observed: only 4 records out of 
305 included Cyrillic-script data in one or more fields: usually the 
title, and sometimes subject added entry name headings. 

The identify user task was moderately supported overall. In 
addition to 10.03% of records marked as those that represent 
archival resources, in fact representing officially published, 
distributed, or released materials, only 57.7% of records included 
one or both of MARC metadata fields representing languages: 041 
Language Code and/or 546 Language Note. 

The findings regarding the support for the select user task were 
mixed. For example, 93.44% of records included a descriptive 
summary note (field 520); however, all these summaries were 
provided only in the English language. The contents note (field 
505) was only included in 4.92% of records, yet the alternative field 
555 Cumulative Index/Finding Aids, although only added to 
MARC21 standard in July 2022, was found to be already used in 
29.51% of records in the sample. The system details note (field 538) 
that applies to representing any video or audio recording was only 
found in 1 record: 1.22 % of 82 records representing video 
recordings or mixed materials (i.e., archival collections) that 
include video recordings. A positive observation was that of these 
82 records, 69 (84.15%) included information about the duration of 
the recording that is important for selecting an information 
resource.  

The obtain user task was found to be weakly supported by the 
WorldCat MARC21 metadata records representing Ukrainian-
language archival resources. Only 26.56% of records included 
information relating to copyright status (field 542), 12.79% of 
records included information about terms governing use and 
reproduction (field 540), and 9.51% of records included 
information on restrictions on access (field 506). At the same time, 
though, the URLs leading to either the digital archival resource 
itself, or the archival collection’s finding aid, or online transcripts 
were included in 39.34% of records. 

The study also revealed a low to moderate level of support for 
the explore user task, which emphasizes the representation of 

relationships in metadata. Biographical or Historical Data note 
(field 545) was included in over half (55.41%) of records, but 
information about ownership and custodial history (field 561) or 
about the immediate source of acquisition (field 541) only appeared 
in between 2.3% and 4.92% of records. 

4 CONCLUSION 
This exploratory study was the first one to examine MARC21 

metadata records that represent Ukrainian-language archival 
materials, with the focus on supporting the user tasks. Additional 
qualitative metrics for WorldCat MARC21 archival resources 
metadata support of user tasks, beyond those examined in this 
study, would be beneficial, for example: 

• Using the correct standard Romanization table in the 
romanization of data for non-Latin script materials 

• Correctness of spelling of titles and names (to the extent 
this is possible to assess without examining the resource 
itself) 

• Providing clear, non-misleading information in the record: 
e.g., representation of the language, digital/analog status, 
and other attributes of the archival resource. 

The level of inclusion of vernacular Cyrillic-script data 
observed in this study was very low and significantly lower than 
the overall for Ukrainian-language resources that are represented 
with over 850 thousand metadata records in WorldCat (1.31% 
compared to 13.45%). This is concerning and warrants future 
studies to trace the trends in increasing access to archival materials 
for the native speakers of Ukrainian who are not proficient in 
English. Similarly, future studies need to examine trends in 
supporting obtain and explore user tasks, the level of support for 
which is currently insufficient, as shown by the findings of this 
study.   

Future studies will examine the entire dataset of WorldCat 
MARC21 records representing Ukrainian-language archival 
materials, as well as ArchiveGrid MARC21 and/or EAD records 
that match this criterion.  
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ABSTRACT 
Since the early 21st century, funding agencies have been 
continuously supporting efforts aimed at language preservation and 
revitalization. This includes providing online access to unique and 
valuable collections of language data, which often originates from 
Indigenous and endangered language communities. Language 
materials are organized and represented in digital archives mostly 
by information professionals in the library, museum, and archival 
fields. However, a gap exists between the way these materials are 
organized and represented and the understanding of that data – and 
expectations towards the more functional ways of its organization 
and representation – by language preservation and revitalization 
researchers, and by members of language communities. 
Information resources collected by language archives have unique 
attributes of importance to their target user groups, and these 
attributes and their representation are not currently widely 
addressed by the formal training provided to information 
professionals. Similarly, specifics of these collections end-users’ 
information needs are not currently examined in this training. In 
this case study, the project that seeks to address this training gap is 
presented and its preliminary results are evaluated.  
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1 INTRODUCTION 
Language archives provide access to various kinds of materials, 

including those unique for them (e.g., word lists), and those that 
other kinds of archives also frequently hold (e.g., notebooks, oral 
histories, recordings of community cultural events, etc.). The Open 
Language Archives Community (OLAC) specializes in providing 
access to language archival resources. Its Language Resource 
Catalog includes metadata records representing over 170 thousand 
resources held by over 60 archives around the world.  For example, 
36 of these metadata records represent individual items in archival 
collections related to Amdo Tibetan language, such as the Medical 
Secretary and Doctor in Sokdzong (Sokdzong) Amdo-Tibetan-
language oral history transcript held by COllections de COrpus 
Oraux Numeriques (CoCoON ex-CRDO) archive in France. As can 
be seen in this example record, OLAC metadata records follow the 
Dublin-Core-based OLAC metadata scheme and make use of 
OLAC-developed controlled vocabularies. 

OLAC is not the only centralized portal through which one may 
access metadata records representing language archive resources. 
As of June 2023, two well-known global metadata aggregators 
include a large number of records representing archival resources: 
over 2.3 million in the WorldCat database  and over 7 million in the 
ArchiveGrid. It is not clear how many of these metadata records 
represent language archive resources, and more specifically digital 
ones: this is not one of the metrics published by developers of these 
aggregators. However, the estimates can be obtained by searching 
these databases for archival resources in a specific language. 

For example, searching the ArchiveGrid by the phrase “Maori 
language” retrieves 60 exact matches. Some of these metadata 
records represent archival items (e.g., Draft for unpublished second 
edition of the Grammar of the New Zealand language, 1827-1832 
[by Kendall, Thomas]). Most records though represent archival 
collections: for example, United States, Indiana, Bloomington, 
Polynesian languages, 1949-1957 collection of word lists, dialect 
texts, speeches, grammatical statements with examples, and other 
text held by the University of Indiana Libraries.  
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Similarly, a WorldCat search combining the type of resource 
(archival material) and language (Cherokee) queries reveals that 
WorldCat currently includes 22 metadata records categorized as 
representing Cherokee-language archival resources. This includes 
some individual items such as Cherokee Nation’s record book for 
1902-1903 years. Most of the records though represent archival 
collections such as for example William West Long’s Cherokee 
Medicinal and Magical Texts, 1928-1936 collection of 2 notebooks 
(recorded in the Sequoyan syllabary) and 91 other items held by the 
American Philosophical Society Library. 

Searches like the ones presented above demonstrate that 
language archive materials are largely held by libraries of various 
kinds. Thus, metadata to represent these resources is created by 
library professionals, sometimes in collaboration with those 
linguists who collected archival materials or with language 
community members [3] but often – as is the case with legacy 
materials – without. In general, providing access to legacy data in 
digital language archives presents several challenges, including 
those related to provenance, orphan data, and citation tracking [12].  

There is clearly the need for providing the information 
professionals with training that would allow them to identify those 
attributes of resources in language archives that are important for 
the users (linguistics and language speakers, instructors, or 
learners) and to accurately represent these attributes in metadata. 
Until recently, such training was not provided. As a result, digital 
language archive materials are often made available to users in a 
less functional way (e.g., [1], [11]).  

Research also demonstrates what specifically is missing in how 
digital language archival materials are represented. For example, 
interviews and observations revealed that, for many users, the 
Language element of metadata records, as well as and 
representations of the relationships between items (e.g., an audio 
recording and textual transcriptions or translations) are most 
important in their interactions with language archives, yet 
sometimes not represented [4, 6]. Most of respondents in Burke et 
al. [4] study noted that multilingual interfaces would enable more 
users to access digital language archive data. Some users also noted 
that maps displaying the geographic area where the languages are 
spoken would allow them to find materials easily.  

The formal training in digital language archiving offered to 
information professionals needs to reflect these user preferences, as 
well as the best practices available.  Some best practices for digital 
language archives were shared by teams of researchers and 
practitioners from different countries. For example, R and 
Takhellambam [10] presented the case study of the Sikkim-
Darjeeling Himalayas Endangered Language Archive and 
discussed the collaborative digital language archive development 
in India.  Two studies shared the experiences of the Computational 
Resource for South Asian Languages (CoRSAL) digital language 
archive: Dale [7] presented the approaches tested in the 
development of workflow for mediated archiving while Burke and 
colleagues [5] discussed the challenges and proposed solutions for 
name and subject representation in the digital language archive 
metadata.    

Several researchers of digital language archives concluded that 
education for information professionals needs to cover the specifics 
of applying archiving techniques and tools in language archives. 
This paper reports on the project that seeks to address this curricular 
need, presents intermediate results of this project, and discusses 
next steps. This paper extends the early results report that was 
presented at the Association for Library and Information Science 
Education annual meeting in 2021 [13]. 

2 COURSE DESIGN 
After the initial experiment teaching an interdisciplinary digital 

language archives metadata course to a combined class of 
linguistics and library and information science graduate students in 
the Spring of 2020, the decision was made that to maximize the 
benefits of this coursework, our team would need to develop the 
modules focusing on digital language archives and integrate them 
in relevant courses for information professionals and for linguists. 
The first candidate for inclusion of such a module was the advanced 
elective graduate course with the focus on digital library metadata 
that had participated in the initial experiment. During the Fall of 
2020, we developed a digital language archives metadata learning 
module to integrate in the course and revised the other existing 
modules to draw examples from language archives in both lectures 
and assignments.  

The new version of the course was tested in the Spring 2021 
semester and was taught two more times since then: in Spring 
semesters of 2022 and 2023, with the cumulative enrollment of 42. 
To enroll in this course, students must successfully complete the 
core course in the fundamentals of information organization, 
followed by the introductory digital metadata course. In the 
immediate prerequisite (introductory metadata course), students 
develop knowledge and skills related to the application of major 
metadata standards, This includes use of data content standards, 
data value standards (controlled vocabularies), data encoding and 
transmission standards (XML, HTML, and to some extent MARC 
21), and major metadata elements sets for metadata creation to 
describe items (Dublin Core DCTERMS, MODS, VRA Core 4.0) 
and collections (Dublin Core Collection Application Profile, 
Encoded Archival Description, MODS collection application 
profile, and use of VRA Core 4.0 collection record type).  Learning 
materials of this prerequisite introductory metadata course discuss 
the user needs and their role in developing metadata element sets, 
controlled vocabularies, etc., and providing access to information, 
at the general level, with some examples.  

This training prepares students to closely examine the metadata 
principles and tools in relation to digital language archives, in the 
advanced digital library metadata course which consists of 4 
modules.  With the course so far offered only in 16-week spring 
semesters, the class spends 4 weeks on each learning module.  In 
the weekly class meetings, the teaching team presents material in 
an interactive way, with numerous illustrative examples, 
brainstorming and mini-exercise activities for students to help 
digest the content.  
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The course opens with Module 1. Metadata for Cultural Works 
and Specialized User Communities: Language Documentation 
Case Study focused entirely on digital language archives. The 
learning objectives of this module are: 
• Identify the needs of a specialized user community, types of 

materials of interest to these users, general and specific 
metadata standards that can be utilized in representing these 
materials for these audiences. Implement this knowledge in 
metadata work, including investigating relations between 
metadata elements and user tasks based on conceptual models, 
navigating controlled vocabularies, and selecting appropriate 
terms. 

• Examine and evaluate current trends in metadata theory and 
practice, as well as perspectives of developing and applying 
metadata to provide effective information access for 
specialized user communities.  

During the first week of a learning module, students participate 
in the class meeting (or review posted slides and recording) and 
select and read 2 items from the list of 20 or more relevant peer-
reviewed professional and/or research publications prepared by the 
teaching team. These readings are then summarized and critiqued 
by each student in the discussion post. Students read each other’s 
discussion posts and react to them, with the requirement to provide 
a substantial reaction to at least one of their classmates’ 
discussions. 

Each module has a major practical assignment, that a student 
completes in weeks 2-4 of the module. For the Module 1 that 
focuses on digital language archives, the practical assignment 
includes two parts. In Part 1 (Language Materials, their Users, User 
Tasks, and Metadata), students answer 4 blocks of questions based 
on their  understanding and critical evaluation of the documentary 
linguistics workflow and types of materials collected by linguists, 
as well as user tasks and the specific ways in which metadata fields 
in a record address them as discussed in two models: the Functional 
Requirements for Bibliographic Records, and the IFLA Library 
Reference Model [8, 9].  In Part 2 (General and Specialized 
Controlled Vocabularies for Representing Resources in Language 
Collections to Facilitate Information Access), students make use of 
16 data value standards (including 4 OLAC controlled 
vocabularies) to find and examine authority records or other 
controlled vocabulary entries for terms, names, and codes relevant 
for representing digital language archive materials. 

In the remaining 3 learning modules – Metadata Quality, 
Metadata Interoperability, and Metadata as Linked Data – 
examples from digital language archives are used as much as 
possible, to keep engaging students with the issues related to digital 
language archives throughout the course. Module 2. Metadata 
Quality also has a significant digital language archiving 
component. In its practical assignment, students collect and analyze 
a sample of metadata records from a collection in the CoRSAL 
digital language archive based on three major metadata quality 
criteria (accuracy, completeness, and consistency) defined in Bruce 
and Hillmann [2]. Students compare results of this evaluation to 
those for a metadata sample in another (non-language-focused) 

collection that is hosted by the same institution and relies on the 
same metadata scheme. 

3 LEARNING EFFECTIVENESS  
This advanced graduate metadata course with the content 

focusing on digital language archives is overall well received by 
students, with student satisfaction scores in 2021-2023 ranging 
between 4.1 and 5.0 on a 5-point scale (response rate 50% - 90%).  
Here we present some preliminary results of basic quantitative 
evaluation of students’ performance in the two modules with 
significant digital language archives content components.  

To measure effectiveness of the digital language archiving 
learning in this course, we developed the following targets: 

1. Individual target: each student receives at least 85% of 
possible cumulative points for 3 assessments. For that 
evaluation, we selected both assessments in Module 1 
(discussion forum, and practical assignment) and a 
practical assignment in Module 2. 

2. Class target: at least 90% of students meet the individual 
target. 

In Spring 2021 when our grading was lenient because this was 
the first semester this course was offered in its current form – all 12 
enrolled students (100%) met the individual target, with the average 
score of 95.66% and the median of 96.61% of possible cumulative 
points. In Spring 2022, 15 out of 20 enrolled students (75%) met 
the individual target. However, the average and median scores were 
quite high: 88.07% and 90.48% of cumulative possible points. 
Also, when only looking at Module 1 that solely focused on digital 
language archives, the Spring 2022 results were higher: 85% of 
students met the individual target, with the average of 92.35% and 
the median of 92.94%. In the most recent semester (Spring 2023), 
90% of enrolled students met the individual target. The average 
percentage of possible cumulative points achieved by the student 
was 91.41%, and the median was 91.8%.  

Our next step would be to conduct a more detailed analysis of 
digital language archives learning effectiveness using the available 
data. For example, we would investigate which type(s) of questions 
on the practical exercise in the digital-language-archives-focused 
Module 1 students tend to perform better and worse on. This would 
allow us to assess the implications for further development and 
improvement of training materials. Also, detailed examination of 
student feedback on accuracy and completeness of metadata 
representing items in the CoRSAL archive collections obtained as 
part of Module 2 exercise will help identify areas of improvement 
for CoRSAL metadata.  

4 CONCLUSION 
Our report presents a case study of the graduate course that 

begins to bridge the gap in information professionals’ 
understanding of digital language archives users and their needs, 
materials included, and metadata needed. It will be useful for other 
educators working on addressing this curricular need.   
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Overall, the results meet our expectations yet the observation 
that digital language archives learning effectiveness was lower in 
the semester with the highest so far (yet still reasonable) enrollment 
of 20 students warrants further monitoring. 

The course in question focuses on metadata, so some other 
important aspects of the digital language archives are outside of its 
scope, and either were not covered or did not have a practical 
assignment (or its component) addressing them. As more of the 
relevant courses for librarians and archivists are starting to integrate 
content that develops knowledge and skills necessary to 
successfully manage digital language archives, future studies will 
need to compare the instructional approaches, course materials, and 
results, with the goal of improving such training.  
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